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Abstract
Time-resolved diffractionwith femtosecond electron pulses has become a promising technique to
directly provide insights into photo induced primary dynamics at the atomic level inmolecules and
solids. Ultrashort pulse duration aswell as extensive spatial coherence are desired, however, space
charge effects complicate the bunching ofmultiple electrons in a single pulse.We experimentally
investigate the interplay between spatial and temporal aspects of resolution limits in ultrafast electron
diffraction (UED) on our highly compact transmission electron diffractometer. To that end, the initial
source size and charge density of electron bunches are systematicallymanipulated and the resulting
bunch properties at the sample position are fully characterized in terms of lateral coherence, temporal
width and diffracted intensity.We obtain a so far not reportedmeasured overall temporal resolution
of 130 fs (full width at halfmaximum) corresponding to 60 fs (rootmean square) and transversal
coherence lengths up to 20 nm. Instrumental impacts on the effective signal yield in diffraction and
electron pulse brightness are discussed aswell. The performance of our compactUED setup at selected
electron pulse conditions isfinally demonstrated in a time-resolved study of lattice heating in
multilayer graphene after optical excitation.

1. Introduction

The initial steps in chemical reactions or condensedmatter transformations are fundamentally characterized by
subnanometer atomicmotions on a femto- to picosecond timescale [1, 2]. Time-resolved electron or x-ray
diffraction techniques have become a promising tool with sufficient temporal precision to directly deliver
insights into ultrafast phenomena at themolecular level [1–4]. Based on the pump–probe approach, ultrashort
laser pulses start the reaction dynamics and either x-ray or electron probes are used to provide a time-delayed
series of structural diffraction patterns in a stroboscopicmanner.Major limitations of thesemethods have been
the photonflux for x-ray sources and the temporal resolution of electron pulses as a result of space charge [1, 2].
Next generation source concepts, such as free-electron lasers and electron diffractometers with RF compression,
promise to observe structural dynamics in a single-shot with pulse durations as short as a few fs [4].

Time-resolved diffractionwith electron probes intrinsically differs from approaches with x-rays. Electrons
possess a considerably higher scattering cross section, which in turn restricts their use to ultrathin samples or
surfaces [1–5]. X-ray sources can provide pulses of extraordinary transverse coherence [6], but the shorter
wavelength of high-energy electrons can effortlessly resolve interatomic distances [1–5].However, amain
advantage of pulsed electron diffractometers is their relatively small size in comparison to large-scale facilities,
such as synchrotrons and free-electron lasers. Ultrafast electron diffraction (UED) table-top apparatuses have
been, for example, applied tomolecules in the gas phase [7–10], laser-inducedmelting [11–13], dynamics in
graphite [14–19], charge density waves [20, 21],motions in organic salt [22], superstructure dynamics [23] and
many others.
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InUED experiments, ultrashort electron pulses are generally created by laser-induced emission.Mainly
three different source concepts can be distinguished [5]: Photoelectric emission fromplanarmetal surfaces
[7, 15, 24–32], emission from sharpmetal tips [33–37] and photo-ionization of ultracold gases [38–42]. Emitted
electrons are accelerated either by electrostatic fields to lower energies of 0.2–1.5 keV [33–36] aswell as high
energies of 30–95 keV [15, 16, 24–32, 37, 42, 43] orwith RF photo-injectors up to 3–5MeV [44–47]. Regardless
of the final electron energy, the temporal resolution of aUED setup basically depends on the electrons’ initial
energy spread, the applied acceleration field strength, the propagation distance to the sample and in particular
the charge density of the pulse [1–5, 25]. Coulomb repulsion between the electrons broadens the ultrashort
bunches during their propagation from the point of generation to the sample. For bunches containing several
electrons, space charge effects therefore limit theminimal electron pulse duration to∼200 fs (full width at half
maximum (FWHM)) at the sample position [3, 48].Without additional compression techniques [30–
32, 43, 49, 50], a trade-offmust bemade between the required temporal resolution and the number of electrons
per pulse.However, transient diffraction datawith an adequate signal-to-noise ratio can only be obtained by
detecting 106–108 electrons at each pump–probe delay within amaintainablemeasurement time [2–5, 43].
Depending on the source concept, different approaches are thus pursued; ranging from the single-electron
regime in combinationwith high repetition rates [5, 35–37, 51], over the application ofmulti-electron pulses at a
lower number of pump–probe cycles [15, 16, 24–29, 42] to single-shot experiments with compressed dense
electron bunches [22, 30, 32, 43–47, 50]. In this connection the irreversible or reversible nature of the
investigated dynamics additionally determines themethod of choice [2, 3, 5].

Apart from the temporal response of anUEDexperiment, a sufficient spatial resolving capacity of the
diffraction patterns is required for achieving atomic resolution, especially of solid systemswith large unit cells or
complex biomolecules. The evaluation of the spatial resolution is directly connected to a detailed discussion of
the electron bunch coherence properties [1–5, 25, 52]. In diffraction the transverse degree of coherence
characterizes the interference capability of scattering centres that are far apart. Accordingly, the transverse
coherence length of an electron bunchmust overlap the entire systemunder investigation to achieve
unrestricted structural information. The longitudinal coherence is ofminor impact for uncompressed electron
pulses [3, 5, 25, 52]. The transverse coherence length is normally expressed by the electron bunch lateral
momentum spread inwhich global and localmomentumdistributionsmust be distinguished [52]. An
optimization of the electron emission process can thus improve the coherence by using for example ultracold
gases [38–42] orwell-tuned laser parameter [51]. Furthermore, a reduction of the electron source size increases
the lateral coherence as well, but space charge effects set limits [33–37, 53]. Transverse coherence lengths of
1–5 nmhave been reported so far formulti-electron pulses fromplanar sources with pulse 1/e2-radii of
170–500 μmat the sample [21, 25, 31, 51, 54]. The application of single-electron pulses from aminimized source
has recently extended the lateral coherence to 20 nmat a 1/e2-radius of 154 μm[53].Moreover, the ongoing
developments of tip-based [35, 37] and ultracold electron sources [40–42] promise further improvements of the
spatial resolution in future challengingUED experiments.

In this contribution, we present extensive spatio-temporal resolution studies on a highly compact ultrafast
electron diffractometer bymeans of experiments and simulations. The focus is here directed towards the robust
generation and successful application of uncompressedmulti-electron pulses with excellent spatio-temporal
properties in the lower space charge regime. In section 2, the experimental details of ourUED setup are
described and the unique characteristics of the electron source design are pointed out. In section 3, we
investigate the interplay between the spatial, temporal and signal resolution andwhose impact due to space
charge effects and instrumental imperfections. For this purpose, the transverse coherence length isfirstly
determined in dependence of the electron source size by differentmethods. Secondly, electron pulses of various
charge densities fromdifferent source sizes are temporally characterized. Thirdly, the diffraction peak intensity
and instrumental brightness are discussed on the basis of previously observed coherence lengths and pulse
durations. Finally, the performance of our setupwith optimized instrumental parameters is exemplified on the
basis of anUED experiment onmultilayer graphene.We conclude the contributionwith a brief summary.

2. Experimental details

In this section, we describe the experimental details of ourUED setup and point out the unique characteristics of
the electron pulse source concept, whose performance has been analysed in the spatio-temporal resolution
studies presented here. Furthermore, a brief introduction is given to the preparation technique of free-standing
single crystalline graphite and graphene samples, whichwere used for the spatial resolutionmeasurements and
time-resolved pump–probe experiments in this work.
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2.1. Electron diffraction setup
Experiments in this workwere performedwith theUED setup illustrated infigure 1(a). The apparatus is
powered by a Ti:sapphiremultipass amplifier delivering (27 ± 3) fs (FWHM) laser pulses at a central wavelength
of 795 nmand∼800 μJmaximum energy per pulse at a repetition rate of 1 kHz. Beampointing and output
power are independently stabilized by a closed-loop control system. The laser pulses are first separated into a
pump and probe beam, each continuously adjustable in power via a neutral density filter and half-wave plat
respectively. The reflected∼40 μJ probe pulses are frequency-tripled to a central wavelength of (267 ± 2) nmand
amaximumenergy of∼200 nJ per pulse by third-harmonic generation in nonlinear crystals. Present dispersion
is compensatedwithin a dual pass prism compressor. SD-FROGmeasurements [55] verified aminimalUV
pulse duration of (30 ± 4) fs (FWHM). Photoelectron pulse emission takes placewithin aUHVchamber
(pressure < 10−9 mbar) by back-illuminating a gold coated sapphire cathode (40 nmvapour-deposited Auwith
3 nmNi–Cr adhesive layer on 1 mm thin sapphire plate). The combination of a re-entrant view port
construction and a lenswith short focal distance (f=+60 mm) opens the possibility to adjust the 1/e2-radius of
the electron source between 2.3 μmand 30 μm.After emission, the electron pulses are accelerated to a kinetic
energy of 40 keV across a gap of (3.5 ± 0.2) mm from the isolated high voltage cathode to the grounded anode
(see figure 1(b)). The high static electric field strength of (11.4 ± 0.7) MVm−1 is achievable with carefully
polished stainless steel electrodes and a pressed in, glue-free implementation of the sapphire cathode. The
accelerated electron pulses pass a pinhole of 100 μmdiameter, which is drilled in the anode, and further
propagate trough a 5 mmfield free drift region. This contains a 2 mm thin copper sample holder, which is
adjustable in six axes and offers eight slots for standard TEMgrids. After sample transmission, a liquid cooled
magnetic lenswith iron pole-pieces separated by a 1 mmvacuumgapmaps the diffraction pattern on the
detector system.Compared to dc electron sources with a condenser solenoid in front of the sample [15, 24–29],
we place themagnetic lens afterwards as an object lens and focus the full diffraction pattern on the detector [17].
This results in an extraordinary short propagation distance from the electron source to the sample of 8.5 mm, a
trifold improvement to the so farmost compact source design [26, 48]. Diffracted electrons are finally
multiplied by a chevron stack ofmicro-channel plates and imaged on a P43 scintillator screen, which is located

Figure 1. Schematic representation of theUED setup and detailed scale drawing of the electron pulse source. (a) Pulses from an
amplifier system (1 kHz, 27 fs, 795 nm) are first separated into a pump and probe arm (S1). The reflected probe pulses are frequency-
tripled (THG), a half wave plate (HWP) enables attenuation and dispersion is compensated by a prism compressor (PC). Free electron
bunches are generatedwithin the vacuum chamber (VC) by tightly focussing (L1) the 3ω-pulses into the electron pulse source (EPS).
A high voltage connection (HVC) supplies the dc source to accelerate the electron pulses (EP) to 40 keV.Diffracted electrons are
mapped onto amultiplying detector (MD) by a cooledmagnetic lens (CML) and finally recordedwith aCCD. For the pumpbeam the
fundamentalω-pulses are attenuatedwith a neutral densityfilter (ND), focussed (L2) onto the sample and the relative arrival time is
controlled by an optical delay stage (DS1). For a temporal electron pulse characterization via grating enhanced ponderomotive
scattering (dotted beampath) the pump pulses are further split (S2) and separately focussed (L3, L4) fromopposite sides on the
electron bunches. In this geometry the position of the standing light wave can be adjusted by a second delay stage (DS2). (b) Enlarged
view of the sample region. The frequency tripled probe pulses (3ω) back-illuminate a gold coated photocathode (C). The emitted
electron pulses (EP)first gainmomentum in the acceleration region (AR), passing a pinhole (P) in the anode (A) and further
propagate through a field free drift region (DR). Therein a sample holder (SH) controls the position of the sample (S) and diffracted
electrons are finallymapped on the detector by a cooledmagnetic lens (CML)with an iron pole piece gap (G).
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188 mmaway from the electron source. A charge-coupled device (CCD) records the resulting patternwith one
megapixel resolution. The number of electrons per pulse can bemeasured by an aluminium faraday cup and a
pico-amperemeter.

Performing time-resolved pump–probe experiments the sample is excited by the fundamental of the
amplifier system at 795 nm.Dispersionmanagement after the amplifier forUVpulse generation and for
propagation to the sample is adjusted such, that a pulse duration of (27 ± 3) fs (FWHM) is achieved in front of
the sample. A long focal lens (f=+500 mm) focuses the p-polarized laser pulses with 12° angle of incidence onto
the sample. The beam is slightly over-focussed to avoid effects due to beampointing and inhomogeneous
excitation of∼100 μmlarge samples (see figure 2). The spot size at the sample positionwas determined by a
CCDbeamprofiler giving a 1/e2-diameter of∼480 μm(see section 3.4 andfigure 13(d) for details). The incident
fluence is continuously variable via a reflecting neutral density filter and amaximumpeak fluence of ~60
mJ cm−2 can be used at the sample position in pump–probe experiments. A high precision optical delay stage
controls the relative arrival time between the electron probe and optical pumppulse. By recording diffraction
pattern snapshots at different time delays, laser induced structural dynamics in the sample can be observed
directly.

The overall time resolution under normal incidence of electrons to the sample ismainly limited due to the
electron pulse duration, which is further influenced by internal space charge effects and the initial energy spread.
For a temporal pulse characterization, the electron bunches are directly cross-correlatedwith two counter-
propagating laser pulses. Thismethod uses the ponderomotive force of the pulsed laser field acting on the
electrons in a standing-wave enhanced geometry [30, 31, 48]. As illustrated infigure 1(a) (dotted beam line), the
fundamental pumppulses are splitted once again and are separately focussed (f=+300 mm)with a 1/e2- radius
of 33 μmand energy of∼200 μJ per pulse at the electron bunches in a counter-propagating way. The position of
the resulting stationary light wave is adjustedwith the help of a second delay stage. Byfinallymeasuring the
ponderomotively scattered electrons at different delay times on the detector, the local electron pulse charge
density at a definite point in time and space can be reconstructed (see section 3.2 for details).

2.2. Single crystalline graphite and graphene sample preparation
Free-standing single crystalline graphite and graphene samples have been prepared in a three-step procedure
(see [56] for details). First,macroscopic single crystal flakes of natural graphite are cleaved bymultiple
mechanical exfoliationwith semiconductor grade adhesive tape [57]. The thinned graphite is afterwards
deposited on top of an oxidized siliconwafer and its surface is carefully scanned in an opticalmicroscope (see
figure 2(a)). In the second step, residualflakes of adequate size and thickness are characterized by optical
reflection [58] as well as atomic forcemicroscopy, giving the possibility to directly count the number of
graphene layers. In thefinal step, a selected flake is transferred on top of aQuantifoil 200meshTEMgold grid
(90 μmhole size, see figure 2(b)). For an improved transfer process, the grid is partially covered by a perforated
carbon film [56]. This amorphous supportfilm is selectively removed from the sample grid hole before
preparation by fs lasermachining to reduce the electron diffraction background signal and avoid perturbing
effects in pump–probe experiments. All experimental results shown in sections 3.1, 3.3 and 3.4 have been
achieved using the 3 nm thick, nine layer graphene sample shown in figure 2.

Figure 2. Single crystallinemultilayer graphene sample. (a)Opticalmicrograph of a nine layer graphene flake (dashed outline) on a
Si/SiO2 substrate. (b)Optical reflection image of the transferred free-standing grapheneflake (dashed line) on aQuantifoil 200mesh
gold grid. (c)Optical transmission image of the sample shown in (b). The highlighted area (red circle) indicates the transmission
region in (d). (d) Shadowgraph of the samplewith 40 keV electron pulses.
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3. Results and discussion

In experiments and simulations, we have investigated the transverse coherence length, electron pulse duration,
elastic scattered peak intensity and instrumental peak brightness in dependence of the electron pulse charge
density. For this purpose three spot sizes of theUVprobe beamon the photocathodewere chosen. The lateral
profiles of theUVbeamweremeasuredwith a scanning knife-edgemethod at three defined longitudinal beam
positions: directly at the beamwaist, 0.5 mmbehind thewaist and 3 mm in front. Provided that the beamprofile
had an overall Gaussian shape, the corresponding 1/e2-radii were: (2.3 ± 0.5) μm, (9.5 ± 1.3) μmand
(28.0 ± 1.2) μmrespectively. A pointing jitter of the laser focuswas not observed, butwould be included in the
measured results that were averaged overmany shots. The electron emission is a single-photon process and thus
permits to transfer themeasured optical quantities linearly onto the electron source. Consequently, a simple
adjustment of the longitudinal position of theUVpulse focussing lens (seefigure 1(a)) allows a variation of the
electron source area overmore than two orders ofmagnitude. For all source sizes the emitted charge from the
photocathodeweremeasured to be linear in dependence of theUV laser powerwithout saturation effects in the
studied parameter range.Hence, the electron pulse emission is below the space charge limited regime and the
virtual cathode effect has not been taking into account [59, 60]. For clarity, all source size dependent results
presented in the followingfigures are colour-coded as follows: 2.3 μmsource in red, 9.5 μmsource in green and
28.0 μmsource in blue.

3.1. Transverse coherence length
Wehave characterized the transverse coherence length of ourUED setup for thementioned three electron
source sizes with particle tracking simulations and three experimental approaches. TheN-body simulationwas
self-developed to get direct access to all tuneable parameters and their effects on the spatio-temporal resolution
of theUEDexperiment (for simulation details see appendix B). Figure 3 displays the evolution of the electron
bunch diameter from the generation at the cathode to the sample position for each of the three source sizes. The
transverse dynamics of the electron pulses can be separated into two effects.Mainly during the acceleration,
space charge forces cause a nonlinear expansion of the bunches, which strongly depend on the initial electron
charge density. Still inside the acceleration region, the pulse diameters thus become almost equal for all three
different source sizes. After the bunches pass the anode pinhole, the expansion is enhanced by the
inhomogeneous penetration of the electric field into the field-free drift region. The pinhole acts like a negative
lens and increases the bunch diameters linearly during further propagation [51]. Finally, at the sample position,
the electron pulses basically represent amagnified image of their spatial distributions at the cathode. For afixed
electron gun design themagnification thus depends just on the strength of acting space charge effects, which can
be influenced by the initial electron source size and the number of emitted electrons per pulse. In addition to the
lateral expansion of the electron pulses during propagation, the global degree of coherence is enlarged similarly.
In otherwords, the ratio of bunch radius to coherence length is conserved and the electron pulse transverse
coherence can be approximatedwith knowledge of the initial coherence properties at the cathode [53]. From an
analytical expression of the thermal emittance formetal cathodes [61–63], we expect an initial transverse
coherence length of ξi = (0.67 ± 0.16) nm for our electron pulse source, which is consistent with comparable

Figure 3. Simulated propagation of electron pulses from the cathode (C) to the sample (S) for three different electron source sizes
( −e1/ radii:2 2.3 μmred pulses, 9.5 μmgreen pulses and 28.0 μmblue pulses). The evolution of the 1/e2-diameters (dotted lines) is
predominantly affected by source sized dependent space charge forces and a negative lens effect induced due to the inhomogeneous
penetration of the electric potential (yellow contour) into thefield-free drift region (A→ S). The simulations were all performedwith
1500 electrons per pulse and snapshots were taken in time steps of 10 ps. The positions of red and blue pulses are offset by ±130 μmfor
visibility.
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values reported for gold cathodes [51, 53, 64] (see appendix B.1 for details). Thereby, the transverse coherence
length at the sample ξs can be valued from

ξ ξ⩽
w

w
, (1)s i

s

i

with the electron source 1/e2-radiuswi and electron pulse 1/e
2-radiusws at the sample [53]. Equality in

equation (1) holds in the absence of space charge effects. Accordingly, we can get an upper limit of the electron
pulses transverse coherence lengths at the sample position bymeasuring the ratiows/wi for all three different
electron source sizes. The source radiiwi arementioned above and the corresponding radii at the samplews were
determined from electron shadowgraphs as shown in the upper image row offigure 4. Therefore, the electron
pulses were imaged onto the detector with themagnetic lens switched off. Using the shadowof the TEM sample
grid (shown infigure 2) as a length gauge, the radii at the samplews were calculated by the second central
moment of the radial intensity profiles on the detector, resulting in 1/e2-radii of μ =   ± w (84.7 12.3) m,s,2.3

μ =   ± w (64.4 10.9) ms,9.5 andws,28.0 = (57.4 ± 10.4) μm. From equation (1)we finally estimated transverse
coherence lengths at the sample position of ξ  <   ± (24.7 14.8),s,2.3 ξs,9.5 < (4.5 ± 2.5) and ξs,28.0 < (1.2 ± 0.6) nm.

Furthermore, theN-body simulations have been utilized to confirm the predicted transverse coherences for
all three source sizes. Results of the simulated electron pulse intensity profiles are presented in the lower image
row offigure 4 and show a good agreementwith the experimental outcomes. It should be noted, that no free
parameters were used in the simulations (see appendix B for details). The particle tracking algorithmmakes the
6Dphase-space distribution of an electron pulse accessible during propagation and allows to calculate the
transverse normalized rootmean square (RMS) emittance

ε ≡ −
m c

x p x p
1

, (2)n,x
0

2
x
2

x

2

with the particle coordinate x, relativisticmomentum px, electron restmassm0 and speed of light c. The brackets
〈 〉 stand for averaging over the entire particle ensemble of the bunch and the transverse emittance εn,y in y-
direction is given analogously [54, 65, 66]. Due to the cylindrical symmetry of our electron bunches wemaintain
εn,x = εn,y = ε from the source to the sample. From simulations of all three source sizes we obtainedmean
transverse emittance values at the sample position of εs,2.3 = (0.8 ± 0.1) nm, εs,9.5 = (2.6 ± 0.4) nmand
ε  =   ± (7.5 0.3) nms,28.0 for the three source radii of 2.3 μm, 9.5 μmand 28.0 μm, respectively.Moreover, the

Figure 4.Electron pulse shadowgraphs of themultilayer graphene sample onTEMgold grid shown infigure 2. Themeasurements
(first row) arewell reproduced by theN-body simulations (second row) for all three different electron source sizes (1/e2-radii: 2.3 μm
red column, 9.5 μmgreen column and 28.0 μmblue column). The electron pulse radius at the sample increases with decreasing
source size and thus the lateral current density decreases, as expected from figure 3. In addition, a smaller electron source produces
images of higher sharpness, which reveals a lower emittance or corresponding higher transverse coherence [67].Measurements and
simulations are all performedwith 1500 electrons per pulse at the sample position. The dashedwhite sample boundary in each image
of thefirst row is defined as 50%of the transmitted peak intensity. The integral of the enclosed signal is used for intensity
normalization of diffraction data (see section 3.3 for details).
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transverse coherence length ξs can be estimated from the transverse normalized RMS emittance εs by

ξ
ε

≈ ℏ
m c

w

2
, (3)s

0

s

s

where ħ is the reduced Planck constant [54, 65] (see appendix A for details).With equations (2) and (3), the
particle tracking simulations for all three source sizes result inmean transverse coherence lengths at the sample
position of ξs,2.3≈ (19.2 ± 2.6) nm, ξs,9.5≈ (3.8 ± 0.6) nm and ξs,28.0≈ (1.45 ± 0.04) nm.Consequently, the
simulated coherence properties arewell consistent with the coherence values determined by the source
expansion ratio giving an upper limit.

A direct experimental access to the transverse emittance and hence to the transverse coherence is provided
by pepper-pot ormultislit techniques [68]. In accordancewith [67], we analysed TEMgrid shadowgraphs as
shown infigure 4 by fitting error functions to the intensity profile of a grid edge. Taking the detector point spread
function (PSF) (see figure 8 and corresponding text) into account through deconvolution [67], we obtained
mean transverse coherence lengths at the sample of ξs,2.3 = (14.6 ± 6.2)nm, ξs,9.5 = (2.9 ± 0.2)nmand ξs,28.0
= (1.3 ± 0.1) nm. The results of the TEMgridmethod are thus slightly below the previous coherence lengths
specified by the source expansion ratio and simulated emittance. Themain reason for the deviations is attributed
to space charge broadening of the edge profile during the bunch propagation from the grid to the detector.
Additionally,mechanical vibrations of the sample holder could reduce the edge sharpness of the TEMgrid
shadowgraphs. Thismethod sets therefore a lower boundary to themeasured transverse coherence.

However, the transverse coherence length of electron pulses not only limits themaximum resolvable
distance in a sample, it further quantifies the resolution of the electron diffraction pattern in reciprocal space.
More precisely, an increasing transverse coherence ξs narrows thewidth of Bragg peaks in a pattern
proportionally by

ξ
σ

= 1
, (4)s

k

where σk is the standard deviation forGaussian distributed Bragg peaks (see appendix A for details). Thus, we
measured diffraction data for the three selected electron source sizes and extracted the particular transverse
coherence from the respective peakwidth. Figure 5 presents the recorded diffraction signals, whichwere
acquired from themultilayer graphene sample shown infigure 2 by integrating in 11 s over∼104 electron pulses
with 1500 electrons per pulse. Due to a source size dependent divergence angle of the electron bunches at the
sample (see figure 3), the focussing current of themagnetic lens was optimized for each source condition to the
narrowest Bragg peakwidth. The central undiffracted electron signal was not considered and permanently
blocked by a copper beam stop to avoid detector degradation. All recorded diffraction patterns were individually
separated from the diffuse backgroundwhichwas approximated by a circular bi-exponential function (see
patterns infigure 5) and subsequently interpolated onto a reciprocal gridwith a common scale. Afterwards, the
residual elastic scattered signals were normalized to the sample electron flux and total elastic scattered intensity
(see section 3.3 for details). First of all, the resulting diffraction data basically show three effects with increasing

Figure 5.Experimental quantitative diffraction data from themultilayer graphene sample presented infigure 2, takenwith electron
pulses from three different source sizes (1/e2-radii: 2.3 μmred scale, 9.5 μmgreen scale and 28.0 μmblue scale). Only central pattern
sections are shown for clarity (for a full detector image see figure 13(b)). All patternswere obtained by integrating over∼15 × 106

incident electrons from∼104 laser shots in 11 s. Central undiffracted electrons were blocked by a beam stop and all patterns are shown
before (right) and after background subtraction (left). In each case, the background-free elastic scattered signal was normalized to the
sample electron flux and total elastically scattered intensity (see section 3.3 for details). Three source size dependent effects are readily
identifiable: Bragg peak sharpness, peak intensity and peak-to-background intensity ratio increases with decreasing source size. 2̄10
Bragg peaks, accentuated by black squares, were selected for further coherence analyses and are shown in detail infigure 6.
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source size: The Bragg peakwidth increases as expected and the peak intensity thus decreases (see alsofigure 6).
Although the diffuse background is stronger for the smallest source due to the fact thatmore electrons
transmitted the sample surrounding amorphous carbon film (see figures 2 and 4), the elastically scattered signal
can be separated better from the background and the signal-to-noise ratio consequently increases with
decreasing source size.

To further extract the transverse coherence for all three source sizes from the Bragg peakwidth, we fitted in
each case a circular 2DGaussian function to a series of peaks in a pattern. Figure 6 exemplifies thefitting
procedure for the 2̄10 Bragg peaks accentuated by black frames in the patterns offigure 5. All intensity profiles
arewell approximated by the circular 2DGaussian distribution.Minor deviations only exist between 5%and
35%of themaximumpeak intensity (see dashed lines in the peak profiles of figure 6). This spreading of the
measured peak tails arises from space charge effects and a nonlinear signal response, which is attributed to
artefacts in the detector imaging system [69–71]. Data points affected from this broadeningwere therefore
disregarded in thefitting procedure. Accordingly, we analysed the 24most intense Bragg peaks in each pattern,
resulting in an averaged peak standard deviation of σ k,I,2.3 = (0.727 ± 0.009)nm−1, σ k,I,9.5 = (0.924 ± 0.008)nm−1

and σk,I,28.0 = (1.344 ± 0.016) nm−1. The corresponding instrumental transverse coherence lengths
ξ  =   ± (1.38 0.01) nm,I,2.3 ξI,9.5 = (1.08 ± 0.01)nm and ξI,28.0 = (0.74 ± 0.01) nmwere finally calculated from
equation (4). It is obvious that these results differ from already ascertained coherence values.Most notably the
expected scaling of the Bragg peakwidthwith the source size was not reproduced. Consequently, the resolution
of the electron diffraction patternsmust be essentially affected by instrumental imperfections [71, 72].We have
taken in account twowell-known basic causes: aberrations of themagnetic electron lens [71, 72] and signal
spreading in the detector system [71, 73, 74]. For each effect, a 2DPSFwas determined in reciprocal space to
further deconvolute themeasured Bragg peakwidth [72]. Afterwards, the source-limited transverse coherence
length ξs at the sample can be extracted from themean instrumental Bragg peakwidth σ k,I by

ξ
σ σ σ

=
− −

1
, (5)s

k,I
2

k,L
2

k,D
2

with themagnetic lens PSFwidth σ k,L and detector PSFwidth σ k,D (standard deviations).
Themagnetic lens PSF represents a focussed image of an electron point source onto the detector under

aberrations and space charge effects. Especially within the space charge regime, an ideal electron point source is
not experimentally realizable. Therefore, we determined themagnetic lens PSF by simulating themagnetic field

Figure 6.Bragg peakfitting procedure for the coherence analysis of electron diffraction pattern from three different source sizes (1/e2-
radii: 2.3 μmred scale, 9.5 μmgreen scale and 28.0 μmblue scale). The first column exemplarily shows themeasured 2̄10 Bragg peaks
accentuated by black squares in the patterns offigure 5. The second column presents the corresponding fit results in the formof
circular 2DGaussian distributions. The third column compares line profiles of both peaks (along dashed lines in the images).
Deviations from theGaussian profile between 5% and 35%of themaximumpeak intensity (between dashed lines in the peak profiles)
are attributed to a nonlinear detector response and space charge effects. Affected data points (open circles) were thus excluded from
the fitting procedure.
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distribution of the solenoidwith the freely available FEMMfinite element program [75] and performed particle
tracking simulationswith implementedmagnetic field. Figure 7(a) exemplifies projected particle trajectories of
an electron pulse generated from the 2.3 μmsourcewith (solid lines) andwithout (dashed lines) actingmagnetic
field in combinationwith themagnetic flux density distribution. The particle tracking algorithm additionally
includes diffraction from 2̄10 and 21̄0 lattice planes in themultilayer graphene sample (see alsofigure 13(b)),
the negative lens effect of the anode pinhole and space charge forces. The strength of lens aberrations and thus
thewidth of themagnetic lens PSF basically depends on the abaxial electron pulse properties inside the solenoid
field. Consequently, we separately determined amagnetic lens PSF for each of three studied source sizes due to
their different electron pulse lateral diameters and divergence angles (as shown infigure 3). Additionally, the
strong abaxial particle trajectories of diffracted electronswere taken into account by implementing the scattering
process at the sample representatively in 2̄10 direction. In order tofinally obtain the source size dependent
magnetic lens PSFs, the 2̄10 Bragg peak intensity distribution on the detector was separately simulated based on
a focussed electron point sourcewith the abaxial properties of the particular finite source (see appendix B.2 for
details). Figure 7(b) exemplarily presents the resultingmagnetic lens PSF for the 28.0 μmelectron source.
Standard deviations σk,L for all three source sizes were determined by fitting each simulated lens PSFwith a
circular 2DGaussian distribution. The results show a 10% increase of the PSFwidth from the largest to smallest
source size due to stronger aberrations of electron pulses from the smallest sourcewith an eventually larger
lateral diameter and divergence angle. The source-averagedGaussian lens PSF possesses a standard deviation of
σk,L = (0.395 ± 0.028) nm−1 and is shown infigure 7(c) on the same scale like Bragg peaks infigure 6. For a clear
comparison, the line profile of the source-averagedmagnetic lens PSF is shown togetherwith themean
diffraction peak profiles of all three source sizes infigure 7(d). Especially for the smallest 2.3 μmsource, the lens
PSFwidth represents 54%of the corresponding Bragg peakwidth. Consequentially,magnetic lens aberrations
have to be taken into account to reconstruct the source-limited transverse coherence length from the diffraction
pattern resolution.

We analysed the lateral signal spreading of the detector system according to [73, 74]. The detector PSFwas
estimated to be a 2DGaussian distribution and its widthwas determined by fitting circular 2DGaussians to
single-electron detector events. For this purpose, the electron beamwasmapped on the detector with removed
sample grid and inactivemagnetic lens. Images were recorded under same conditions as diffraction patterns in
figure 5. Statistically occurring detector events around the central beamhave been associatedwith single
electrons scattered from the anode pinhole. The signal could be clearly distinguished from general detector dark
counts when the electron emission by theUV laser pulses was interrupted.Wefinally evaluated nine separate
image sections around the central electron spot. Figure 8(a) presents one of the utilized sectionswith single-
electron events. A total of 419 events were individually fitted by a circular 2DGaussian distribution, resulting in
an averaged detector PSF standard deviation of σk,D = (0.556 ± 0.006) nm−1. The lower row infigure 8(a) (below

Figure 7.Aberration analysis and simulation results of themagnetic lens PSF. (a) FEMM-simulatedmagnetic flux density distribution
of themagnetic lens in false colours as well as selected particle trajectories of a focussed (solid lines) and unfocussed (dashed lines)
electron pulse under the influence of the electrostatic lens effect inside the anode (A), diffraction by the sample (S) and space charge
forces (see appendix B.2 for details). (b) Simulatedmagnetic lens PSF for the 28.0 μmsource size plotted on same scale like Bragg
peaks in figure 6, but with doubled image resolution. Individual PSFs for each of the three studied source sizes were fitted by circular
2DGaussian distributions, resulting in a 10% increase of the PSFwidth from the largest to smallest source. (c) 2DGaussianmagnetic
lens PSFwith source-averaged standard deviation following from averaging over thefitted PSFwidths of all three source sizes. (d)
Comparison between source-averagedmagnetic lens PSF (L-PSF) andmean fitted peak profiles (as shown infigure 6) illustrates that
the Bragg peaksmust be affected by lens aberrations.
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the dashed line) displays averages of thefitted PSFs for 10 different peak intensities, which agreewell with the
correspondingmeasured single events. The variation in the signal gain is well known formicro-channel plate
detectors and characterized by thewidth of the pulse height distribution [76]. Afirst comparison between the
detector PSF infigure 8(b) and themagnetic lens PSF infigure 7(c) (both plotted on same scale) already
demonstrates, that themajor impact on the Bragg peak broadening is attributed to the signal spreading in the
detector system. The line profiles infigure 8(c) provide a direct assessment of the detector PSF,magnetic lens
PSF andmean diffraction peakwidths. The detector PSFwidth represents 76%of the Bragg peakwidth in case of
the smallest source size in contrast to 54% for the lens PSF.Deconvolution reveals that aberrations of the
magnetic lens and the signal spreading in the detector causes a sevenfold broadening of the Bragg peaks for the
2.3 μmsource. Finally, we calculated for all three source sizes the source-limited transverse coherence lengths
ξs,2.3 = (10.0 ± 14.4)nm, ξs,9.5 = (1.6 ± 0.1)nmand ξs,28.0 = (0.85 ± 0.01) nm from equation (5). Although
instrumental imperfections have been taken into account, those outcomes are consistently smaller than values
obtained by the othermethods.We attribute the deviations to additional broadening effects likefluctuations in
themagnetic lens current, a lack of sample flatness, crystal strains and inhomogeneities [71, 72]. Thus, the full
information content of complex electron diffraction patterns could only be partially retrievedwith the
quantitative knowledge of detector andmagnetic lens PSFs [72].

Table 1 summarizes the four different approaches and their results to the transverse coherence length for all
three analysed electron source sizes. Therefore, our highly compact electron source design can provide 1500
electrons in a single pulse at the samplewith a transverse coherence up to 20 nmwhilemaintaining a small
bunch 1/e2-radius of less than 85 μm.This will open the opportunity to study biomolecular or solid samples with
large unit cells, whichwas so far only achievable in the single-electron regime using a planar cathode [53] or
sharpmetal tips [33–37] aswell as with ultracold electron sources [38–42].

However, a reduction of the source size to improve the lateral coherence inevitably comes alongwith a
temporal pulse broadening due to increasing space charge forces. Consequently, we further investigated the
electron pulse duration as a function of the number of electrons per pulse for all three different source sizes.

Figure 8.Detector resolution analysis and determination of the detector PSF. (a)One example of nine evaluated detector regionswith
single-electron events. The lower row (below dashed line) showsmean 2DGaussian fit results at ten different peak intensities for
comparisonwith the single events (see text for details). (b)Mean 2DGaussian detector PSF plotted on same scale like Bragg peaks in
figure 6. (c) Comparison between detector PSF (D-PSF), source-averagedmagnetic lens PSF (L-PSF) andmean fitted peak profiles.
The Bragg peaks are predominantly broadened by signal spreading in the detector system and themagnetic lens PSF has less impact.

Table 1.Comparison of different approaches and their corresponding results to the transverse coherence length for three altered electron
pulse source sizes.

Transverse coherence length (nm)

Source size (μm)

Via source expansion

(upper limit)

Via simulated

emittance

Via TEMgridmethod

(lower limit)

Via deconvoluted Bragg peak

width

2.3 ± 0.5 24.7 ± 14.8 19.2 ± 2.6 14.6 ± 6.2 10.0 ± 14.4

9.5 ± 1.3 4.5 ± 2.5 3.8 ± 0.6 2.9 ± 0.2 1.6 ± 0.1

28.0 ± 1.2 1.2 ± 0.6 1.45 ± 0.04 1.3 ± 0.1 0.85 ± 0.01
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3.2. Temporal electron pulse characterization
Different approaches are used formeasuring the temporal profile of ultrashort electron bunches in table-top
experiments [29, 48, 77, 78]. In ourUED setupwe have characterized electron pulse durations by grating
enhanced ponderomotive scattering according to [30, 31, 48, 79]. This cross-correlationmethod uses the
ponderomotive interaction of the electron buncheswith two counter-propagating laser pulses in a standing-
wave enhanced geometry (see figure 9(b)). Bymeasuring the ponderomotively scattered electron signal at
different delay times on the detector, the FWHMof the electron pulse duration τe can be reconstructed from
FWHM τs of the signal time trace (see figure 9(d)) by

τ τ τ τ= − − , (6)e s
2

f
2

l
2

with the laser pulse duration τl and the FWHMfocal transit time τf of the electron pulse through the joint laser
focus. For a comprehensive description of the grating enhanced ponderomotive scattering technique see [48].
We have experimentally realized the characterizationmethod as illustrated infigure 1(a) (dotted beam line) and
detailed infigures 9(a) and (b). The fundamental pumppulses were split to∼200 μJ per pulse and separately
focussed (f=+300 mm) to a spot size ofΩ= (39 ± 2) μm(FWHM)onto the electron bunches. The focal
intersectionwas placed as close as possible to the sample position (1.5 mm in front) to achieve ameaningful
estimation of the electron pulse duration in pump–probe experiments. A correct retrieval of the electron pulse
durationwas just acquirable by a background-free detection of scattering signal. For this purpose, electron
pulses leaving the anodewere centrally sliced by a 13 μmnarrow copper slit before the residual centre part was
scattered by the ponderomotive force of the standing-wave laser field (see figure 9(b)). Figure 9(c) shows
logarithmically scaled detector images of the sliced electron pulses at the optimal temporal laser-electron pulse
overlap at time zero (bottom) and in absence of the ponderomotive force (top). The background-free detection
provides tomeasure the scattering signal overmore than two orders ofmagnitude. To further extract the
electron pulse duration from image data at various time delays t, we used themethod from [31, 48] as follows:
The scattering signal S at delay time t is given by integrating the pixel intensities I(x, y, t) weighted by the scattered
distance x from the slice centre,

∫=S t x I x y t x y( ) ( , , )d d . (7)

Figure 9(d) exemplifies resulting signal time traces S(t) of electron pulses from the 9.5 μmsource at different
charge densities. The trace widths, which are correlatedwith electron pulse durations, already show a clear
broadening (indicated by the dashed lines) with the number of carriers per pulse as expected due to increasing

Figure 9.Temporal electron pulse characterization via grating enhanced ponderomotive scattering [48]. (a)Detailed scale drawing of
the characterization geometry (overview shown in figure 1(a)). Electron pulses (EP) leaving the anode pinhole (P) are partially
blocked by a copper slit (CS) in the sample holder (SH). The residual centrepiece is scattered by the ponderomotive force of counter-
propagating laser pulses (ω) 1.5 mm in front of the sample position. (b) Schematic illustration of characterization geometry. The
copper slit transmits in x-direction only a 13 μmflat bunch slice to allow a background-free detection of electrons scattered inside the
intensity grating, which has dimensions of 8 μm(frompulse duration) and 39 μm(from spot size) FWHMin x- and z-direction
respectively. (c) Logarithmically scaled rawdetector images of the sliced electron pulses in the x-y-plane, with (lower panel) and
without (upper panel) laser-electron pulse overlap. Important geometrical facts are represented by dashed lines for clarity. (d)
Gaussian fitted time traces from the 9.5 μmsource at various charge densities with vertical offset for clarity. The electron pulse
duration correlated trace width increaseswith the number of electrons as expected (dashed lines at FWHMare given as guides to the
eye).
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space charge forces. ByfittingGaussian functions to the time traces, we obtained in each case an electron pulse
duration τe from the FWHM τs of the trace fit bymeans of equation (6)with the focal transit time
τ  =   ± (346 21) fsf (FWHM) and laser pulse duration τl = (27 ± 3) fs. The transit time τf =Ω/vz is given by the
focal spot sizeΩ and themean electron longitudinal velocity vz = 112 nm fs–1. For instance, the evaluation of the
lowermost and topmost signal time trace infigure 9(d) resulted in FWHMelectron pulse durations of
(120 ± 62) fs and (410 ± 18) fs for 49 ± 79 and 5040 ± 102 electrons per pulse, respectively. Convolutedwith the
pumppulse duration of 12 fs (RMS) and the 22 fs (RMS) effect of the non-collinear sample excitation, these
values correspond to RMS temporal resolutions of (57 ± 28) fs and (176 ± 9) fs.

For a detailed quantification of the temporal pulse broadening with decreasing electron source size, we have
investigated the electron pulse duration for the three studied sources as a function of the number of particles per
pulse. Results of the ponderomotive scattering experiment in combinationwith simulated electron pulse
durations are presented infigure 10. Calculated (transparent point clouds) andmeasured (circles) data are in
remarkable good agreement. The simulated pulse durationswere computed by the particle tracking algorithm
used in section 3.1. The good agreement with themeasured results was only achievable by a rigorous
implementation of all experimental parameter including the copper slit as well.Mainly two effects can lead to
deviations between themeasured pulse duration of the sliced electron pulses 1.5 mm in front of the sample
position and the actual pulse duration of the unsliced electron pulses used forUED experiments. First, space
charge effects can broaden the temporal pulse profile under further propagation to the sample and themeasured
electron pulse durationwould be underestimated. However, the temporal characterizationwas only performed
at the central part of the nearly Gaussian electron pulse profile which ismore affected by space charge
broadening than the electron pulse edges. This fact causes an overestimation of the pulse duration. In
consideration of both opposite aspects, our simulations could finally reveal that the slicing effect ismore
significant and the unsliced pulse duration at the sample can be up to 6% shorter in comparison to themeasured
pulse duration. It should be noted, that no free parameters were used in all simulations of electron pulse
durations (see appendix B for details).

The results of the temporal pulse characterization infigure 10 show that for all source sizes aminimal
electron pulse duration of∼120 fs can be reachedwith less than 50 electrons per pulse close to the single-electron
regime. This value is supported by theoretical considerations from [25, 51], providing aminimal pulse duration
of τe,min = (120 ± 38) fs for our instrumental parameters.

Figure 10.Measured and simulated electron pulse durations at 1.5 mm in front of the sample position as a function of the number of
electrons per pulse for each of the three studied source sizes (1/e2-radii: 2.3 μmred, 9.5 μmgreen and 28.0 μmblue). Simulated
(transparent point clouds) andmeasured (circles) data show a remarkable good agreement at all source sizes. The theoreticalminimal
pulse duration of τe, min = (120± 38) fs is indicated by the solid line (error ranges by dashed lines).
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Above∼50 electrons per pulse in the presence of space charge effects, the strength of the temporal pulse
broadening strongly depends on the source size. Electron pulses with (2814 ± 14) carriers (more than sufficient
to study reversible dynamics) still remain ultrashort with a FWHMpulse duration of (175 ± 44) fs in case of the
largest 28.0 μmsource, whereas they are strongly broadened to (705 ± 17) fs for the smallest 2.3 μmsourcewith
(2656 ± 338) electrons per pulse. The fourfold growth in pulse duration is put into perspective by taking into
account that the initial charge density increases bymore than two orders ofmagnitude. Furthermore, the
drastically enhanced transverse coherence of electron pulses from the smallest source implicates increasing
diffraction peak intensities (seefigure 5 and section 3.3 for details) and allows a reduction of the number of
electrons per pulse. For instance, diffraction patternswith excellent signal-to-noise ratio as presented in
figure 13(b) are achievable within aminute exposure time using either (839 ± 124) electrons per pulse from the
2.3 μmsource or (1500 ± 85) electrons from9.5 μmsource. Thus, FWHMpulse durations of (337 ± 17) fs or
(230 ± 32) fs in combinationwith transverse coherence lengths up to 20 or 4 nm, respectively become applicable
for high-precisionUED experiments. Our comprehensive spatio-temporal resolution studies consequently
reveal that the compactness of our electron source design provides at balanced conditions a temporal resolution
of less than 200 fs alongwith high-definition electron diffraction.

3.3. Coherence-dependent diffraction peak intensity and instrumental brightness
As already indicated, the transverse coherence length of electron pulses not only defines the Bragg peakwidth in
diffraction patterns (see section 3.1 for details), it consequentially affects the Bragg peak intensity at a steady
electronflux through the sample.More precisely, the peak intensity of a Bragg spot increases quadratically with
its underlying transverse coherence [52, 71]. To investigate this correlation, we analysed the diffraction peak
intensity in dependence of the transverse coherence length for each of the three studied source sizes.

For this purpose, raw pattern images had to be normalized after background subtraction to obtain the
quantitative diffraction data shown infigure 5. As each individual diffracted electron in a bunch only interferes
with itself [5, 51, 71] and its scattering probability ismainly determined by sample intrinsic parameters [25, 71],
wefirst normalized each background-free pattern Ibf (kx, ky) by its overall elastic scattered intensity

∬
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to eliminate disturbing influences due to laser and electron source fluctuations during the recording process.
Afterwards, each standardized diffraction pattern In (kx, ky) was normalized by its particular incident electron
flux at the sample as follows:We determined the source-size dependent flux by analysing the sample
shadowgraphs presented in thefirst image row offigure 4. For each image, pixel values below 50%of the
maximum transmitted intensity were set to zero and the remaining entire intensity was integrated. The 50%
threshold facilitates for all three images a strict distinction between directly transmitted and scattered electrons
(not visible infigure 4) bymeans of sharp boundary conditions (indicated by dashed lines infigure 4). The
outcomeswere normalized relative to the largest 28.0 μmsource, resulting in a relative electronflux of 61% and
82% for the 2.3 μmand 9.5 μmsource, respectively. The standardized diffraction pattern In (kx,ky) werefinally
divided by the relative electronflux values to obtain a consistent intensity scale for the diffraction data of all three
studied source sizes presented infigure 5.

To reveal a potential quadratic dependence of the Bragg spot peak intensity on the transverse coherence
length, we fitted the 110 and similar five permutation symmetric {110} Bragg spots (equal distances to the
centre) in all three quantitative diffraction patterns by 2DGaussian distributions (see section 3.1 and figure 6 for
fit details). Averaging over the sixfits from each of the three patterns provided theGaussian peak profiles
presented infigure 11(a). The direct comparison clearly shows a rise of the peak intensity with increasing
transverse coherence. The 2.3 μmand 9.5 μmsource achieves a 3.9 or 2.2 times higher peak intensity relative to
the 28.0 μmsource.However, a quadratic intensity dependence should result in a relative peak intensity
enhancement by a factor of 138.4 or 3.5 assuming the deconvoluted transverse coherence lengths of 10.0 nm and
1.6 nm, respectively (see table 1). In order to check, we deconvoluted the 2DGaussian distribution
corresponding to the peak profiles infigure 11(a)with themagnetic lens PSF and the detector PSF (compare
section 3.1). The 2Ddeconvolutionwas performed under conservation of the total peak volume. Figure 11(b)
illustrates resultant profiles of the source-limited Bragg peaks on a single logarithmic scale. Their intensity and
width drastically change for higher coherent electron pulses in absence of instrumental imperfections. The
deconvoluted peak intensities of the 2.3 μmand 9.5 μmsource are 144.6 and 3.7 times higher with respect to the
28.0 μmsource and in good agreement with the expected ones (see above).

Furthermore, we analysed the peak intensity ratio in case of a prospectiveminimization ofmagnetic lens
aberrations and signal broadening effects in the detector system. For this purpose, the source-limited Bragg
peakswere reconvoluted by amagnetic lens PSF as well as a detector PSF, which both have half thewidths of the
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obtained PSFs in section 3.1. The 2D reconvolutionwas again calculated under conservation of the total peak
volume. Figure 11(c) presents the resultant Bragg peak profiles. This quite feasible improvement in both
instrumental components would give rise to a 12.1 and 3.1 times higher peak intensity for the 2.3 μmand 9.5 μm
source relative to the 28.0 μmsource. The peak intensity for the smallest electron sourcewould be nearly four
times enhanced and the spatial resolution considerably improved in contrast to our current experimental
conditions.

So far our comprehensive resolution studies have shown that all spatial and temporal electron pulse
parameters can be reliably retrieved by theoretical considerations and numerical simulations.With respect to an
optimized performance of time-resolved diffraction experiments, wefinally introduce the transverse beam
brightness, which is themost often usedfigure ofmerit for the electron pulse quality in applications where the
longitudinal energy spread is ofminor importance [66]. To account for the above-mentioned decrease of Bragg
peak intensities due to instrumental imperfections, themagnetic lens and detector PSFs are included in the
brightness definition. Accordingly, we have calculated the instrumental transverse normalized peak brightness
BI in our cylindrically symmetric setup as follows:
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where ξI is the instrumental transverse coherence length affected by instrumental imperfections,ws is the lateral
electron pulse 1/e2-radius at the sample, τe is the FWHMelectron pulse duration,N is the number of electrons
per pulse at the sample, ħ is the reduced Planck constant, e is the elementary charge,m0 is the electron restmass
and c the speed of light (see appendix B.3 for derivation details). The instrumental transverse brightnessBI
represents afigure ofmerit for the acquirable diffraction signal yield in space at a given resolution in time.We
therefore simulated the instrumental brightness as a function of the electron source size and number of emitted
electrons per pulse to obtain an ideal electron pulse setting forUED experiments. First, electron pulse durations
τe and source-limited transverse coherence lengths ξs were simulated bymeans of our particle tracking
algorithm.Corresponding outcomes are summarized infigure 12. The pulse duration changes as expected and
already discussed in section 3.2. The results of the lateral coherent properties reveal that a source-limited
transverse coherence length ξs above 10 nm is achievable in our setupwith an electron source radius of less than
5 μm. Furthermore, we convoluted coherence values ξs with themagnetic lens and detector PSFs from
section 3.1. Separate calculations of individualmagnetic lens PSFs for each of the simulated electron pulse
settingswere not included. Finally, the instrumental brightnessesBI were determined by equation (9). The right-
hand graph infigure 12 shows the simulated result. It clearly demonstrates for ourUED setup that smaller
sources with radii below 5 μm indeed reach highest transverse coherences; the instrumental brightness however
is less in comparison to larger sources. Reasons for this are enlarged pulse radii, longer pulse durations and less
electrons per pulse at the sample that are all caused by intensified space charge forces. The higher transverse
coherence of a smaller sourcewould only shift the brightness distribution downwardswith a significant
improvement of both themagnetic lens and detector resolution asmentioned above.

However, the instrumental brightness graph infigure 12 demonstrates that the highest signal yield in
combinationwith a short pulse duration aswell as enhanced transverse coherence is achieved in case of the
9.5 μmsource size and 1500 emitted electrons per pulse (indicated by a green filledwhite circle in the graph).

Figure 11. Influence of the transverse coherence length on the diffraction peak intensity by comparing the three studied source sizes
(1/e2-radii: 2.3 μmred, 9.5 μmgreen and 28.0 μmblue). (a) Intensity ratio of Bragg peak profiles, whichwere determined by averaging
2DGaussian fits from symmetric equivalent {110} diffraction spots in each pattern of figure 5. (b)Deconvoluted Bragg peak profiles
(single logarithmic scaled) taking into account themagnetic lens and detector PSFs determined in section 3.1. The peak intensities of
higher coherent electron pulses drastically change in absence of instrumental imperfections. (c) Reconvoluted Bragg peak profiles in
the case of a twofold reduction of themagnetic lens aswell as the detector PSFwidth. The quite feasible improvement in both
instrumental components gives rise to nearly four times enhanced peak intensity for the smallest electron source.
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3.4. Performance-optimized time-resolved experiment onmultilayer graphene
The performance of our highly compact ultrafast electron diffractometer is lastly exemplified in a time-resolved
diffraction experiment with optimized electron pulse parameters.We have observed the in-plane lattice heating
inmultilayer graphene after fs laser excitation and analysed the results bymeans of theDebye–Waller theory
according to [16].

Themultilayer graphene sample shown infigure 2was excited optically at the fundamental wavelength of the
amplifier systemwith amean incident fluence of (6.2 ± 0.4) mJ cm−2 at a pulse duration of (27 ± 3) fs (FWHM)
(see section 2.1 for experimental details). Lattice dynamics were probed by electron pulses from the 9.5 μm
sourcewith 1500 ± 50 electrons per pulse at the sample andmeasured pulse durations of (230 ± 32) fs (FWHM).
High-definition diffraction patterns were recorded at 271 time delay values with variable temporal increments
from−30 ps before to 200 ps after laser excitation. Each delay stepwas approached a hundred times to average
out short-term laser and instrumental fluctuations. For each approach, the diffraction patterns of 660 laser shots
were added up. Consequently, a total exposure time of 66 s or∼108 electronswere accumulated for each delay
value, resulting in an overallmeasurement time of 12.5 h for time-resolved data at highest quality. Figure 13(b)
exemplifies a resultant diffraction pattern at negative time delay.

For evaluation of the transient diffraction data, a total number of 101 Bragg peaks up to a lattice vector of ∣ ∣G
= 18.4 Å−1 were first indexed as shown infigure 13(b). Some diffraction spots were not considered due to
perturbing stray light from the pump laser. Afterwards, each selected Bragg peakwas individually fittedwithin a
rectangular image section (indicated by squares infigure 13(b)) by a 2DGaussian distribution (see section 3.1
andfigure 6 forfit details). Thefitting procedure enables the time-resolved analysis of the peak intensity and
moreover a sub-pixel determination of the peakwidth and position. To give an impression of the instrumental
performance, wewill only focus on intensity changes in the following.

The evolution of peak intensities after laser excitation is exemplarily illustrated infigure 13(a) by six selected
Bragg peaks in [210] direction of the direct lattice. The dynamics clearly show a fast and a slow decay component
andwere thusfitted by bi-exponential decay functions (indicated by solid lines) according to [16]. A complete
evaluation of the transient diffraction data resulted inmean time constants of (444 ± 16) fs and (11.8 ± 0.2) ps
for the fast and slow decay, respectively. The small error limits point out the high data quality and large number
of analysable Bragg peaks. The underlying physical processes in graphite and graphene have beenwidely
investigated and are still under debate [14–19, 80–85].However, a detailed discussion of phonon decay
mechanisms goes beyond the scope of this paper andwill be presented elsewhere.

The inset infigure 13(a) exemplifies the excellent setup performance on basis of the residual fromfitted 110
Bragg peak intensity dynamics (not shown in themain graph). Assuming that the peak intensity decay is
perfectly described by the bi-exponential fit function, the residual represents an upper limit of the diffraction
signal noise. A statistical analysis of the residual (indicated by the histogramon the right) resulted in an overall
signal noise below±0.23% (standard deviation). Taking amean intensity drop of 6.54% for the 110 peak into

Figure 12. Fundamental electron pulse parameters simulated as a function of electron source size and number of emitted carriers per
pulse.White circles in each graph indicate for the three studied source sizes (1/e2-radii: 2.3 μmredfilled, 9.5 μmgreen filled and
28.0 μmbluefilled) the electron pulse conditions discussed in section 3.1. The left graph presents the charge density dependent
FWHMelectron pulse duration at the sample. Labelledwhite dashed lines highlight selected contours of isotemporal resolution. The
central graph shows the source-limited transverse coherence length alongwith labelled contour lines of selected constant electron
pulse radii at the sample. It reveals that a transverse coherence above 10 nm is achievable with a source size of less than 5 μmradius.
The right graph demonstrates the instrumental transverse normalized peak brightness given by equation (9).
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account, a signal-to-noise ratio above 28 can thus be reached in time-resolved diffraction experiments. It should
be additionally noted that the 3 nm thin graphene sample only provides aweak diffraction signal and the
estimated signal-to-noise ratio therefore demonstrates a lower limit of the instrumental performance.

Finally, we evaluated the asymptotic intensity decrease of all indexed Bragg peaks infigure 13(b) to give an
impression of the analysable amount of diffraction data and its quality. A recentUED study on a 1–3 nm thin
graphite film [16] concluded that the thermal equilibrium is reached around 150 ps after laser excitation, which
is in compliancewith our results at comparable pumpfluences. In addition, thefinal lattice temperature rise
could bewell reconstructed fromboth the intensity reduction of Bragg peaks combinedwith theDebye–Waller
theory as well as from calculations including the absorbed laserfluence and temperature-dependent heat
capacity of graphite. In the following, we determined thefinal lattice temperature of our sample first due to the
Debye–Waller theory and secondly from the absorbed pumpfluence according to [16].

The intensity of a Bragg peak I(G,T) is reduced for a given reciprocal lattice vectorG and temperatureT by
theDebye–Waller factor, usually defined as exp[−2W(G,T)]. The equilibrium lattice temperatureTeq =T0 +ΔT

Figure 13.Performance-optimized time-resolved diffraction experiment on themultilayer graphene sample shown infigure 2. The
in-plane lattice heating after fs laser excitationwas observed by theDebye–Waller effect. (a) Transient normalized intensity change of
the six specified Bragg peaks after excitationwith (6.2 ± 0.4) mJ cm−2 incident fluence at a central wavelength of 795 nm. The
dynamics show a fast and a slow decay component according to [16, 80].Measured datawerefitted by a bi-exponential decay function
(indicated by solid lines). The inset exemplifies the setup performance on the basis of the residual from thefitted 110Bragg peak
dynamics (not shown in themain graph). An overall signal noise below±0.23% is reached. (b) Full diffraction pattern (logarithmic
scaled) from a single time step at a negative delay. A total number of 101 Bragg peaks up to a lattice vector of |G|= 18.4 Å−1 were
indexed and individually fitted by a 2DGaussian distribution for further analyses. Some diffraction spots were not considered due to
perturbing stray light from the pump laser. (c) Evaluation of the final intensity drop of all Bragg peaks bymeans of theDebye–Waller
theory (see text for details). (d) Pump laser profilemeasured at the sample position by aCCDbeamprofiler. The fluence distribution
is adequate uniformover the sample areawith amaximumdeviation of less than 20%.
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can thus be calculated from the asymptotic Bragg peak intensity Iasy(G,Teq) by ln[Iasy(G,Teq)/I0(G,T0)] =−2 [W
(G,Teq)−W(G,T0)] with the initial Bragg peak intensity I0(G,T0) at room temperatureT0 = (296 ± 3) K.
Assuming that themeasured Bragg peaks infigure 13(b)withMiller indices hk0mostly represent in-plane lattice
dynamics and the corresponding in-planeDebye temperature θD is considerably higher than the final
temperature riseΔT,W(G,T) is given by

∫θ θ
ε ε= = ℏ +
−
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εG G GW T u
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2 is the temperature-dependent in-plane atomicmean square displacement,mC is

themass of a carbon atom, kb is the Boltzmann constant and ħ is the reduced Planck constant [16, 86, 87].
Therefore, we plotted the relative intensity decrease -ln[Iasy(G,Teq)/I0(G,T0)] for all indexed Bragg peaks against
the square of the absolute value of the reciprocal lattice vector G 2 andfitted the data set by a linear regression
withweighting due to the errors of Iasy(G,Teq). Figure 13(c) illustrates the corresponding results. The slope of the
linear regressionwas further used as a constraint to solve equation (10) by additionally taking into account a
temperature dependence of the in-planeDebye temperaturewith θD(T0) = 1330 K [87] and θD(Teq) = 1627 K
[87, 88]. The theoretical temperature behaviour of theDebye temperaturewas adapted from [88] and scaled
onto the experimental value at room temperature [87]. Thus, we finally obtained a laser-induced heating of the
multilayer graphene sample to an equilibrium temperature ofTeq = (1234 ± 19) K. This precise temperature
determinationwithin the applied theoretical approximations could be achievedmainly by the large number of
recorded Bragg peaks in combinationwith relatively low asymptotic intensity errors.

As alreadymentioned above, we additionally calculated the final lattice temperatureTeq bymeans of the
absorbed pumpfluence and graphite heat capacity according to [16]. The incident fluencewasfirst determined
bymeasuring the pump laser profile at an equivalent sample position outside of the vacuumchamberwith a
CCDbeamprofiler. Figure 13(d) illustrates the obtained fluence distribution, which is adequately uniformover
the sample area with amaximum fluence deviation of less than 20%.Averaging over the entire sample area
resulted in amean incident pumpfluence of F= (6.2 ± 0.4) mJ cm−2. Fresnel’s equationswere further used to
calculate an absorption ofA= (0.135 ± 0.010) for the 3 nmmultilayer graphene sample at 795 nmby taking into
account its specific optical conductance [89] and the angle of incident onto the sample. Thus, an equilibrium
lattice temperature ofTeq = (1135 ± 103) K could befinally determined from the incident pumpfluence F by
solving

∫=F
d

A
C T T( )d , (11)

T

T

p
0

eq

with the temperature-dependent specific heat capacity per volumeCp(T) of graphite taken from [90], the sample
absorptionA and corresponding thickness d.

Both results for the equilibrium lattice temperature,Teq = (1234 ± 19) K from theDebye–Waller analysis of
Bragg peak intensities andTeq = (1135 ± 103) K from the absorbed pump laser fluence, agree within their error
limits. In this connection, the quality of the time-resolved diffraction data is reflected in the considerable lower
error of the resultant lattice temperature.

The presented time-resolved diffraction data onmultilayer graphene could thus demonstrate that the
studied excellent spatio-temporal resolution of our compact ultrafast electron diffractometer is unrestrictedly
applicable for challenging futureUEDexperiments.

4. Summary and conclusions

In this paper, we extensively investigated the interplay between spatial and temporal aspects of resolution limits
inUED experiments on the basis of a newly designed, highly compact ultrafast electron diffractometer. The
focuswas directed to the robust generation of uncompressedmulti-electron pulses with excellent spatio-
temporal properties in the lower space charge regime as well as a successful application of these pulses to time-
resolved experiments. In order to accomplish this, we have shown that the propagation distance of electron
bunches from the source to the sample can be reduced threefoldly in comparison to so farmost compact source
designs by installing themagnetic lens behind the sample. Additionally, a static acceleration field strength above
10MVm−1 could be achievedwith a pressed in, glue-free implementation of the photocathode substrate. These
improvements diminish the longitudinal and lateral electron pulse broadening and allowed a reduction of the
electron source size to extend the transverse coherencewhilemaintaining an ultrashort pulse duration.
Accordingly, we investigated the dependence of the electron source size and charge density on the transverse
coherence length, electron pulse duration, diffraction signal intensity and instrumental brightness for reaching
an optimized instrumental performance.
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Three different electron source sizes were studiedwith a variation of the source area overmore than two
orders ofmagnitude. The transverse coherence length of the electron pulses was determined by three
experimental approaches and a self-developed particle tracking program.Moreover, we directly extracted the
transverse coherence length from thefittedwidths ofmeasured diffraction peaks. The smallest studied source
sizes achieved the best coherence values up to 20 nm. By takingmagnetic lens aberrations and a dectector signal
spreading into account, we revealed an up to sevenfold enlargement of Bragg peaks due to instrumental
imperfections. However, a deconvolution via instrumental PSFsfinally confirms the expected dependence of the
Bragg peak intensity on the coherence. Our highly compact UED setup can therefore providemulti-electron
pulses at the sample with amaximum transverse coherence length of about 20 nmwhilemaintaining a bunch

−e1/ radius2 of less than 85 μm.
Due to the fact that the coherence-improving source reduction inevitably increases space charge effects, we

investigated the temporal pulse broadening as a function of the number of electrons per pulse for the three
studied source sizes. Close to the single-electron regime, experimental as well as simulated outcomes have
shown aminimal FWHMpulse duration of 120 fs for all source sizes resulting in overall temporal resolution of
60 fs (RMS). For 3000 electrons per bunch an outstanding RMS temporal resolution of 78 fs is reached using the
largest investigated source radius at the cost of a low transverse coherence. Increasing the coherence to the
highest valuemoderately reduces the RMS temporal resolution to 147 fs for∼1000 electrons per bunch.

On the basis of the spatio-temporal resolution studies, we further analysed influences on the diffraction
signal intensity and electron pulse brightness. The expected quadratic dependence of the Bragg spot peak
intensity with the transverse coherence lengthwas only confirmed in absence of instrumental imperfections.
Therefore, we extended the standard brightness definition tofind optimal electron pulse settings for highest
signal yields in space and time at a certain temporal resolution.

Finally, the full performance of ourUED setupwas demonstrated in a time-resolved experiment with
optimized electron pulse parameters.We observed the in-plane lattice heating inmultilayer graphene after
ultrashort laser excitation and analysed the results bymeans of theDebye–Waller theory according to [16]. The
high quality of the diffraction pattern thereby allowed the evaluation of 101 Bragg peaks at each pump–probe
delay up to a reciprocal lattice vector of 18.4 Å−1. The statistical analysis of a selected Bragg peak intensity decay
additionally demonstrated the high signal-to-noise ratio in the transient data. Thus, we conclude that the
excellent spatio-temporal capability of the presented electron diffractometer is certainly applicable formany
prospectiveUED experiments andwe expect a high impact of this design on thefield of ultrafast structural
dynamics.

As an outlook this setup can be combinedwith ultrafast laser control techniques (see for example [91] and
references therein) to study light–matter interactionwith shaped laser pulses in order to guidematerial response
towards user-designed directions.
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AppendixA. Transverse coherence definition

The transverse coherence length of an electron beam is ameasure of themaximum resolvable distance in a
sample over which thewave function describing the electrons is considered to be in phase. For an electron pulse
withGaussian phase space distribution, the transverse coherence length ξx along the lateral space coordinate x is
often related to the standard deviations of the uncorrelated half-angle divergence σθ,x or local uncorrelated
transversemomentum spread σp,xby

ξ λ
πσ σ

≡ = ℏ
θ2

, (A.1)x
,x p,x

where ħ is the reduced Planck constant and σ σ=θ p/,x p,x z in the paraxial approximationwith themean
longitudinalmomentum pz of the electrons. The transverse coherence length ξy along the lateral space
coordinate y is given analogously. This definition is widely accepted in the field ofUED [3, 5, 25, 40, 41, 54, 65].

From equation (A.1) directly follows an expression of the transverse coherence length ξx in terms of the local
uncorrelated transverse wave vector spread σk,x by
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ξ
σ σ

= ℏ = 1
, (A.2)x

p,x k,x

where σ σ= ℏ .p,x k,x Here, the absolute value of the electronwave vector is defined by π λ=k 2 / ,with the de
Broglie wavelength λ. In case of an idealized diffraction experiment, without instrumental limitations and
sample imperfections, the standard deviation of theGaussian Bragg peaks in reciprocal spacewould be equal to
the uncorrelated transverse wave vector spread σk,x in equation (A.2) [25, 74, 92].

In state of the artUED experiments the transverse coherence length at the sample is typically orders of
magnitude smaller than the lateral electron pulse diameter [4, 5] and the global correlated half-angle divergence
is about a fewmrad (⩽4 mrad in our setup). Under this conditions the transverse coherence length ξx is only
marginally reduced by the correlated angle divergence and can bewell approximated analogously to
equation (A.1) bymeans of the transverse emittance εn,x as follows: In regions of a setupwhere the electron
pulses are focused or collimated, the correlated angle divergence vanishes and the normalized RMS emittance
εn,x of equation (2) can be reduced to

ε
σ σ σ

= =
m c

w

m c2
, (A.3)n,x

x p,x

0

x p,x

0

with the standard deviation σx of the spatial electron pulse profile along the lateral coordinate x, the equivalent
pulse 1/e2-radius σ=w 2 ,x x the uncorrelated transversemomentum spread σ ,p,x the electron restmassm0 and
the speed of light c [5, 41, 65]. The emittance εn,y for the lateral coordinate y is given analogously. Hence, the
combination of equations (A.1) and (A.3) results in the approximation of the transverse coherence length ξx
through the normalized emittance εn,x [5, 41, 65],

ξ
ε

≈ ℏ
m c

w

2
. (A.4)x

0

x

n,x

This approximation has been used in our particle tracking algorithm instead of equation (A.2) due to a
higher numerical robustness and insignificant deviations in the studied parameter regime.

Appendix B. Particle tracking simulation

Aparticle tracking programwas self-developed to get direct access to all tuneable electron pulse parameters and
their effects on the spatio-temporal resolution of ourUED setup. 3D charged particle trajectories were calculated
under the combined influence of instrumental electromagnetic fields and space charge forces by grouping
electrons inside a pulse to so-calledmacroparticles [93]. A single pulse has been typically simulated bymeans of
1000macroparticles regardless of the number of electrons per pulse to allow significant statistical analyses and to
give a feasible estimation of the space charge effects for pulses with less than 5000 electrons. Accordingly, each
macroparticle has to carry a defined fraction of charge (at a constantmass-to-charge ratio) so that the entire
electron pulse charge is fully represented. Themacroparticles relativistic equations ofmotion have been solved
by the velocity-Störmer–Verletmethod, a standard symplectic integrator inmolecular dynamics simulations
[94]. The trajectories of themacroparticles after the emission process (see section B.1) have been typically
simulated in pre-optimized time steps of 100 fs. The electric field of the acceleration region including the
inhomogeneous field distribution around the anode pinhole (see figure 3 and section 3.1)was implemented by
means of an analytically approximation given in [95]. The involvedmagnetic field distribution of the solenoid
(see figure 7 and section 3.1) was determined from engineering data by the freely available FEMMfinite element
program [75]. Space charge forces between the 1000macroparticles have been calculated relativistically by a 3D
point-to-pointmodel [93]. Only Lorentz contractionwas not consideredwithin the space chargemodel [93],
which results for our experimental conditions in amore than fourfold simulation speed-up at less than 0.4%
deviations from a full implementation of relativistic effects. The accuracy of the particle tracking programwas
additionally validatedwithGaussian electron test pulses against the analytical Gaussianmodel developed by
Michalik et al [92, 96].

B.1. Initial phase space distribution
Apart from space charge effects, the initial electron pulse phase space distribution directly after photoemission
constitutes all important spatio-temporal pulse properties at the sample. Thus, an accurate imitation of the
initial phase space distribution is essential to achieve a successful reproduction of experimental pulse parameters
bymeans of the particle tracking simulation. The starting point is the randomassignment of initial 3Dpositions
andmomenta to themacroparticles from the predefined phase space distribution. Thereby, the transverse
spatial electron distribution has been assumed to have aGaussian shapewhose 1/e2-radius is given by theUV
laser spot size on the photocathode (see section 3). The longitudinal spatial distribution and therefore the

19

New J. Phys. 17 (2015) 043050 CGerbig et al



temporal shape of the electron pulse has been represented by aGaussian profile as well. The emission of each
macroparticle within theUV laser pulse duration (30 fs (FWHM)) has been simulatedwith a temporal
resolution of 120 as. In this process, electromagnetic fields and space charge effects are already taken into
account. The initial velocity distribution has been calculated via the three stepmodel of photoemission in
accordancewith [61, 64]. The shape of the velocity distribution is thereby defined due to the following intrinsic
instrumental parameters: UVpulse central photon energy ħω= (4.64 ± 0.03) eV, gold cathodeworkfunction
ϕ0 = (4.26 ± 0.2) eV from [51, 64] and electric accelerationfield strength Eacc =U/d= (11.4 ± 0.7) MVm−1 with
U= 40 kV (10−4 relative stability) and d= (3.5 ± 0.2) mm. Furthermore, these instrumental parameters allow an
analytical approximation of the intrinsic normalized emittance εn,i from the following expression [61–63]

ε
ω ϕ

=
ℏ −w

m c2 3
, (B.1)n,i

i eff

0
2

with the electron source 1/e2-radiuswi, the laser photon energy ħω, the effective work functionϕeff, the electron

restmassm0 and the speed of light c. Here, the effective work function ϕ ϕ πε= − e E 4eff 0
3

acc 0 is the cathode
work functionϕ0 lowered by the Schottky effect [61, 62], where e is the elementary charge, Eacc is the electric
acceleration field strength and ε0 is the vacuumpermittivity. Thus, the combination of equation (B.1)with
equation (A.4) results in an initial transverse coherence length of ξi = (0.67 ± 0.16) nm for our setup, which
provides the basis for further transverse coherence analyses in section 3.1.

B.2. Simulating the PSF of themagnetic lens
In section 3.1,magnetic lens PSFs are used to quantify the source-limited transverse coherence lengths in
dependence of the electron pulse source size. The determination procedure of themagnetic lens PSFs for all
three studied source sizes is described in the following.

For each of thefinite source sizes, the experimental conditions werefirst reconstructed by tracing the overall
propagation ofmacroparticle bunches (always representing 1500 electrons per pulse) from their point of
generation at the cathode to the detector plane, including the diffraction process in 2̄10 direction of the
graphene sample (see figure 7). In these simulations, theminimal spot size of the resulting 2̄10 Bragg peak on the
detector could bewell retrieved by optimizing a scale factor for the globalmagnetic field strength. It should be
noted that for all source sizes the optimal scale factors differed less than 10% from the parameter-free finite
element results of the FEMMprogram (see alsofigure 7). The actual determination of the PSFswas based on the
reconstruction of the experimental fields.

Influenced by lens aberrations and space charge effects, amagnetic lens PSF simply represents the focussed
intensity distribution of an electron point source on the detector. However, particularly within the space charge
regime, an ideal point source is not realizable. Therefore, we determined themagnetic lens PSFs bymimicking
point sources in the followingway: Electron pulses from a finite source area were propagated until 1 mmbehind
the anode at z= 4.5 mm,where the electric accelerationfield andmagnetic lens fields are both negligible (see
figures 3 and 7). At this point the projection of the lateral phase space distribution (shown infigure B.1 for the
lateral coordinate x) clearly demonstrates the influence of the source size on the uncorrelated transverse velocity
spread σv,x (standard deviation of the velocity distribution along a given position x). This velocity spread σv,x is
directly related to the uncorrelated transversemomentum spread σp,x =m0 γ σv,x via the electron restmassm0

and the Lorentz factor γ. Themomentum spread σp,x further defines the transverse coherence length of the
electron pulse (see appendix A for details). Tofinally achieve amacroparticle ensemblewith point source
properties, we altered the phase space distributions at z= 4.5 mmas follows: The projected distributionswere
linearlyfitted independently in x- and y-direction and then the transverse velocity components of each
macroparticle were set to the values of the linearfit functions at its position (see figure B.1 for details). This
modification creates a laterally fully coherent electron pulsewith a perfect linear position-momentum
correlation like bunches from an electron point source. In addition, themethod preserves the specific transverse
diameter and divergence angle of the electron pulses from each of the three studied source sizes. The further
propagation of the fully coherent electron pulses to the detector plane at z= 188mmwas simulated similarly to
thefinite source case above under the influence of diffraction and the predetermined optimalmagnetic field
strength. Thefinal intensity distributions of themagnetic lens PSFswere achieved by integrating over 1000 single
simulations cycles, while eachmacroparticle ensemble represented 1500 electrons per pulse.
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B.3. Instrumental brightness definition
According to [66, 97], the transverse normalized peak brightnessBn is defined by

π ε ε
≡B

I

4
, (B.2)n

0

2
n,x n,y

with the peak current I0 and the transverse normalized emittance εn in x- and y-direction given by equation (2).
Due to the cylindrical symmetry of our apparatus we have εn,x = εn,y = εn. The factor 4π

2 originates from the
assumption of a transverse 4DGaussian shaped phase space distribution. Assuming aGaussian profile for the
longitudinal pulse distribution aswell, the peak current I0 is given by

π σ
≡

τ
I

Ne

2
, (B.3)0

whereN is the number of electrons per pulse, σt is the electron pulse duration (standard deviation) and e is the
elementary charge. From equation (A.4) follows an approximation of the normalized emittance εn by the use of
the source-limited transverse coherence length ξs and 1/e

2-radius of electron pulsews at the sample. Taking into
account that the source-limited coherence ξs is normally reduced by instrumental imperfections to the
instrumental coherence ξI (see sections 3.1 and 3.3 for details), the instrumental transverse normalized peak
brightnessBI isfinally given from the combination of the above equations (B.2), (B.3) and (A.4)
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where the standard deviation σt of the electron pulse duration is additionally replaced by the FWHMduration
τ σ= τ8 ln 2e .
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