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Abstract

We introduce a new family of simulation relations between two non-deterministic Büchi automata (NBA) called buffered simulation. We extend the game framework of the standard fair simulation such that Duplicator can skip her turn and store the letter that is read by Spoiler temporarily to a buffer. Duplicator then can execute the letters in the buffer in some later round. In this way, she has a preview of Spoiler’s move and has more chances to mimic Spoiler’s run correctly than in the standard fair simulation game. We generalise such a simulation to the case where multiple buffers are involved. In such a case, a rule that tells us to which buffers a letter should be stored is given. Once Spoiler reads a letter, Duplicator stores it to all the associated buffers, and when she wants to execute the letter, she has to pop it from all the associated buffers.

We study the decidability and complexity of buffered simulation with one or multiple buffers. We show that buffered simulation is undecidable if some of the buffers are unbounded. It is even already highly undecidable in the case of two buffers where one is unbounded and the other one is of capacity 0. In the case where all buffers are bounded, buffered simulation is decidable in polynomial time. In the case of a single, but unbounded buffer, buffered simulation is PSPACE-complete for a variant that requires Duplicator to pop all the letters from the buffer each time she decides to move. It is, however, EXPTIME-complete for the general case.

We further show that buffered simulation with one buffer can be used to incrementally approximate language inclusion between two NBA. In the case of multiple buffers, it can be used to approximate a more general problem, namely the trace closure inclusion problem, which is known to be highly undecidable. We give a theoretical justification of buffered simulation by giving a characterisation using the notion of continuity. Buffered simulation with unbounded buffers can be characterised by the existence of a continuous function that witnesses the language or trace closure inclusion between the input automata. We can lift such a characterisation to the case of bounded buffers by considering a Lipschitz continuous function instead of just a continuous one. Such a characterisation, however, only holds for some restricted automata called cyclic-path-connected automata.
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Chapter 1

Introduction

Automata. Automata play an important role in computer science. They are known to have many applications in diverse areas such as in compiler design for parsing and lexical analysis [ASU86, HMU06], in XML processing for document validation and query processing [Sch07, Koc09], in system verification and static program analysis for modelling the system and properties that want to be verified [VW86, NNH99], in classical logic to obtain a decision procedure for monadic-second-order logic [Buc62], in natural language processing to represent natural language [KK94, LK93], in DNA sequence analysis to model the evolution and role of DNA sequences [BF84, TPKC07], and many more. This is because automata are one of the most basic models of computation. We can model systems or programs as automata and then analyse their computation and behaviour by looking at the automata model.

For systems or programs that always terminate, such as parsers, search engines, or compilers, one uses the notion of finite automata. However, nowadays there are also many systems that no longer transform an input to output and then terminate. Instead, they continuously interact with the user or environment. Some examples of such systems are web servers, communication protocols, or operating systems. For such non-terminating reactive systems, one often uses the notion of $\omega$-automata.

One of the simplest forms of $\omega$-automata are Büchi automata. They are widely used to model reactive systems and to specify their non-terminating behaviour [EH00, Hol04]. Intuitively, a Büchi automaton can be seen as a directed graph where the edges are labeled, and some nodes are considered to be final or accepting. The nodes represent the states of the system and an $a$-labeled edge represents the state-changing of the system when the action $a$ is executed. A Büchi automaton runs on a given input word that has an infinite length. The run goes through an infinite sequence of states and the input word is considered to be valid or accepted if the run visits a final state infinitely often. A Büchi automaton can be seen as an acceptor of a language over infinite words. For example, the Büchi automaton $\mathcal{A}$ that is depicted in Figure 1.1 accepts the language $L(\mathcal{A})$ that consists of two infinite words: $aba^\omega$ and $aca^\omega$.

Language Inclusion. By considering the automaton-model, we can reduce many problems regarding the analysis of system design to the problems over automata, which then can be solved using some algorithms on graph. For example, one of the most important problems in computer science is the problem of checking whether a system behaves accordingly with respect to a given specification, e.g. never reaches a deadlock, is logically correct, etc. Such a problem becomes undoubtedly important especially in a life-critical
system where some occurrence of errors can have an extremely expensive cost to repair or even threaten our life. For example, in programs that control part of medical system, or in flight control programs. For such reactive non-terminating systems, testing is not enough and one needs to formally verify the systems.

The problem of verifying whether such systems meet the desired specification can be reduced to the problem of deciding language inclusion $L(A) \subseteq L(B)$ between two Büchi automata $A$ and $B$. The automaton $A$ represents the computation of the system and the automaton $B$ represents the desired computation given by the specification. Unfortunately, the problem of deciding language inclusion between two Büchi automata is computationally hard. It is PSPACE-complete [MS73]. Hence one of the major challenges in the field of automata theory is to find a good and decent approximation for language inclusion.

**Simulation.** Simulation is a preorder relation between the states of an automaton. We say that a state $p$ simulates a state $q$ if $p$ can mimic all stepwise behaviours of $q$. We can use simulation to approximate language inclusion between two Büchi automata $A$, $B$, by looking at how their initial states relate [DHWT92]. If the initial state of $B$ simulates the initial state of $A$ then we can conclude that $L(A) \subseteq L(B)$.

There is a game characterisation for simulation. The game is played by two players called Spoiler (male) and Duplicator (female). Initially, two pebbles are placed each in the initial states of $A$ and $B$. In each round, Spoiler moves the pebble in $A$ one step by reading a letter and Duplicator tries to mimic this move by moving the pebble in $B$ one step by reading the same letter. This continues round by round. If one of the players eventually gets stuck then the opponent wins, otherwise Duplicator wins if whenever Spoiler visits a final state infinitely often, she also visits a final state infinitely often. If Duplicator wins no matter how Spoiler plays then we say that the automaton $B$ simulates $A$, i.e. $A \subseteq B$, and hence $L(A) \subseteq L(B)$ holds.

For any two Büchi automata $A$, $B$, unlike language inclusion, deciding whether Duplicator wins the simulation game can be done in polynomial time. This, however, comes at price. There are many pairs of automata where simulation fails to show language inclusion. For example, consider the two Büchi automata $A$, $B$ depicted in Figure 1.1. This is a standard example where simulation fails to show language inclusion. First note that $L(A) \subseteq L(B)$. The languages of $A$ and $B$ are indeed the same. Duplicator, however, loses the simulation game. In the first round, after Spoiler reads $a$, Duplicator has to move the pebble to one of the successors of the initial state of $B$. Without loss of generality, suppose to the one with a $b$-transition. In the next round, Spoiler can choose to read $c$ and make Duplicator get stuck. Hence Duplicator loses the simulation game.

The reason why simulation fails to show language inclusion is because Duplicator is too weak to guess the run that will be formed by Spoiler. Duplicator might move the
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pebble to some successor which prevents him to form a corresponding run in the future. In the literature, there are many attempts that try to extend simulation by adding more power to Duplicator or by restricting the move of Spoiler such that simulation gets closer to language inclusion.

- In the static $k$-letter simulation that is introduced in [HLL13], instead of only one step, Spoiler is forced to move the pebble $k > 0$ steps in each round. Duplicator then has more information about Spoiler’s run in each round. For example, consider again the two automata $A$, $B$ from Figure [1.1] Duplicator wins the static 2-letter simulation game. In the first round, Spoiler is forced to read either $ab$ or $ac$. Duplicator then can mimic this move by going to one of the accepting states in $B$ by reading the same word. From the accepting state, Duplicator can mimic any of Spoiler’s move and win the game. By considering such an extended simulation, we can show language inclusion in cases which cannot be shown by the standard simulation.

- In the k-pebble simulation, the standard simulation game is extended such that Duplicator has more power [Ete02]. She can control $k > 0$ pebbles, and hence has more chances to correctly mimic Spoiler’s move. For example, if we consider again the two automata $A$, $B$ given by Figure [1.1] then Duplicator wins the 2-pebble simulation game. In the first round, after Spoiler reads $a$, Duplicator moves her two pebbles each to the $a$-successors of the initial state of $A$. In the second round, after Spoiler reads $b$ or $c$, Duplicator moves one of her pebbles to reach the final state and drops the other one. From this state, Duplicator can play accordingly and show language inclusion.

- In the $k$-lookahead and dynamic $k$-letter simulations that are introduced independently in [CM13] and in [HLL13], in each round $i$, Duplicator chooses $\ell_i \leq k$ and Spoiler is forced to move $\ell_i$ steps. Such a simulation indeed extends the static $k$-letter simulation. The static $k$-letter simulation game is a special case of the dynamic one where in each round $i$, Duplicator always chooses $\ell_i = k$. It is shown that the dynamic $k$-letter simulation game has more advantages. It can show more language inclusions than the static one and admits a hierarchy, i.e. whenever Duplicator wins the $k$-lookahead or dynamic $k$-letter simulation game, she also wins the one with parameter $k' > k$. This property does not hold for the static $k$-letter simulation.

- In the delay simulation that is introduced in [HKT10], the extended simulation game is played on a language $L$ of pairs of infinite words with respect to a delay function $f : \mathbb{N}^+ \to \mathbb{N}^+$. In every round $i > 0$, Spoiler chooses a word of length $f(i)$ and Duplicator chooses a letter. The play goes on for infinitely many rounds and Duplicator wins iff the pair of infinite words formed by Spoiler and Duplicator belongs to $L$. Such a simulation generalises the one over automata. For example, we can see the standard simulation between two Büchi automata $A$, $B$ as a special case of delay simulation in which $L$ consists of pairs of accepting runs of $A$, $B$ that are over the same word and $f(i) = 1$ for all $i > 0$.

**Buffered Simulation.** In this work, we extend the underlying idea of the $k$-lookahead or the dynamic $k$-letter simulations. We extend the game framework of the standard simulation with a FIFO buffer such that Duplicator can skip her turn and use the buffer to
temporarily store the letter that is read by Spoiler. Duplicator can pop some or all the letters from the buffer in some later round to continue her move. The buffer can have a bounded or an unbounded capacity.

For example, consider the automata $A, B$ in Figure 1.2. In this case, Duplicator loses the $k$-lookahead or the dynamic $k$-letter simulation for any $k \in \mathbb{N}$. At the end of the first round, Spoiler’s pebble is in the accepting state of $A$ and Duplicator’s pebble is in one of the accepting states of $B$. Let us assume that Duplicator’s pebble is in the accepting state with $b$-transition. In the second round, Spoiler can make Duplicator get stuck by reading $c$. Hence Duplicator loses $k$-lookahead or dynamic $k$-letter simulation games for any $k > 0$. Duplicator, however, wins the simulation game with a buffer of size 1. In the first round, after Spoiler reads $a$, Duplicator skips her turn and puts $a$ to the buffer. In the second round, after Spoiler reads $b$ or $c$, Duplicator pushes it to the buffer. She then pops $a$ and moves the pebble to the accepting state with $b$-transition if Spoiler reads $b$, and to the one with $c$-transition if Spoiler reads $c$. In this way, she will not get stuck in the next round. Duplicator does this similarly for the rest of the play, i.e. she always keeps her run one step behind Spoiler’s run. She uses the buffer to store the last letter that is read by Spoiler. Duplicator wins the game with a buffer of capacity 1 and shows language inclusion between $A, B$ which cannot be shown with the lookahead or dynamic multi-letter simulations.

In the field of formal languages, there is a theory that extends the concept of words and languages to model concurrent computations. Recall that in concurrent computations, some actions or processes can be executed simultaneously. The actions or processes that are executed simultaneously are considered to be independent of each other. The theory of Mazurkiewicz traces has been introduced to model such computations [Maz89, DR95]. Mazurkiewicz traces or just traces basically extend the concept of words in which some letters are allowed to commute. The letters that can commute model the processes that are independent of each other, and the letters that cannot commute model the ones that are dependent on each other. Intuitively, if two processes are independent of each other, the order of which process should be executed first or later does not matter. For example, if we consider traces over the letters $a, b, c$ in which $a, b$ are independent of each other, but not with $c$ then the word $caba^\omega$ is considered to be trace equivalent to the word $cbad^\omega$. This is because the second and the third letters, i.e. $a$ and $b$, is allowed to commute with each other. In fact, the letter $b$ is allowed to commute with any $a$ in the word $caba^\omega$. Hence $caba^\omega$ is also trace equivalent to any word of the form $ca^*ba^\omega$.

For any language $L$, the trace closure of $L$ is denoted with $[L]$. It consists of any words that are trace equivalent to some word in $L$. For example, consider the automaton $A$ in Figure 1.3 and suppose the letters $a, b$ are independent of each other, but not with $c$. The language of $A$ then is $L(A) = \{caba^\omega\}$ and its trace closure is $[L(A)] = ca^*ba^\omega$. The trace closure $[L(A)]$ intuitively represents any possible sequential computations that can be executed by the concurrent system modeled by $A$. Given two automata $A, B$, the
problem of checking whether \([L(A)] \subseteq [L(B)]\) then models the verification of systems that admit concurrency [Sak92][MSB+16]. The system and the specification that we want to check are modeled respectively by the automata \(A\) and \(B\). Unfortunately, checking trace closure inclusion between two Büchi automata is known to be highly undecidable [Sak92][Fin12].

We can slightly extend the framework of buffered simulation to approximate the trace closure inclusion. Consider a game where instead of only one FIFO buffer, DUPLICATOR can use multiple FIFO buffers to temporarily store SPOILER’s letters. Unlike in the case where only one buffer is involved, in this case, we assume that there is a rule that associates each letter to one or several buffers. Once SPOILER reads a letter, a copy of this letter gets pushed into all of the associated buffers. However if DUPLICATOR would like to read the letter, she also has to pop it from all the associated buffers. Such a simulation can be used to approximate trace closure inclusion. Intuitively, we model the independence between letters via the rule that associates letters to buffers. A pair of independent letters should not share a buffer and a pair of dependent letters should share at least one buffer. For example, consider the two Büchi automata \(A, B\) as in Figure 1.3 in which the letters \(a, b\) are independent of each other, but not with \(c\). In this case, we consider a game with two buffers in which the first one is associated with \(a, c\) and the second one with \(b, c\).

In the first round, after SPOILER reads \(c\) and pushes a copy of \(c\) to the first and second buffers, DUPLICATOR reads \(c\) and pops them immediately from the first and the second buffers. In the second round, SPOILER will read \(a\) and pushes a copy of it to the first buffer. DUPLICATOR cannot do anything except to skip her turn and let \(a\) go to the first buffer. In the third round, after SPOILER reads \(b\) and pushes it to the second buffer, DUPLICATOR pops \(b\) then \(a\) and reads \(ba\). She then reaches the accepting state from which she can simulate any of SPOILER’s move and win the game. Thus SPOILER produces the word \(caba^\omega\) and DUPLICATOR produces \(cba^\omega\), a word that is trace equivalent to SPOILER’s word. In general, if DUPLICATOR wins the corresponding buffered simulation game then we have the inclusion \([L(A)] \subseteq [L(B)]\) which is equivalent to the trace closure inclusion \([L(A)] \subseteq [L(B)]\).

Despite of its simple and natural definition, the decidability and complexity of buffered simulation however is not trivial. This is true even in the case where we only have one buffer with bounded capacity. In the case of static, dynamic, and lookahead simulation games, the problem of deciding whether DUPLICATOR wins can be done in polynomial time for a fixed parameter \(k\). However, we cannot simply use this result for buffered simulation since we have seen that simulation with one buffer of capacity 1 is even more expressive than any \(k\)-lookahead or dynamic \(k\)-letter simulation. In the case where we consider an unbounded buffer, the decidability and complexity of buffered simulation then becomes even harder. Many questions regarding systems with an unbounded FIFO buffer are often undecidable [CF05]. Decidability of buffered simulation with an unbounded buffer may therefore be seen as surprising. The decidability question also gets more non-trivial in the case of multiple buffers. It is not obvious whether deciding buffered simulation with multiple buffers is still possible. If yes then we have a decidable approximation for a

![Figure 1.3: A pair of Büchi automata \(A\) and \(B\).](image)
highly undecidable problem. However, if not then it would also be interesting to know how undecidable it is and whether there are some decidable instances.

It is interesting to know how good buffered simulation is to approximate trace closure or language inclusion, i.e. whether there are pairs of automata $\mathcal{A}$, $\mathcal{B}$ in which buffered simulation fails to show their inclusion. If there are such pairs, it is also interesting to know whether we can classify such automata and find their characteristics.

**Thesis Outline.** This thesis studies buffered simulation together with its decidability and complexity. We will consider both of the cases where only one buffer is involved and where multiple buffers are involved. The first one is basically a natural extension of the standard simulation which approximates language inclusion. The second one approximates a more general problem than language inclusion namely the trace closure inclusion. This thesis is presented as follows.

In Chapter 2, we recall the basic notions regarding words, languages, automata, decision problems, games, and simulation. We use the standard definitions and notations as in the literature. We also list some extended simulation that are available in the literature. We show their basic definitions and recall their important property.

In Chapter 3, we give the formal definition of buffered simulation. We first show the framework of buffered simulation with one buffer and then consider its natural extension to the case where multiple buffers are involved. We present the expressive power of buffered simulation and consider some of its restricted variants called the flushing variants. We compare simulation with one buffer to the extended simulations that are mentioned in Chapter 2.

Chapter 4 is the main part of this work. In this chapter, we give the complexity results regarding buffered simulation. We start with the case where all buffers are bounded. We then continue to the case where some buffers are unbounded. If there is only a single buffer and the capacity is unbounded, solving buffered simulation is still decidable. The complexity even gets better when we consider its flushing variant. However, in the case where multiple buffers are involved and one of them is unbounded, buffered simulation is undecidable. We then show how undecidable such a problem is.

In Chapter 5, we give the application of buffered simulation in the field of formal languages. Buffered simulation and its flushing variant can be used to incrementally approximate language and trace closure inclusion. We further show a characterisation of buffered simulation. Buffered simulation, in general, can be characterised by the existence of a continuous function that witnesses the trace closure inclusion between the given two automata $\mathcal{A}$, $\mathcal{B}$. This allows us to classify pairs of Büchi automata in which their language or trace closure inclusion cannot be shown with buffered simulation. We can even refine the characterisation of buffered simulation to the case of bounded buffers by considering a Lipschitz continuous function. However, such a refined characterisation only holds for some restricted class of automata called cyclic-path-connected automata.

In Chapter 6, we give the conclusion of our work. We list some open problems regarding buffered simulation for further works.

**Publications** Parts of this thesis have been published in some refereed proceedings. A slightly different version of Section 3.1 and Section 3.2 can be found in [HLL13] and [HLL14]. Some preliminary works of Section 3.4 and Section 3.5 have appeared in [HHK+16a] and [HHK+16b]. Section 4.3 and Section 4.4 have appeared in [HHK+18] and Section 5.3 has been published in [Hut17].
Chapter 2

Preliminaries

We recall the basic notions that will be used throughout this work. We will start by considering formal languages and decision problems. We then continue with the notion of automata and consider infinite games, mathematical frameworks that can be used to model all sorts of interaction. We then recall the notion of simulation and its game characterisation. At the end of this chapter, we list some extended simulations that are available in the literature.

2.1 Formal Languages

A formal language, or just a language, is defined with respect to an alphabet. An alphabet is a set of letters that is usually denoted with \( \Sigma \). In general, a letter can be any symbol and an alphabet can contain finitely or infinitely many letters. However in this work, we will mainly consider the usual letters instead of arbitrary symbols and only consider alphabets with finitely many letters.

A sequence of letters is called a word and the length of a word is defined as the length of the sequence. In our context, a word can have a finite or infinite length. The set of all finite words over \( \Sigma \) is denoted with \( \Sigma^* \) and the set of all infinite words over \( \Sigma \) is denoted with \( \Sigma^\omega \). The set of non-empty finite words over \( \Sigma \) is denoted with \( \Sigma^+ \), i.e. \( \Sigma^+ = \Sigma^* \setminus \{\epsilon\} \).

We also consider the set of all finite and infinite words over \( \Sigma \) and denote it with \( \Sigma^\infty \), i.e. \( \Sigma^\infty = \Sigma^* \cup \Sigma^\omega \). A language of finite or infinite words over \( \Sigma \) is defined as a subset of \( \Sigma^* \) or \( \Sigma^\omega \), respectively. A language of infinite words is also called an \( \omega \)-language.

**Example 2.1.1.** Consider the alphabet \( \Sigma = \{a, b\} \). The set \( L = \{ab, abb, abbb, \ldots\} \) is a language of finite words over \( \Sigma \) and \( L' = \{abbbb \ldots\} \) is an \( \omega \)-language over \( \Sigma \).

Throughout this work, we fix the notation regarding words and languages as follows. For any word \( w \in \Sigma^\infty \), we denote by \( |w| \) the length of \( w \), and by \( |w|_a \) the number of occurrences of the letter \( a \) in \( w \). We denote by \( \text{Pos}(w) \) the set of positions in \( w \), i.e. \( \text{Pos}(w) = \{1, \ldots, |w|\} \) if \( w \in \Sigma^* \) and \( \text{Pos}(w) = \{1, 2, \ldots\} \) if \( w \in \Sigma^\omega \). For any \( i \in \text{Pos}(w) \), we denote by \( w(i) \) the letter that occurs at position \( i \) in \( w \). For example, if \( w = abba \) then \( w(2) = w(3) = b \). We denote respectively by \( \text{suffix}(w) \) and \( \text{prefix}(w) \) the sets of suffixes and prefixes of \( w \). We denote by \( \Sigma_w \) the set of letters that occur in \( w \).

One important class of languages that is widely used in many application domains is the class of regular languages. Given an alphabet \( \Sigma \), the set of regular languages \( \mathcal{L} \) is defined as the smallest set that contains the empty set \( \emptyset \), the empty string language \( \{\epsilon\} \), the singleton language \( \{a\} \), for any \( a \in \Sigma \), and for all \( L, L' \in \mathcal{L} \), it contains the union
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Let $L \cup L'$, the concatenation $L \cdot L'$, and the Kleene star $L^*$. For example, the language $L$ from Example 2.1.1 is regular. This is because the languages $L_1 = \{a\}$ and $L_2 = \{b\}^*$ are regular and hence by definition $L = L_1 \cdot L_2$ is also regular. We will often describe regular languages with the usual regular expression. For example, we write $ab^*$ for the language $L$ from Example 2.1.1.

For the infinite case we say that the $\omega$-language $L \subseteq \Sigma^\omega$ is $\omega$-regular if $L = (L_1 \setminus \{\epsilon\})^\omega$ and the language $L_1 \subseteq \Sigma^*$ is regular, or $L = L_1 \cdot L_2^\omega$ and the languages $L_1, L_2 \subseteq \Sigma^*$ are regular, or $L = L_1 \cup \ldots \cup L_n$ and the languages $L_1, \ldots, L_n \subseteq \Sigma^\omega$ are regular. For example, the language $L'$ from Example 2.1.1 is regular because $\{a\}$ and $\{b\}$ are regular, and hence $L' = \{a\} \cdot \{b\}^\omega$ is $\omega$-regular.

2.2 Decision Problems

A decision problem is a question that asks whether for some given elements $x_1, \ldots, x_n$ that can be represented with some finite data structure, a property $P(x_1, \ldots, x_n)$ holds or not [RJ87, Sip96, Koz97]. For example, given an integer $x \in \mathbb{N}^+$, check whether it is a prime number or not, or given some pairs of words $(u_1, v_1), \ldots, (u_n, v_n) \in \{0, 1\}^* \times \{0, 1\}^*$, check whether there are indices $i_1, \ldots, i_m$ such that $u_{i_1} \ldots u_{i_m} = v_{i_1} \ldots v_{i_m}$. A decision problem can be decidable or not. By decidable this means there exists an algorithm that always terminates and give us a correct answer. For example, the first problem regarding the prime number is decidable, whereas the second one, which is known as Post Correspondence Problem, is not [Pos46].

2.2.1 Complexity Classes

In the theory of computation, decision problems are classified based on how difficult they are to solve. By difficult this means the computational resources that are needed by the algorithm to answer the problem. We refrain from giving the detailed explanation regarding computational complexity and its hierarchy since we will only use them to classify the complexity of our buffered simulation. For more detailed explanations, we refer to the literature [Pap94, Sip96]. The following are the classes and the notations that we will consider through out this work.

- **PTIME**: the class of decision problems that can be solved by a deterministic Turing machine using a polynomial amount of time.
- **PSPACE**: the class of decision problems that can be solved by a deterministic Turing machine using a polynomial amount of space.
- **NPSPACE**: the class of decision problems that can be solved by a non-deterministic Turing machine using a polynomial amount of space. Due to Savitch’s theorem, this class coincides with the class PSPACE [Sav70].
- **EXPTIME**: the class of decision problems that can be solved by a deterministic Turing machine using an exponential amount of time, i.e. $O(2^{p(n)})$, where $p(n)$ is a polynomial function of $n$.
- **2EXPTIME**: the class of decision problems that can be solved by a deterministic Turing machine using a doubly exponential amount of time, i.e. $O(2^{2^{p(n)}})$, where $p(n)$ is a polynomial function of $n$. 


Recall that the hierarchy of these classes is as follows.

\[ \text{PTIME} \subseteq \text{PSPACE} = \text{NPSPACE} \subseteq \text{EXPTIME} \subseteq 2\text{EXPTIME} \]

Recall also that a problem \( P \) is called hard under polynomial-time reduction for some class \( C \) if all problems in \( C \) can be reduced in polynomial time to \( P \). A problem \( P \) is called complete under polynomial-time reduction for \( C \) if it is in \( C \) and hard under polynomial-time reduction for \( C \). In this thesis, since we will only consider polynomial-time reduction, we will simply call a problem \( P \) hard or complete for some class \( C \). Intuitively, if the problem \( P \) is complete for the class \( C \) then \( P \) is considered as a maximally difficult problem in the class \( C \).

### 2.2.2 Undecidability Degree

There is also a classification for undecidable problems, that is, whether one problem is more undecidable than others [RJ87, Mos80, Jap94]. In recursion theory, the classification is based on the complexity of the formula that defines the problem. The first levels of the hierarchy are called the arithmetical hierarchy, which classifies the undecidable problems using first order arithmetical formulas. It then continues with the analytical hierarchy, which classifies the undecidable problems using second order formulas. Each of these hierarchies has infinitely many classes. We illustrate them in Figure 2.1.

The classes in the arithmetical hierarchy are denoted with \( \Sigma_i^0 \) and \( \Pi_i^0 \) where \( i \in \mathbb{N} \). For any \( i \in \mathbb{N} \), we denote by \( \Delta_i^0 \) the intersection of \( \Sigma_i^0 \) and \( \Pi_i^0 \). The lowest level in the hierarchy is \( \Delta_0^0 \) which contains all decidable problems. For any \( i > 0 \), the classes \( \Pi_i^0 \) and \( \Sigma_i^0 \) are inductively defined by each time adding the universal and existential quantifiers, respectively. Hence a problem is in \( \Sigma_{i+1}^0 \) if it can be defined as \( \exists x_1 \ldots \exists x_n \psi \) where \( \psi \) is in \( \Pi_i^0 \). Similarly, a problem is in \( \Pi_{i+1}^0 \) if it can be defined as \( \forall x_1 \ldots \forall x_n \psi \) where \( \psi \) is in \( \Sigma_i^0 \). For example, if \( P(x, y) \) is a decidable problem or property then \( \exists x P(x, y) \) is in \( \Sigma_1^0 \) and \( \forall y \exists x P(x, y) \) is in \( \Pi_2^0 \).

In extension to the arithmetical hierarchy, the analytical hierarchy classifies undecidable problems based on second order formulas. The classes are denoted with \( \Sigma_i^1 \) and \( \Pi_i^1 \) where \( i \in \mathbb{N} \). For any \( i \in \mathbb{N} \), we denote by \( \Delta_i^1 \) the intersection of \( \Sigma_i^1 \) and \( \Pi_i^1 \). The lowest level in the analytical hierarchy is \( \Delta_0^1 \) that contains all problems in the arithmetical hierarchy are in this class. For any \( i > 0 \), the classes \( \Pi_i^1 \) and \( \Sigma_i^1 \) are inductively defined by each time adding the universal and existential second-order quantifiers, respectively. A
problem is in $\Sigma^i_{n+1}$ if it can be defined as $\exists X_1 \ldots \exists X_n \psi$ where $\psi$ is in $\Pi^i_1$. Similarly, a problem is in $\Pi^i_{n+1}$ if it can be defined as $\forall X_1 \ldots \forall X_n \psi$ where $\psi$ is in $\Sigma^i_1$.

Note that the class $\Pi^i_1$ strictly contains the whole arithmetical hierarchy, and hence if a problem is $\Pi^i_1$-complete, it is far more undecidable than the problems that are $\Sigma^0_1$ or $\Pi^0_1$-complete. Any undecidable problem that is hard for some class in the analytical hierarchy is usually called highly undecidable. In the following, we exemplify the decidability, undecidability, and high undecidability with the family of tiling problems.

### 2.2.3 Tiling Problems

Intuitively, we have a finite set of domino-types, i.e. squares where each side is colored with possibly different colors. For each type, we have infinitely many copies. The problem is to tile some region of a plane with dominos such that the connecting sides have the same color.

Formally, a tiling system $\mathcal{T} = (T, H, V)$ consists of a finite set of tiles $T$, a horizontal compatibility relation $H \subseteq T \times T$, and a vertical compatibility relation $V \subseteq T \times T$. A tiling on a region $R \subseteq \mathbb{N} \times \mathbb{N}$ is a mapping $t : R \to T$ such that $(t_i, t_{i+1}) \in H$ for all $(i, j), (i+1, j) \in R$ and $(t_i, t_{i,j+1}) \in V$ for all $(i, j), (i, j+1) \in R$.

**Example 2.2.1.** Let $\mathcal{T} = (T, H, V)$ be a tiling system where $T = \{t_1, t_2, t_3\}$, $H = V = \{(t_1, t_2), (t_2, t_1), (t_2, t_3), (t_3, t_2)\}$ and $R = \mathbb{N}^+ \times \mathbb{N}^+$. Let $t : R \to T$, where

$$t(x, y) = \begin{cases} t_1, & \text{if } x, y \text{ even} \\ t_3, & \text{if } x, y \text{ odd} \\ t_2, & \text{otherwise.} \end{cases}$$

The function $t$ is a tiling on $R$ with respect to $\mathcal{T}$. The first row is tiled with $t_3t_2t_3t_2 \ldots$, the second row with $t_2t_1t_2t_1 \ldots$, the third row with $t_3t_2t_3t_2 \ldots$, and so on.

The problem of deciding whether for a given tiling system $\mathcal{T}$, there exists a tiling for the first quadrant of Cartesian plane, i.e. $\mathbb{N}^+ \times \mathbb{N}^+$, is known as the *unbounded tiling problem*. This problem was first introduced in [Wan60]. It is known to be undecidable and complete for the class $\Pi^0_1$.

**Proposition 2.2.2** ([Wan60]). The unbounded tiling problem is $\Pi^0_1$-complete.

Equivalently, the problem of deciding whether for a given tiling system $\mathcal{T}$, there exists a tiling for the octant of Cartesian plane, i.e. $\{(i, j) \in \mathbb{N}^+ \times \mathbb{N}^+ \mid i \leq j\}$, is also undecidable and complete for the class $\Pi^0_1$. Such a problem is also known as the *octant tiling problem*.

**Proposition 2.2.3** ([BGG97]). The octant tiling problem is $\Pi^0_1$-complete.

There is a decidable variant of tiling problem called *corridor tiling problem*. In this case, we are given a tiling system $\mathcal{T} = (T, H, V)$ and a size of corridor $n > 0$ encoded unarily. We are then asked whether there exists a tiling $t$ on the region $\{1, \ldots, n\} \times \mathbb{N}^+$. The problem of solving the corridor tiling problem is known to be PSPACE-complete [Boa97, Chi86].

There is also a variant of corridor tiling where besides the tiling system $\mathcal{T} = (T, H, V)$ and a size of corridor $n > 0$ encoded unarily, we are also given some initial and final tiles...
there exists a tiling system \([\text{Boa97, Chl86}]\).

Proposition 2.2.4 ([Boa97, Chl86]). Both variants of the corridor tiling problem are PSPACE-complete.

Furthermore, there is a variant of tiling problem that is highly undecidable called recurrent tiling problem. This problem extends the unbounded and octant tiling problems by additionally asking for infinite occurrences of a certain tile in the first column. Given a tiling system \(T = (T, H, V)\) with a designated final tile \(t_F \in T\), the problem asks whether there exists a tiling \(t\) on \(\mathbb{N}^+ \times \mathbb{N}^+\), or equivalently in \((i, j) \in \mathbb{N}^+ \times \mathbb{N}^+ \mid i \leq j\), such that there exist infinitely many \(j\) with \(t(1, j) = t_F\).

Proposition 2.2.5 ([Har85]). Both the recurrent unbounded and recurrent octant tiling problems are \(\Sigma_1^1\)-complete.

We will use this family of tiling problems later and use them to show the hardness of buffered simulation.

2.3 Automata

An automaton is a mathematical model that is often used to reason about computations of a system or program. Intuitively, it is an abstract machine that runs on a given input word by going through a sequence of states and either accepts or rejects the input word. An automaton visually can be seen as a directed graph where each edge is labeled and some nodes are considered to be final or accepting. The node represents the state of the system and an edge that is labeled with \(a\) represents the state-changing of the system when the action \(a\) is executed. Based on the length of the input word, automata are classified into two kinds: finite or \(\omega\)-automata.

2.3.1 Finite Automata

Formally, a finite automaton is defined as a tuple \(\mathcal{A} = (Q, \Sigma, E, q_I, F)\) where \(Q\) is a set of states, \(\Sigma\) is an alphabet, \(q_I \in Q\) is a starting state, \(E \subseteq Q \times \Sigma \times Q\) is a transition relation, and \(F \subseteq Q\) is the set of final states. We usually write \(p \xrightarrow{a} p'\) if \((p, a, p') \in E\). For any finite word \(w = a_1 \ldots a_n \in \Sigma^*\), a run \(r\) of an automaton \(\mathcal{A}\) is an alternating sequence of states and letters, i.e. \(r = q_0a_1q_1 \ldots a_nq_n\), such that for all \(i \in \{1, \ldots, n\}\), \(q_i \xrightarrow{a} q_{i+1}\). The run \(r\) is called accepting if \(q_n = q_F\) and \(q_n \in F\), and such a word \(w = a_1 \ldots a_n\) is said to be accepted by the automaton \(\mathcal{A}\). The set of words that are accepted by \(\mathcal{A}\) is denoted by \(L(\mathcal{A})\) and it is called the language of \(\mathcal{A}\). The size or cardinality of \(\mathcal{A}\) is the number of states in \(\mathcal{A}\) and it is denoted by \(|\mathcal{A}|\). The automaton \(\mathcal{A}\) is called deterministic if for any state \(q \in Q\) and letter \(a \in \Sigma\), there is a unique state \(q' \in Q\) such that \(q \xrightarrow{a} q'\). Moreover, for any run \(r = p_0a_1p_1 \ldots a_np_n\), we denote by \(\text{word}(r)\) the word \(a_1 \ldots a_n\).

Example 2.3.1. Consider the following automaton \(\mathcal{A}\) over the alphabet \(\Sigma = \{a, b, c\}\).
The automaton $A$ is non-deterministic since from $q_0$ there is no $q \in Q^A$ such that $q_0 \xrightarrow{b} q'$. Moreover, $r = q_0aq_1bq_2$ and $r' = q_0aq_1cq_3aq_3$ are some examples of accepting runs in $A$.

The language of $A$ is $L(A) = aba^* \cup aca^*$.

The class of the languages that are accepted by finite automata coincides with the class of regular languages.

**Proposition 2.3.2** ([Kle56]). Let $\Sigma$ be an alphabet. A language $L \subseteq \Sigma^*$ is regular iff there is a finite automaton $A$ such that $L = L(A)$.

This allows many decision problems regarding regular languages such as inclusion or universality to be solved using algorithms on graphs. For example, one standard way to check universality of a language $L$ recognised by $A$ is by checking whether its complement, i.e. the automaton $\overline{A}$ that recognises $\Sigma^* \setminus L(A)$, accepts the empty language. Unfortunately, such an automaton $\overline{A}$ is exponentially larger than $A$.

**Complementation of NFA**

For any NFA $A$, there is a deterministic finite automaton (DFA) $\overline{A}$ that recognises the complement of $L$ with size at most $2^{|A|}$. We can construct such a DFA with the subset construction which basically converts $A$ to a DFA that recognises the same language $L$ and then invert its final states [RS59] [HMU06].

**Proposition 2.3.3** ([RS59]). For any NFA $A$ over $\Sigma$, there is an NFA $\overline{A}$ of size $O(2^n)$ such that $L(\overline{A}) = \Sigma^* \setminus L(A)$.

This upper bound is known to be optimal. We cannot complement an NFA with a blow up better than $O(2^n)$ [SS78] [Bir93].

**Inclusion of NFA**

For any two NFA, deciding language inclusion $L(A) \subseteq L(B)$ is computationally hard. It is PSPACE-complete [MS73]. It is in PSPACE since to decide inclusion, we have to check whether the intersection of the language of $A$ and the complement of the language of $B$ is empty, i.e. whether $L(A) \cap \overline{L(B)} = \emptyset$. It is possible to construct an NFA that recognises $L(A) \cap \overline{L(B)}$ and by Proposition 2.3.3 such an NFA is exponentially larger than $B$. We can then test it for emptiness. Checking the emptiness for finite automata is NLOGSPACE-complete: we can use the depth-first-search algorithm to check whether there is a final state that is reachable from the initial state. This then yields an NPSPACE procedure and by Savitch theorem [Sav70], the problem is also in PSPACE.

This upper bound is optimal. Checking language inclusion between two NFA is also PSPACE-hard. For example, we can polynomially reduce the corridor tiling problem to the problem of deciding language non-inclusion $L(A) \nsubseteq L(B)$. Given a tiling system $T = (T, H, V)$, initial and final tiles $t_I$, $t_F$, and a width $n$, we construct two NFA $A$, $B$ over $T$ such that the automaton $A$ accepts any word $w \in (T^n)^+$ where the first and the last letters are $t_I$ and $t_F$, and $B$ accepts such a word $w$ if there is a vertical or horizontal mismatch. We have language non-inclusion $L(A) \nsubseteq L(B)$ iff there exists a valid corridor tiling.
Proposition 2.3.4 ([MS73]). For any two NFA $A$, $B$, deciding $L(A) \subseteq L(B)$ is PSPACE-complete.

Finite automata are suitable to model systems or programs that always terminate such as compilers, parsers, search engines, etc. [ASU86, HMU06]. Such a system is designed to run only for some period of time and then gives an output. For systems that are designed to run forever such as operating systems, communication protocols, or web servers, one usually considers $\omega$-automata [VW94, Tho90], an extended notion of finite automata that accept $\omega$-languages.

2.3.2 $\omega$-Automata

We will start with the simplest form of $\omega$-automata called (non-deterministic) Büchi automata. Non-deterministic Büchi automata, or shortly NBA, were introduced in the 1960’s as an auxiliary device to obtain a decision procedure for monadic-second-order logic [Büc62]. However, they are now used in many applications such as in system verification to model reactive systems and specify their non-terminating behaviour [EH00, Hol04] and in termination analysis of recursive programs [LBA01, FV09]. The definition of NBA basically does not differ from the definition of finite automata. It is also a quintuple $\mathcal{A} = (Q, \Sigma, E, q_I, F)$. The difference is that a run is an infinite alternating sequence $\rho = q_0a_1q_1a_2\ldots$ where for all $i \in \mathbb{N}$, $(q_i, a_{i+1}, q_{i+1}) \in E$. Such a run $\rho$ is accepting if $q_0 = q_I$ and there exist infinitely many $i$ such that $q_i \in F$. Hence we can see NBA as the acceptors of $\omega$-languages. For example, consider again the automaton $\mathcal{A}$ from Example 2.3.1. If we see it as a Büchi automaton instead of a finite automaton, the language of $\mathcal{A}$ is $L(\mathcal{A}) = aba^\omega \cup acb^\omega$.

Let us denote with $\text{Run}(\mathcal{A})$ the set of infinite runs of $\mathcal{A}$ and $\text{AccRun}(\mathcal{A})$ the set of accepting runs of $\mathcal{A}$.

The class of languages that are accepted by NBA coincides with the class of $\omega$-regular languages.

Proposition 2.3.5 ([Büc62]). Let $\Sigma$ be an alphabet. For any language $L \subseteq \Sigma^*$, $L$ is $\omega$-regular iff there is a Büchi automaton $\mathcal{A}$ over $\Sigma$ such that $L = L(\mathcal{A})$.

Many decision problems regarding non-terminating reactive systems can be solved using an automata-theoretic approach. For example, the problem of checking whether the behaviour of a reactive system complies to some specification is typically modeled as the inclusion problem between two NBA in which one represents the system and the other one represents the specification [VW86, Var96]. Unfortunately, the same as in the case of finite automata, solving language inclusion between two NBA is expensive. We need to perform complementation for one of the input automata.

Complementation of NBA

Given an NBA $\mathcal{A}$ over $\Sigma$, we can construct an NBA $\overline{\mathcal{A}}$ that recognises the complement of $L(\mathcal{A})$. In general, the automaton $\overline{\mathcal{A}}$ is also exponentially larger than $\mathcal{A}$ [Büc62, SVW87]. We will show the complementation procedure for NBA that uses Ramsey’s theorem from the combinatorics area [Ram30]. The reason is because in Chapter 4, we will use a similar approach to show decidability of a special case of buffered simulation.

First let us denote with $q_0 \xrightarrow{a_1:a_n} q_n$ if there exists a finite run $q_0a_1q_1\ldots q_n$ in $\mathcal{A}$ and write $q_0 \xrightarrow{a_1:a_n} F q_n$ if such a run goes through an accepting state, i.e. there exists
Suppose \( Q = (Q, \Sigma, E, q_1, F) \). The technique is similar to the subset construction, but in an extended way.

A state in the DFA \( A \) is a transition profile of the class \( [u] \) in the state of \( A \) and with \( \Sigma \) respectively. We then remember whether each run has seen a final state or not. Hence for any word \( u \in \Sigma^* \), their transition profiles are the same. Any equivalence class in \( \Sigma^*/\approx \), the set of all equivalence classes induced by \( \approx \).

**Example 2.3.7.** Consider the following NBA \( A \) over \( \Sigma = \{a, b, c\} \).

\[
\begin{array}{c}
\text{(1)} \quad a \quad \text{b, c}
\end{array}
\]

We have \( ab \approx ac \) since by reading \( ab \) or \( ac \), we can go from state \( q_1 \) to \( q_2 \). We also see an accepting state whenever we form such paths. In fact, every finite word that is started with \( a \) and followed by finitely many \( b \) or \( c \) is equivalent to \( ab \) and \( ac \). We have \( [ab] = [ac] = a(b \cup c)^* \).

For any NBA \( A \) and a word \( u \in \Sigma^* \), let us define the transition profile of \( u \) as a labeled graph \( G = (V, E, f) \) where the nodes are \( V = Q^u \), the edges are \( E = \{(p, q) \in Q^u \times Q^u \mid p \overset{u}{\rightarrow} q\} \), and for any edge \( (p, q) \), the labeling is \( f(p, q) = 1 \) if \( p \overset{u}{\rightarrow} q \) and \( f(p, q) = 0 \) otherwise.

**Example 2.3.8.** Consider the NBA \( A \) over \( \Sigma = \{a, b, c\} \) from Example 2.3.7. Let \( u_1 = ab \), \( u_2 = bc \), and \( u_3 = aa \). The following are the transition profiles of \( u_1, u_2, \) and \( u_3 \), respectively.

\[
\begin{array}{c}
\text{(1)} & \text{1} & \text{(2)} \quad \text{b, c} & \text{(1)} & \text{(2)} \quad 1 & \text{(1)} & \text{(2)}
\end{array}
\]

Intuitively, the edge in the transition profile of \( u \) represents the path that can be formed by reading \( u \) in \( A \) and the label tells us whether the path sees a final state or not. Hence for any two equivalent words \( u \approx u' \), their transition profiles are the same. Any equivalence class in \( \Sigma^*/\approx \) is indeed uniquely determined by a transition profile. We can also say that \( G_u \) is a transition profile of the class \( [u] \) instead of the word \( u \). Moreover, since there are at most \( 3^{\lvert Q^u \rvert} \) different transition profiles, we have the following proposition.

**Proposition 2.3.9.** For any NBA \( A \), \( \lvert \Sigma^*/\approx \rvert \leq 3^{\lvert Q^u \rvert} \).

Let \( A \) be some NBA and \( [u] \) in \( \Sigma^*/\approx \). We can construct a DFA \( A' \) that recognises \( [u] \) \([SVW87]\). The technique is similar to the subset construction, but in an extended way. Suppose \( Q^u = \{q_1, \ldots, q_n\} \) are the set of states in \( A \). A state in the DFA \( A' \) then is of the form \( (P_1, \ldots, P_n) \) where \( P_i \subseteq Q^u \times \{0, 1\} \) for all \( i \in \{1, \ldots, n\} \). We remember \( n \)-tuples of sets instead of a single set because we need to capture information about runs that can start from any state in \( A \). Each component \( P_1, \ldots, P_n \) in the state of \( A' \) simulates runs that are started from \( q_1, \ldots, q_n \) respectively. We then remember whether each run has seen an accepting state by using 0 or 1. A run in \( A' \) then is accepting if it represents runs that start and end in the corresponding state according to the transition profile of \( [u] \).
Proposition 2.3.10 ([SVW87]). Let $A$ be an NBA with $n$ states. For any $[u] \in \Sigma/\approx$, there is a DFA $A'$ where $|A'| \leq 4^n$ such that $L(A') = [u]$.

For any infinite word $w \in \Sigma^\omega$, there are two equivalence classes $[u], [v] \in \Sigma^* / \approx$ such that $w \in [u] \cdot [v]^\omega$ [Büc62]. We can even find such a proper pair of equivalence classes, that is, the one that satisfies $[uv] = [u]$ and $[vv] = [v]$ [FV10]. We can show this by using the well-known Ramsey’s theorem from the combinatorics area. For notational purpose, let us denote with $[[S]]^2$, the set of all subsets of $S$ with cardinality 2, i.e.

$$[[S]]^2 = \{ \{i, j\} | i, j \in S, i \neq j \}.$$ 

We can state Ramsey’s theorem as follows.

Proposition 2.3.11 ([Ram30, Ros81]). Let $\langle P_1, \ldots, P_n \rangle$ be a partition of $[[\mathbb{N}]]^2$. There is an infinite set $X \subseteq \mathbb{N}$ and $i \in \{1, \ldots, n\}$ such that $[X]^2 \subseteq P_i$.

Intuitively, this proposition says that if we have a complete graph, in which the nodes are natural numbers, and we color every edge with some number between 1 to $n$, then there must be a subgraph over infinitely many nodes where all of its edges have the same color. We can use this proposition to show the following characterisation of infinite words.

Proposition 2.3.12 ([Büc62]). For every NBA $A$ over $\Sigma$ and $w \in \Sigma^\omega$ there is a proper pair of equivalence classes $[u], [v] \in \Sigma^* / \approx$ such that $w \in [u] \cdot [v]^\omega$.

Proof. Let $w = a_1a_2 \ldots$. Together with the relation $\approx$, the word $w$ defines a partition of $[[\mathbb{N}]]^2$. Let $\Sigma^*/\approx = \{[u_1], \ldots, [u_n]\}$ and

$$P_k = \{\{i, j\} | i \neq j \text{ and } a_i \ldots a_{j-1} \in [u_k]\},$$

for $k \in \{1, \ldots, n\}$. Hence $P_k$ contains any pair of $i, j$ where $a_i \ldots a_{j-1} \in [u_k]$. Since any word $a_i \ldots a_{j-1}$ belongs to one of $[u_1], \ldots, [u_n]$ and $[u_1], \ldots, [u_n]$ are disjoint, $\langle P_1, \ldots, P_n \rangle$ is a partition of $[[\mathbb{N}]]^2$.

By Proposition 2.3.11 there is an infinite set $X \subseteq \mathbb{N}$ and an equivalence class $[v] \in \Sigma^*/\approx$ such that for all $i, j \in X$, we have $a_i \ldots a_{j-1} \in [v]$. Let $i_1, i_2, \ldots$ be the infinite increasing sequence in $X$. Hence the word $w$ is of the form $w_0w_1w_2 \ldots$ where $w_k = a_{i_1}a_{i_2} \ldots a_{i_k}$ for $k > 0$. Let $[u]$ be the equivalence class of $w_0w_1$. Since $w_2, w_3, \ldots \in [v]$, we have $w \in [u] \cdot [v]^\omega$.

To show that the pair $[u], [v]$ is proper, first note that $u \approx w_0w_1$ and $v \approx w_2$. Hence $uv \approx w_0w_1w_2$. Since $w_1 \approx w_1w_2$ and $w_0w_1 \approx u$, we have $uv \approx u$. Thus $[uv] = [u]$. Moreover, note also that $w_1 \approx v, w_2 \approx v$, and $w_1w_2 \approx v$. This nonetheless implies that $vv \approx v$. Thus $[vv] = [v]$.

Moreover, if we consider a pair of equivalence classes $[u], [v] \in \Sigma^*/\approx$, either the $\omega$-language $[u] \cdot [v]^\omega$ is included in $L(A)$ or included in the complement of $L(A)$. To illustrate this, suppose we have a word $w \in [u] \cdot [v]^\omega$. Hence $w = w_0w_1 \ldots$ where $w_0 \in [u]$ and $w_1, w_2, \ldots \in [v]$. If $w \in L(A)$ then there are $p_0, p_1, \ldots$ such that

$$p_0 \xrightarrow{w_0} p_1 \xrightarrow{w_1} p_2 \ldots$$

and infinitely many $i$ such that $p_i \xrightarrow{w_i} p_{i+1}$. Now let $w' \in [u] \cdot [v]^\omega$ be an arbitrary word. We have $w' = w'_0w'_1 \ldots$ where $w'_0 \in [u]$ and $w'_1, w'_2, \ldots \in [v]$. Moreover, since $w_i \approx w'_i$ for all $i \geq 0$, we have

$$p_0 \xrightarrow{w'_0} p_1 \xrightarrow{w'_1} p_2 \ldots$$
and there exist infinitely many \( i \) such that \( p_i \rightarrow p_{i+1} \). Thus \( w' \) is also accepted by \( \mathcal{A} \). Since \( w' \) is arbitrary, this shows \([u] \cdot [v] \omega \subseteq L(\mathcal{A})\). In the case of \( w \notin L(\mathcal{A}) \), we have \([u] \cdot [v] \omega \subseteq \overline{L(\mathcal{A})}\). Since otherwise, there is a word \( w'' \in [u] \cdot [v] \omega \), but \( w'' \in L(\mathcal{A}) \). We have shown that this would imply \( w \in L(\mathcal{A}) \), and contradicts our initial assumption.

**Proposition 2.3.13** ([Büc62]). For any \([u], [v] \in \Sigma^*/\approx\),

- if \([u] \cdot [v] \omega \cap L(\mathcal{A}) \neq \emptyset \) then \([u] \cdot [v] \omega \subseteq L(\mathcal{A})\).
- if \([u] \cdot [v] \omega \cap \overline{L(\mathcal{A})} \neq \emptyset \) then \([u] \cdot [v] \omega \subseteq \overline{L(\mathcal{A})}\).

We can construct an NBA that recognises the complement of the language of \( \mathcal{A} \) as follows. Suppose \( \Sigma^*/\approx = \{[u_1], \ldots, [u_n]\} \). Let \( \mathcal{A}_1, \ldots, \mathcal{A}_n \) be the corresponding finite automata that recognise \([u_1], \ldots, [u_n]\) respectively. By Proposition 2.3.10 each of the automata at most has \( 4^{|a|^2} \) states. Now for each \([u_i], [u_j] \in \Sigma^*/\approx \) in which the intersection of \([u_i] \cdot [u_j] \omega \) with \( L(\mathcal{A}) \) is empty, we construct an NBA \( \mathcal{A}_{ij} \) that recognises \([u_i] \cdot [u_j] \omega \) from \( \mathcal{A}_{i} \) and \( \mathcal{A}_{j} \). We then construct the NBA \( \overline{\mathcal{A}} \) that recognises the complement of \( L(\mathcal{A}) \) by taking the union of all such NBA.

**Proposition 2.3.14** ([SVW87]). For any NBA \( \mathcal{A} \), there is an NBA \( \overline{\mathcal{A}} \) of size \( O(16^{|a|^2}) \) such that \( L(\overline{\mathcal{A}}) = L(\mathcal{A}) \).

This upper bound, however, is not the optimal one. In the literature, there is a more involved procedure that constructs the complement of an NBA \( \mathcal{A} \) with the blow-up of \( O((0.76 \cdot |a|)^{|a|}) \) [Sch09] which is known to be the optimal one [Yan08]. Nevertheless, we cannot avoid the exponential blow-up when complementing an NBA [Saf88, HL11].

**Language Inclusion of NBA**

As in the case of finite automata, checking language inclusion \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \) between two NBA \( \mathcal{A}, \mathcal{B} \) is also PSPACE-complete. We have to check whether the intersection of the language of \( \mathcal{A} \) and the complement of the language of \( \mathcal{B} \) is empty. The NBA that recognises \( L(\mathcal{A}) \cap \overline{L(\mathcal{B})} \) is exponentially larger than \( \mathcal{B} \). However, checking emptiness for an NBA is NLOGSPACE-complete. We can check with a depth-first-search whether there is a final state \( p \) that is reachable from the initial state and reachable from itself. This yields an NPSPACE procedure and by Savitch’s theorem [Sav70], solving such a problem is also in PSPACE.

Checking language inclusion between two NBA is also PSPACE-hard. We can lift the hardness of solving language inclusion problem between the NFA.

**Proposition 2.3.15** ([Büc62, SVW87]). For any two NBA \( \mathcal{A}, \mathcal{B} \), deciding \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \) is PSPACE-complete.

**Other \( \omega \)-Regular Automata**

Besides Büchi automata, there are also other \( \omega \)-automata that coincide with the \( \omega \)-regular languages such as generalised Büchi automata (GNBA) and parity automata [Tho90]. Their definitions do not differ significantly from Büchi automata. The only difference is in the last component that defines the acceptance of a run. Before we give their definition, first for any infinite sequence \( a_1 a_2 \ldots \) where \( a_1, a_2, \ldots \in S \), let us denote with \( \inf(a_1 a_2 \ldots) \) the set of elements of \( S \) that infinitely occur in \( a_1 a_2 \ldots \).
• In a GNBA, instead of a set of final states \( F \subseteq Q \), the acceptance is defined with respect to a set of sets of states \( \{F_1, \ldots, F_n\} \subseteq 2^Q \). We say that a run \( r = q_0a_1q_1a_2 \ldots \) is accepting iff for each \( i \in \{1, \ldots, n\} \), there is a state \( q \in F_i \) that is seen infinitely often in \( r \), i.e. \( \inf(q_0a_1\ldots) \cap F_i \neq \emptyset \).

• In a parity automaton, the acceptance is defined with respect to a priority function \( \Omega : Q \rightarrow \mathbb{N} \) that assigns a priority to each state. We say that a run \( r = q_0a_1q_1a_2 \ldots \) is accepting iff the highest priority that is seen infinitely often in \( r \) is even, i.e. \( \max(\inf(\Omega(q_0)\Omega(q_1)\ldots)) \) is even.

These are \( \omega \)-automata other than Büchi automata that we will consider in this work. Note that Büchi automata can be seen as a special case of GNBA and parity automata. A Büchi automaton \( A \) with the set of final states \( F \) can be seen as a parity automaton with a priority function \( \Omega : Q \rightarrow \{1, 2\} \) where \( \Omega(q) = 2 \) if \( q \in F \) and 1 if \( q \notin F \), and as a GNBA with acceptance \( \{F\} \).

We can also translate both GNBA and parity automata to Büchi automata. For any GNBA \( A \) with acceptance \( \{F_1, \ldots, F_n\} \), we can construct an NBA \( A' \) that is obtained from \( A \) by additionally having a counter \( c \in \{1, \ldots, n, \tau\} \) in its state space. The counter is used to remember whether we have seen at least one state from \( F_1, \ldots, F_n \). Once we have seen all of them then we reset the counter. In the automaton \( A' \), the states where we reset the counter are considered to be accepting. Hence an accepting run in the NBA \( A' \) simulates the one in GNBA \( A \).

**Proposition 2.3.16** ([Tho90]). For any GNBA \( A \) with \( n \) states, there is an NBA \( A' \) of size \( O(n^2) \) such that \( L(A) = L(A') \).

For a parity automaton \( A \) with priority 0, 1, \ldots, \( n \), we can construct an NBA \( A' \) that guesses the maximal priority that will be seen infinitely often. Intuitively, the automaton \( A' \) consists of the original states from \( A \) and \( \lceil \frac{n}{2} \rceil + 1 \) copies of \( A \), namely \( A_0, \ldots, A_{\lceil \frac{n}{2} \rceil} \), that are reachable from the original states of \( A \). Each \( A_i \) contains states with priority at most \( i \) and the states in \( A_i \) with priority \( i \) are considered to be accepting. Hence to simulate an accepting run \( \rho \) of \( A \) in which \( i \) is the maximal priority that is seen infinitely often, we first go through the states in the original copy of \( A \). Since after some \( k \) steps, we will never visit a state with priority more than \( i \), then after \( k \) steps, we move to \( A_i \) and simulate \( \rho \) from there. Such a run is accepting in \( A' \). We can simulate any accepting run in the parity automaton \( A \) in the NBA \( A' \).

**Proposition 2.3.17** ([Tho90]). For any parity automaton \( A \) with \( n \) states and \( m \) priorities, there is an NBA \( A' \) of size \( O(nm) \) such that \( L(A) = L(A') \).

Proposition 2.3.16 and Proposition 2.3.17 show that we can polynomially translate GNBA and parity automata to Büchi automata. Hence the inclusion problem between GNBA or parity automata can be reduced to the one between Büchi automata. Deciding language inclusion between such automata is in PSPACE. It is also PSPACE-hard since Büchi automata are a special case of GNBA and parity automata.

**Proposition 2.3.18** ([MS73]). For any two GNBA or parity automata \( A, B \), the problem of deciding whether \( L(A) \subseteq L(B) \) is PSPACE-complete.

Through out this work, we will mostly consider Büchi automata. However in some part of this work, we will consider language inclusion between GNBA and parity automata.
2.4 Infinite Games

An infinite two-player game is a mathematical framework that models the ongoing interaction between two agents that possibly lasts in infinite duration. An infinite two-player game or just game is basically composed of two components: a configuration graph and a winning condition. A configuration graph is the arena where the game takes place and a winning condition is the component that determines the winner of the game.

In its formal definition, a game is a tuple $G = (G, v_0, \text{Win})$ where $G = (V, V_0, V_1, E)$ is a configuration graph, $(V, E)$ is a finite or infinite directed graph, $(V_0, V_1)$ is a partition of $V$ into nodes that belong to player 0 and player 1, $v_0$ is the starting node, and $\text{Win}$ is the winning condition. The game is played by two players, usually called player 0 (female) and player 1 (male). Intuitively, a play proceeds as follows. Initially, a pebble is placed in the starting node. In each round, if the pebble is in the node of player $i \in \{0, 1\}$ then player $i$ moves the pebble one step to some successor node. If he or she cannot do so then the opponent wins. Otherwise we proceed to the next round. Hence either eventually one of the players gets stuck, and in this case the opponent wins, or the play goes on for infinitely many rounds and both of the players form an infinite path in the configuration graph. We formally call such a path a play. The set of plays in $G$ is denoted by $\text{Play}(G)$, or simply $\text{Play}$, and it consists of all infinite words $\pi = v_0v_1 \ldots \in V^\omega$ such that $(v_i, v_{i+1}) \in E$ for all $i \geq 0$. We determine whether player 0 wins the play $\pi$ by looking at the winning condition $\text{Win}$. In general, the winning condition $\text{Win}$ is a subset of $\text{Play}$. Player 0 wins an infinite play $\pi$ iff $\pi$ is in $\text{Win}$.

We can also consider some well-known $\omega$-regular conditions to define the winning condition of a game. For example, we can consider Büchi or parity conditions that are explicitly defined in the previous section. With a Büchi condition, $\text{Win}$ is a set $F \subseteq V$, and player 0 wins the play $\pi = v_0v_1 \ldots$ iff there exist infinitely many $i$ such that $v_i \in F$. With parity condition, $\text{Win}$ is a priority function $\Omega : V \to \mathbb{N}$ that assigns a priority to each node and player 0 wins the play $\pi = v_0v_1 \ldots$ iff the maximum priority that is seen infinitely often in $\pi$ is even.

We say that a player wins the game $G$ if no matter how the opponent plays, he or she can win the play in $G$. One often uses the notion of strategy in order to formally define this. A strategy of player $i \in \{0, 1\}$ is a partial function $\sigma_i : V^* \cdot V_i \to V$ such that for every finite play $r = v_0 \ldots v_n$, we have $(v_n, \sigma_i(r)) \in E$. Intuitively, a strategy $\sigma_i$ tells player $i$ where to move the pebble. We say a play $v_0v_1 \ldots$ is played according to $\sigma_i$ if for every $j \in \mathbb{N}$, whenever $v_j \in V_i$, we have $\sigma_i(v_0 \ldots v_j) = v_{j+1}$. A strategy $\sigma_i$ of player $i$ is called winning if player $i$ wins any play $\pi$ that is played according to $\sigma_i$. If a player has a winning strategy then he or she wins the game $G$.

Example 2.4.1. Consider a parity game $G = ((V, V_0, V_1, E), v_0, \Omega)$ where the game graph is depicted as follows.

![Game Graph](image)

We denote the nodes that belong to player 0 by circle and the ones that belong to player 1 by square. Consider a priority function $\Omega : V \to \{0, 1, 2\}$ where $\Omega(v_1) = 1$. Player 1 wins the game $G$ since he has a winning strategy $\sigma_1$ where for every finite play $r$, $\sigma_1(rv_0) = v_1$. In other words, whenever the pebble arrives in $v_0$, player 1 moves it to $v_1$. No matter how
player 0 plays, we always obtain a play in which the highest priority that is seen infinitely often is 1. Thus player 1 wins the game \( G \).

The winning strategy for Player 1 that we have given in Example 2.4.1 is of a special kind. Player 1 basically decides where to move the pebble based only on the current position of the pebble and not from the history of the play. Such a strategy is called memoryless. Formally, a strategy \( \sigma_i \) for player \( i \in \{0, 1\} \) is called memoryless if for any \( v \in V_i \) and two finite plays that end in \( v \), i.e. \( r = v_0v_1 \ldots v \) and \( r' = v'_0v'_1 \ldots v' \), we have \( \sigma_i(r) = \sigma_i(r') \).

There is a nice result regarding the determinacy of parity games. Parity games are memoryless-determined [EJ91]. Determined means that either player 0 or player 1 wins the game, and memoryless means that the player that wins has a memoryless winning strategy. Furthermore, in the case where the parity game is played on a finite graph, the problem of deciding the winner of a parity game can be solved in time polynomially in its size and exponentially in the number of priorities [Jur00].

In this work, we will mostly consider parity games with three priorities 0, 1, and 2. Such a parity game \( G \) with \( |V| \) many nodes and \( |E| \) many edges can be solved in time \( O(|V| \cdot |E|) \).

**Proposition 2.4.2** ([Jur00]). Let \( G = ((V, V_0, V_1, E), v_0, \Omega) \) be a parity game with priorities 0, 1, and 2. The problem of deciding whether player 0 wins \( G \) can be done in time \( O(|V| \cdot |E|) \).

Throughout this work, we will frequently refer to this proposition. We will often reduce some decidability questions of buffered simulation to the problem of deciding the winner of a parity game with priorities 0, 1, and 2.

### 2.5 Simulation

Originally, simulation was introduced as a pre-order relation between states in a labeled transition system [Mil71]. Recall that a labeled transition system (LTS) is a labeled directed graph \( L = (S, I, \text{Act}, \rightarrow) \) where \( S \) is a set of states, \( I \subseteq S \) is a set of initial states, \( \text{Act} \) is a set of actions, and \( \rightarrow \subseteq S \times \text{Act} \times S \) is an edge relation. We write \( s \xrightarrow{a} t \) if \( (s, a, s') \in \rightarrow \). Intuitively, simulation relates two states \( s, s' \) in an LTS if \( s' \) can mimic all stepwise behaviour of \( s \). For an LTS \( L = (S, I, \text{Act}, \rightarrow) \), let \( R \subseteq S \times S \) be a binary relation such that for any pair \( (s_1, s_2) \in R \), action \( a \in \text{Act} \), and state \( s_1' \in S \), if \( s_1 \xrightarrow{a} s_1' \) then there is \( s_2' \in S \) such that \( s_2 \xrightarrow{a} s_2' \) and \( (s_1', s_2') \in R \). Simulation then is defined as the greatest such relation \( R \).

**Example 2.5.1.** Consider the following LTS \( L = (S, I, \text{Act}, \rightarrow) \) where \( S = \{s_1, s_2, s_3\} \), \( I = \{s_2\} \), \( \text{Act} = \{a, b\} \), and the relation \( \rightarrow \) is illustrated as follows.

```
+-------+-------+-------+
|       |       |       |
|   a   | b      | a     |
|       |       |       |
| s1    | s2    | s3    |
|       |       |       |
|       | b      | b      |
|       |       |       |
+-------+-------+-------+
```
In this case, the simulation relation is \( R = \{(s_1, s_1), (s_1, s_3), (s_2, s_2), (s_3, s_1), (s_3, s_3)\} \).

There is a simple game characterisation to check whether a state \( s' \) simulates a state \( s \). The game is played between two players called Spoiler (male) and Duplicator (female). Initially, two pebbles, owned by Spoiler and Duplicator, are placed each in \( s \) and \( s' \), respectively. In every round, Spoiler moves his pebble one step by reading an action and Duplicator tries to mimic this by moving her pebble one step and reading the same action. This then continues round by round. If one of the players eventually gets stuck then we declare the opponent to be the winner. Otherwise, the play goes on infinitely many rounds, and in this case Duplicator wins. It is not hard to see that the state \( s' \) simulates \( s \), i.e. \( (s, s') \in R \), iff Duplicator wins the simulation game.

The notion of simulation can be adapted to relate the states of an automaton. We can extend the notion of simulation and use it for quotienting automata \([BG03, GBS02, EWS01]\), approximating language inclusion \([DHWT92, FW05, ABH+08]\), pruning transitions \([ACC+11, ACC+10]\), and improving existing decision procedures on NBA like the Ramsey-based one \([FV09]\) or the antichain algorithm for inclusion and universality checking \([DR09]\).

In this work, we will consider simulation for approximating language inclusion between two NBA \( A \) and \( B \). We check whether the initial state of \( B \) simulates the one of \( A \). We will consider the simulation game where Spoiler’s and Duplicator’s pebbles are initially placed in the initial state of \( A \) and \( B \), respectively. The players then move their pebbles alternatingly as we have described before. However in this case, if we obtain an infinite play, Duplicator does not immediately win. The winning condition for Duplicator is also defined with respect to the acceptance of \( A \) and \( B \). There are several possibilities to define this:

- If we consider the **direct** winning condition as in \([DHWT92]\), Duplicator wins iff for each round \( i > 0 \), whenever Spoiler visits an accepting state in \( A \) then she also visits an accepting state \( B \).

- If we consider the **delay** winning condition as in \([EWS01]\), Duplicator wins iff for each round \( i > 0 \), whenever Spoiler visits an accepting state in \( A \), Duplicator also visits an accepting state in \( B \) in some round \( i' \geq i \).

- If we consider the **fair** winning condition as in \([HKR02]\), Duplicator wins iff whenever Spoiler visits an accepting state in \( A \) infinitely often, Duplicator also visits an accepting state in \( B \) infinitely often.

Note that if Duplicator wins with the direct winning condition then she also wins with the delay winning condition. Furthermore, if Duplicator wins with the delay winning condition then she also wins with the fair winning condition. The converses of these two properties however do not hold.

**Example 2.5.2.** Consider the following two NBA \( A, B \).

\[
\begin{array}{c}
\text{a} & \text{a} & \text{a} \\
\text{a} & \text{a} & \text{a} \\
\end{array}
\]

In this case, Duplicator can play such that the play goes on for infinitely many rounds. Note that if we consider the direct winning condition, Duplicator loses the simulation.
game. In the first round, Spoiler moves his pebble to an accepting state, but Duplicator does not. Hence Duplicator loses. However, if we consider the delay winning condition then Duplicator wins. In the second round, Duplicator moves her pebble to an accepting state, and after this round, Spoiler never visits an accepting state anymore. Moreover, if we consider the fair winning condition, Duplicator also wins since Spoiler does not visit an accepting state infinitely often.

If we swap the automata, that is, Spoiler now controls the pebble in $B$ and Duplicator in $A$, then Duplicator loses if we consider the direct and delay winning conditions. This is because Spoiler sees an accepting state in the second round, but started from this round, Duplicator does not see any accepting state. Duplicator however still wins the simulation game if we consider the fair winning condition since Spoiler does not see an accepting state infinitely often.

Simulation with the direct, delay, or fair winning conditions can be used to approximate language inclusion, in the sense that, language inclusion holds if Duplicator wins the simulation game. However, simulation with the fair winning condition provides a better approximation. There might be a case where language inclusion holds and Duplicator loses the simulation game with the direct or delay winning condition, but wins with the fair winning condition.

Example 2.5.3. Consider again the NBA $A$, $B$ in Example 2.5.2. We have $L(A) = L(B) = \emptyset$, and hence we have language inclusion $L(B) \subseteq L(A)$. In the game where Spoiler controls the pebble in $B$ and Duplicator in $A$, we have seen that Duplicator loses if we consider direct or delay condition, but wins with the fair condition.

The direct and delay winning conditions are simply too strong for approximating language inclusion. Throughout this work, we will only consider simulation with the fair winning condition. We formally define the simulation game that we will refer throughout this work in the framework of two-player game as in Section 2.4.

Definition 2.5.4 ([HKR02]). Let $A$, $B$ be two NBA over $\Sigma$. The (fair) simulation game is $G(A, B) = ((V, V_0, V_1, E), v_0, \text{Win})$ where $V = V_0 \cup V_1$, Spoiler’s and Duplicator’s configurations are respectively

$$V_1 = Q^A \times Q^B \times \{S\},$$
$$V_0 = Q^A \times \Sigma \times Q^B \times \{D\},$$

the edge relation $E$ is defined as

$$(p, q, S) \rightarrow (p', a, q, D) \text{ in } E \iff p \xrightarrow{a} p',$$
$$(p, a, q, D) \rightarrow (p, q', S) \text{ in } E \iff q \xrightarrow{a} q',$$

the initial configuration is $v_0 = (p_0, q_0, S)$ where $p_0$, $q_0$ is the pair of the initial states of $A$, $B$, and an infinite play $v_0v_1v_2\ldots \in \text{Win}$ iff either there exist infinitely many $i$ such that $v_i = (p, q, S)$ with $q \in F^B$ or there are only finitely many $i$ such that $v_i = (p, q, D)$ with $p \in F^A$. We write $A \sqsubseteq B$ if Duplicator wins $G(A, B)$.

If Duplicator wins the simulation game $G(A, B)$ then we have language inclusion $L(A) \subseteq L(B)$. Every accepting word that can be produced by Spoiler in $A$ can be mimicked by Duplicator in $B$. We formally show this as follows.
Proposition 2.5.5. If \( \mathcal{A} \subseteq \mathcal{B} \) then \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \).

Proof. Suppose Duplicator wins \( G(\mathcal{A}, \mathcal{B}) \). Let \( w = a_1a_2 \ldots \in L(\mathcal{A}) \) be some arbitrary accepting word in \( \mathcal{A} \) and \( \rho = p_0a_1p_1 \ldots \) an accepting run over \( w \) in \( \mathcal{A} \). Consider the game \( G(\mathcal{A}, \mathcal{B}) \) where Spoiler plays \( \rho \) and Duplicator plays according to the winning strategy. Suppose we obtain a play \( v_0v_1v'_1 \ldots \) in \( G(\mathcal{A}, \mathcal{B}) \). Hence \( v'_0 = (p_0, q_0, S) \) is the initial configuration of \( G(\mathcal{A}, \mathcal{B}) \) and for all \( i > 0 \) we have \( v_i = (p_i, a_i, q_{i-1}, D) \) and \( v'_i = (p_i, q_i, S) \) where \( q_{i-1}, q_i \in Q^B \). The state \( q_0 \) is the initial state of \( \mathcal{B} \) and by definition of the edge relation in \( G(\mathcal{A}, \mathcal{B}) \), we have

\[
q_0 \xrightarrow{a} q_1 \xrightarrow{a} q_2 \ldots
\]  

Moreover, since Duplicator wins the play \( v'_0v_1v'_1 \ldots \), there are infinitely many \( i \) such that \( q_i \in F^B \). Hence the run in \( (2.1) \) is accepting and \( w \in L(\mathcal{B}) \). Since we consider an arbitrary \( w \), we have \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \). \( \square \)

The converse of this proposition, however, does not hold. We can simply construct two NBA where language inclusion holds, but simulation does not.

Example 2.5.6. Consider again the following two NBA \( \mathcal{A} \) (left) and \( \mathcal{B} \) (right) over the alphabet \( \Sigma = \{a, b, c\} \) that we have presented in Figure 1.1. For convenience, we present them again as follows.

In this case, we have \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \) and indeed \( L(\mathcal{A}) = L(\mathcal{B}) \). However, Spoiler wins \( G(\mathcal{A}, \mathcal{B}) \) with the following winning strategy. Initially, he moves his pebble from \( p_0 \) to \( p_1 \) by reading \( a \), i.e. he proceeds from the initial configuration \( (p_0, q_0, S) \) to \( (p_1, a, q_0, D) \). Duplicator then will move her pebble from \( q_0 \) to some \( q_x \), where \( x \in \{b, c\} \) and proceed to the configuration \( (p_1, q_x, S) \). From such a configuration, Spoiler reads \( \bar{x} \in \{b, c\} \setminus \{x\} \) by moving his pebble from \( p_1 \) to \( p_\bar{x} \). Hence we reach the configuration

\[
(p_\bar{x}, \bar{x}, q_x, D).
\]

Such a configuration does not have a valid successor since from the state \( q_x \) there is no \( \bar{x} \)-transition. Hence Duplicator gets stuck in the second round and loses the simulation game \( G(\mathcal{A}, \mathcal{B}) \).

The simulation game that is defined in Definition 2.5.4 can be seen as a parity game. Duplicator corresponds to player 0 and Spoiler to player 1. It is not hard to see that the winning condition of the simulation game can be expressed as a parity condition.

Proposition 2.5.7. For any two NBA \( \mathcal{A}, \mathcal{B} \) over \( \Sigma \), there is a parity game \( G \) with priorities 0, 1, and 2 where the numbers of nodes and edges are respectively

\[
|V| = O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|),
\]
\[
|E| = O(|\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot |\Sigma|)
\]

such that Duplicator wins \( G(\mathcal{A}, \mathcal{B}) \) iff player 0 wins the parity game \( G \).
Proof. Let $G = (V, V_0, V_1, E)$ be the configuration graph of $G(\mathcal{A}, \mathcal{B})$ and $v_0$ the initial configuration of $G(\mathcal{A}, \mathcal{B})$. Consider the parity game $G = (G, v_0, \Omega)$ where $\Omega$ is a priority function that mimics the winning condition of DUPLICATOR in the game $G(\mathcal{A}, \mathcal{B})$, i.e.

$$
\Omega(v) = \begin{cases} 
2, & \text{if } v = (p, q, S) \text{ and } q \in F^B \\
1, & \text{if } v = (p, a, q, D) \text{ and } p \in F^A \\
0, & \text{otherwise}
\end{cases}
$$

Suppose DUPLICATOR wins $G(\mathcal{A}, \mathcal{B})$. In the parity game $G$, player 0 plays according to the winning strategy for DUPLICATOR in $G(\mathcal{A}, \mathcal{B})$. Suppose we obtain a play $\pi = v_0 v_1 ...$. Since DUPLICATOR wins $G(\mathcal{A}, \mathcal{B})$, either there exist infinitely many $i$ such that $v_i = (p, q, S)$ with $q \in F^B$ or there are only finitely many $i$ such that $v_i = (p, a, q, D)$ with $p \in F^A$. In the first case, the highest priority that is seen infinitely often is 2 and in the second case, it is 0. Hence player 0 wins $G$. We can also show the other direction similarly.

The size of the constructed parity game $G$ is the same as the size of the configuration graph of $G(\mathcal{A}, \mathcal{B})$. It has at most $|\mathcal{A}| \cdot |\mathcal{B}| \cdot (|\Sigma| + 1)$ many nodes and $|\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot |\Sigma|$ many edges.

Since by Proposition 2.4.2, deciding the winner of a parity game with $n$ nodes, $m$ edges, and priorities 0, 1, and 2 can be done in time $O(nm)$, we have the following proposition.

**Proposition 2.5.8.** For any two NBA $\mathcal{A}$, $\mathcal{B}$, deciding $\mathcal{A} \subseteq \mathcal{B}$ is in time $O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^2)$.

This shows that deciding simulation can be done in polynomial time. We have a polynomial approximation for language inclusion. Such a cheap approximation, however, comes at price. We have seen in Example 2.5.6 that simulation is too weak to show language inclusion. There are even simple NBA $\mathcal{A}$, $\mathcal{B}$ in which their language inclusion cannot be shown by simulation. One reasonable question then is to ask whether we can extend simulation such that it can capture more language inclusion. In the next section, we give some extended simulations that are available in the literature.

## 2.6 Extended Simulations

One simple reason why the standard fair simulation fails to show language inclusion is because DUPLICATOR’s power is very limited. DUPLICATOR only sees the accepting run that is formed by Spoiler in $\mathcal{A}$ step by step, but has to guess the corresponding run in $\mathcal{B}$ correctly. This is in contrast to language inclusion in which one can see the whole accepting run in $\mathcal{A}$ and then decide whether there is a corresponding run in $\mathcal{B}$. Hence the typical extension of simulation is to modify the game framework such that either DUPLICATOR has more power or Spoiler has less power.

### 2.6.1 Static Multi-Letter Simulation

In the static multi-letter simulation, the game framework is modified such that Spoiler is weaker than in the standard fair simulation game. He is forced to read more than one letter in each round. More precisely, in the static $k$-letter simulation, where $k > 0$, in each round, Spoiler moves the pebble $k$ steps over some word $a_1 ... a_k$ and Duicator tries to mimic this move by moving the pebble $k$ steps over the same word. The winning condition
is the same as in the standard fair simulation. **Duplicator** wins iff **Spoiler** eventually gets stuck or whenever **Spoiler** forms an accepting run, **Duplicator** also forms an accepting run.

**Definition 2.6.1** ([HLL13]). Let \( A, B \) be two NBA over \( \Sigma \) and \( k > 0 \). The static \( k \)-letter simulation game is \( G^k_{\text{Stat}}(A, B) = ((V_0, V_1, E), v_0, \text{Win}) \) where **Spoiler**’s and **Duplicator**’s configurations are respectively

\[
V_1 = Q^A \times Q^B \times \{\top, \perp\} \times \{S\}, \\
V_0 = Q^A \times \Sigma^k \times Q^B \times \{\top, \perp\} \times \{D\},
\]

\( V = V_0 \cup V_1 \), the edge relation \( E \) is defined as

\[
(p, q, b, S) \to (p', w, q, b', D) \text{ in } E \iff p \xrightarrow{w}(p' \text{ and } b') = \begin{cases} \top & \text{ if } p \xrightarrow{w} p' \\ \perp & \text{ otherwise,} \end{cases}
\]

\[
(p, w, q, b, D) \to (p, q', b', S) \text{ in } E \iff q \xrightarrow{w}(q' \text{ and } b') = \begin{cases} \top & \text{ if } q \xrightarrow{w} q' \\ \perp & \text{ otherwise,} \end{cases}
\]

the initial configuration is \( v_0 = (p_0, q_0, \perp, S) \) where \( p_0, q_0 \) is the pair of the initial states of \( A, B \), and an infinite play \( v_0v_1 \ldots \in \text{Win} \) iff either there exist infinitely many \( i \) such that \( v_i = (p_i, q_i, \top, S) \) or there are only finitely many \( i \) such that \( v_i = (p_i, q_i, \top, D) \). We write \( A \sqsubseteq^k_{\text{Stat}} B \) if **Duplicator** wins \( G^k_{\text{Stat}}(A, B) \).

**Example 2.6.2.** Consider again the two NBA \( A, B \) from Example 2.5.6. We have \( A \sqsubseteq^2_{\text{Stat}} B \). In the first round of the game \( G^2_{\text{Stat}}(A, B) \), initially **Spoiler** will move his pebble two steps from \( p_0 \) to some state \( p_x \) where \( x \in \{b, c\} \) by reading \( ax \), i.e. he proceeds from the initial configuration \((p_0, q_0, \perp, S)\) to \((p_x, ax, q_0, \top, D)\). **Duplicator** then responds to this by moving her pebble from \( q_0 \) to \( q_x \), i.e. she proceeds to

\[
(p_x, q_x, \top, S).
\]  

From such a configuration, after **Spoiler** reads \( aa \) by looping in \( p_x \) and proceeding to \((p_x, aa, q_x, \top, D)\), **Duplicator** reads \( aa \) by looping in \( q_x \) and proceeding back to \((2.3)\). **Duplicator** repeats this procedure indefinitely. Hence **Duplicator** visits an accepting state infinitely often. She forms an accepting run. We obtain a play \( v_0v_1 \ldots \), where there are infinitely many \( i \) such that \( v_i = (p, q, \top, S) \). **Duplicator** wins the game \( G^2_{\text{Stat}}(A, B) \).
Example 2.6.3. Consider the two NBA $\mathcal{A}, \mathcal{B}$ in Figure 2.2. We have $\mathcal{A} \not\subseteq_{\text{Stat}} \mathcal{B}$. SPOILER wins the game $G^2_{\text{Stat}}(\mathcal{A}, \mathcal{B})$ with the following winning strategy. Initially, he reads $aa$ and hence the play proceeds from the initial configuration $(p_0, \epsilon, q_0, \bot, S)$ to $(p_2, aa, q_0, \bot, D)$. Duplicator does not have any choice except to read $aa$ by going to $q_2$ and reaching the configuration $(p_2, q_2, \bot, S)$. From this configuration, SPOILER again reads $aa$ and proceeds to $(p_4, aa, q_2, \bot, D)$. Duplicator again does not have any choice except to read $aa$ by going to some state $q_i$ where $x \in \{b, c\}$. The play then reaches the configuration $(p_4, q_i, \bot, S)$. In the next round, SPOILER reads $\bar{x}a$ where $\bar{x} \in \{b, c\} \setminus \{x\}$ and proceeds to the configuration $(p_5, \bar{x}a, q_i, \top, D)$. Such a configuration, however, does not have a valid successor since there is no $\bar{x}$-transition from $q_i$. Hence in the third round, Duplicator gets stuck and loses the play. SPOILER wins the game $G^2_{\text{Stat}}(\mathcal{A}, \mathcal{B})$.

Note that if $k = 1$, the static $k$-letter simulation game is equivalent to the standard fair simulation game. SPOILER and Duplicator only move one step in each round. Duplicator wins $G^k(\mathcal{A}, \mathcal{B})$ iff she wins the static $k$-letter simulation game $G^k_{\text{Stat}}(\mathcal{A}, \mathcal{B})$.

Proposition 2.6.4 ([HLL13]). $\subseteq_{\text{Stat}} = \subseteq$.

Similarly to the ordinary fair simulation, static $k$-letter simulation also approximates language inclusion. If we have $\mathcal{A} \subseteq_{\text{Stat}}^k \mathcal{B}$ for some $k \in \mathbb{N}$ then we also have language inclusion $L(\mathcal{A}) \subseteq L(\mathcal{B})$. The reason is also similar to the of the standard fair simulation. Every accepted word that can be produced by SPOILER in $\mathcal{A}$ can be mimicked by Duplicator in $\mathcal{B}$ by playing according to the winning strategy in $G^k_{\text{Stat}}(\mathcal{A}, \mathcal{B})$.

Proposition 2.6.5 ([HLL13]). For any two NBA $\mathcal{A}, \mathcal{B}$, if there is $k \in \mathbb{N}$ such that $\mathcal{A} \subseteq_{\text{Stat}}^k \mathcal{B}$ then $L(\mathcal{A}) \subseteq L(\mathcal{B})$.

Note that the reverse direction of this theorem does not hold. Similarly to ordinary simulation, language inclusion does not imply static multi-letter simulation. There are some cases in which language inclusion holds, but static $k$-letter simulation does not hold.

Corollary 2.6.6. There are two NBA $\mathcal{A}, \mathcal{B}$ such that $L(\mathcal{A}) \subseteq L(\mathcal{B})$, but $\mathcal{A} \not\subseteq_{\text{Stat}}^k \mathcal{B}$ for all $k > 0$.

Proof. Consider the following two NBA $\mathcal{A}, \mathcal{B}$.

\[ a \quad b \]
\[ p_0 \quad p_1 \]
\[ q_0 \quad q_1 \]
\[ q_2 \]

We have $L(\mathcal{A}) \subseteq L(\mathcal{B})$, but $\mathcal{A} \not\subseteq_{\text{Stat}}^k \mathcal{B}$ for any $k > 0$. SPOILER has a winning strategy in the game $G^k_{\text{Stat}}(\mathcal{A}, \mathcal{B})$. He reads $a^k$ indefinitely by looping in $p_0$ until Duplicator moves to $q_1$, i.e. from any configuration $(p_0, q, b, S)$ where $q \neq q_1$ and $b \in \{\bot, \top\}$, SPOILER proceeds to $(p_0, a^k, q, \top, D)$ by reading $a^k$. However if Duplicator eventually moves to $q_1$ then he moves to $p_1$, i.e. from the configuration $(p_0, q_1, \top, S)$, SPOILER proceeds to

\[(p_1, b^k, q_1, \top, D) \quad (2.4)\]

by reading $b^k$.

Now suppose Duplicator never moves to $q_1$. Hence she does not form an accepting run. We obtain a play $v'_0v'_1v'_2 \ldots$ where for all $i > 0$, $v_i = (p_0, a^k, q_0, \top, D)$ and $v'_i = (p_0, q_0, \bot, S)$. Hence SPOILER wins. However, if Duplicator eventually moves to $q_1$, then
in the next round, the play proceeds to \((2.4)\). Since there is no \(b\)-transition from \(q_1\), such a configuration does not have a valid successor. Duplicator gets stuck and hence loses the play. Spoiler wins the game \(\mathcal{G}_{\text{Stat}}^k(\mathcal{A}, \mathcal{B})\) for all \(k > 0\). \(\square\)

We can also see the static \(k\)-letter simulation as a parity game similarly as in the case of the fair simulation. We can consider the same priority function as in \((3.6)\). However the poiler’s and Duplicator’s configurations in the configuration graph of \(\mathcal{G}(\mathcal{A}, \mathcal{B})\) are of the form \((p, q, b, S)\) and \((p, w, q, b, D)\) where \(p \in Q^A\), \(q \in Q^B\), \(w \in \Sigma^k\), and \(b \in \{\bot, \top\}\). Hence there are \(2 \cdot |\mathcal{A}| \cdot |\mathcal{B}| \cdot (|\Sigma|^k + 1)\) many configurations. Moreover, the edges in the configuration graph of \(\mathcal{G}_{\text{Stat}}^k(\mathcal{A}, \mathcal{B})\) are of the form

\[
(p, q, b, S) \to (p', w, q, b', D) \text{ or } (p, w, q, b, D) \to (p, q', b', S),
\]

where \(p, p' \in Q^A\), \(q, q' \in Q^B\), \(w \in \Sigma^k\), and \(b, b' \in \{\bot, \top\}\). Hence the number of edges in the corresponding parity game is at most \(4 \cdot |\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot |\Sigma|^k\).

**Proposition 2.6.7** ([HLL13]). For any two NBA \(\mathcal{A}, \mathcal{B}\) and \(k > 0\), there is a parity game \(\mathcal{G}\) with priorities 0, 1, and 2 where the numbers of nodes and edges are

\[
|V| = O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|^k),
\]

\[
|E| = O(|\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot (|\Sigma|^k)
\]

such that Duplicator wins \(\mathcal{G}_{\text{Stat}}^k(\mathcal{A}, \mathcal{B})\) iff player 0 wins the parity game \(\mathcal{G}\).

By Proposition 2.4.2 since deciding the winner of a parity game with \(n\) nodes, \(m\) edges, and priorities 0, 1, and 2 can be done in time \(O(nm)\), we have the following proposition.

**Proposition 2.6.8** ([HLL13]). For any two NBA \(\mathcal{A}, \mathcal{B}\) over \(\Sigma\), deciding whether \(\mathcal{A} \sqsubseteq_{\text{Stat}}^k \mathcal{B}\) is in time \(O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^{2k})\).

### 2.6.2 Dynamic Multi-Letter Simulation

Another extension of simulation game that is introduced in [HLL13] is the dynamic \(k\)-letter simulation game. This simulation is also independently introduced in [CMI13]. Intuitively the game proceeds as follows. In the beginning of each round \(i > 0\), Duplicator first chooses some \(\ell_i \leq k\). Spoiler then moves his pebble \(\ell_i\) steps by reading some word \(w\) of length \(\ell_i\) and Duplicator tries to mimic this move by moving her pebble \(\ell_i\) steps by reading the same word \(w\). The winning condition of the game does not differ from the static multi-letter or the standard fair simulation. If one of the players gets stuck then the opponent wins, otherwise Duplicator wins iff whenever Spoiler forms an accepting run, she also forms one. Note that the static \(k\)-letter simulation is indeed a special case of the dynamic one where Duplicator always chooses \(\ell_i = k\) for each round.

Let us denote by \(\Sigma^{\leq k}\) the set of finite words over \(\Sigma\) of length at most \(k\). The game is formally defined as follows.

**Definition 2.6.9** ([CMI13, HLL13]). Let \(\mathcal{A}, \mathcal{B}\) be two NBA over \(\Sigma\) and \(k > 0\). The dynamic \(k\)-letter simulation game is \(\mathcal{G}_{\text{Dyn}}^k(\mathcal{A}, \mathcal{B}) = ((V, V_0, V_1, E), v_0, \text{Win})\) where Spoiler’s and Duplicator’s configurations are respectively

\[
V_1 = Q^A \times Q^B \times \{1, \ldots, k\} \times \{\top, \bot\} \times \{S\},
\]
\[ V_0 = \mathcal{Q}^A \times \Sigma^k \times \mathcal{Q}^B \times \{\top, \bot\} \times \{D\}, \]

\[ V = V_0 \cup V_1, \]

the edge relation \( E \) is defined as

\[(p, q, \ell, b, S) \rightarrow (p', w, q, b', D) \text{ in } E \quad \text{iff} \quad b' = \begin{cases} \top & \text{if } p \xrightarrow{w} p' \\ \bot & \text{otherwise,} \end{cases} \]

\[(p, w, q, b, D) \rightarrow (p, q', \ell, b', S) \text{ in } E \quad \text{iff} \quad b' = \begin{cases} \top & \text{if } q \xrightarrow{w} q' \\ \bot & \text{otherwise,} \end{cases} \]

the initial configuration is \( v_0 = (p_0, \epsilon, q_0, \bot, D) \) where \( p_0, q_0 \) is the pair of the initial states of \( \mathcal{A}, \mathcal{B} \), and an infinite play \( v_0v_1 \ldots \in \text{Win} \) iff either there exist infinitely many \( i \) such that \( v_i = (p_i, w_i, q_i, \top, S) \) or there are only finitely many \( i \) such that \( v_i = (p_i, q_i, \ell_i, \tau, D) \). We write \( \mathcal{A} \subseteq^k \mathcal{B} \) if Duplicator wins \( \mathcal{G}^k_{\text{Dyn}}(\mathcal{A}, \mathcal{B}) \).

**Example 2.6.10.** Consider again the two NBA \( \mathcal{A}, \mathcal{B} \) in Figure 2.2. We have \( \mathcal{A} \subseteq^2 \mathcal{B} \). Duplicator wins the game \( \mathcal{G}^2_{\text{Dyn}}(\mathcal{A}, \mathcal{B}) \) with the following winning strategy. Initially she asks Spoiler to move the pebble two steps, i.e. she proceeds from the initial configuration \((p_0, \epsilon, q_0, \bot, D)\) to \((p_0, q_0, 2, \bot, S)\). Duplicator then does not have any choice except to read \( aa \) and reach the configuration \((p_2, aa, q_0, \bot, D)\). From this configuration, Duplicator reads \( aa \), moves her pebble from \( q_0 \) to \( q_2 \), and asks Spoiler to move her pebble one step for the next round, i.e. Duplicator proceeds to \((p_2, q_2, 1, \bot, S)\). Duplicator again does not have any choice except to read \( a \) and continue to the configuration \((p_3, a, q_2, \bot, D)\). Duplicator reads \( a \), moves her pebble from \( q_2 \) to \( q_3 \), and asks Spoiler to move two steps for the next round. She proceeds to \((p_3, q_3, 2, \bot, S)\). From this configuration, Spoiler might either read \( ab \) or \( ac \), i.e. he proceeds to some configuration \((p_x, ax, q_3, \top, D)\) where \( x \in \{b, c\} \). Duplicator then responds to this by reading \( ax \), moving her pebble from \( q_3 \) to \( q_x \), and asking Spoiler to move one step for the next round. She proceeds to

\[(p_x, q_x, 1, \top, S). \quad (2.5)\]

From this configuration, whenever Spoiler continues to \((p_x, a, q_x, \top, D)\), Duplicator proceeds back to \((2.5)\). She repeats this procedure indefinitely. Hence Duplicator forms an accepting run. We obtain a play \( v_0v_1 \ldots \) in which there exist infinitely many \( i \) such that \( v_i = (p, q, \ell, \tau, S) \). By definition, Duplicator wins the play. She wins the game \( \mathcal{G}^2_{\text{Dyn}}(\mathcal{A}, \mathcal{B}) \).

Similarly to static \( k \)-letter simulation, in the case where \( k = 1 \), dynamic \( k \)-letter simulation is equivalent to the fair simulation. Duplicator wins the game \( \mathcal{G}^k_{\text{Dyn}}(\mathcal{A}, \mathcal{B}) \) iff she wins the game \( \mathcal{G}(\mathcal{A}, \mathcal{B}) \).

**Proposition 2.6.11** ([CM13, HLL13]), \( \subseteq^1_{\text{Dyn}} = \subseteq \).

It is not hard to see that if Duplicator wins the static \( k \)-letter simulation game, she also wins the dynamic \( k \)-letter simulation game. She simply chooses \( \ell_i = k \) in every round \( i > 0 \) and moves exactly as in the static \( k \)-letter simulation game.
Proposition 2.6.12 ([HLL13]). For all \( k > 0 \), \( \subseteq_{\text{Stat}}^k \subseteq \subseteq_{\text{Dyn}}^k \).

The other direction, however, does not hold. Duplicator might lose the static \( k \)-letter simulation game even though she wins the dynamic one. Consider again the two NBA \( \mathcal{A} \) and \( \mathcal{B} \) in Figure 2.2. We have seen in Example 2.6.10 that Duplicator wins the game \( G_{\text{Dyn}}^1(\mathcal{A}, \mathcal{B}) \). However, she loses the game \( G_{\text{Stat}}^1(\mathcal{A}, \mathcal{B}) \) as we have seen in Example 2.6.3.

Proposition 2.6.13 ([CM13, HLL13]). For any two NBA \( \mathcal{A}, \mathcal{B} \) if there is \( k > 0 \) such that \( \mathcal{A} \subseteq_{\text{Dyn}}^k \mathcal{B} \) then \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \).

The approximation of language inclusion with dynamic \( k \)-letter simulation is not complete. There are some cases in which language inclusion holds, but dynamic \( k \)-letter simulation does not hold for any \( k > 0 \). We can consider the same NBA \( \mathcal{A}, \mathcal{B} \) as in the static case.

Proposition 2.6.14. There are two NBA \( \mathcal{A}, \mathcal{B} \) such that \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \), but \( \mathcal{A} \not\subseteq_{\text{Dyn}}^k \mathcal{B} \) for all \( k > 0 \).

Proof. Consider the two NBA \( \mathcal{A}, \mathcal{B} \) as in the proof of Proposition 2.6.6. We have \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \), but \( \mathcal{A} \not\subseteq_{\text{Dyn}}^k \mathcal{B} \) for any \( k > 0 \). In the game \( G_{\text{Dyn}}^k(\mathcal{A}, \mathcal{B}) \), Spoiler wins by considering a similar winning strategy as in the proof of Proposition 2.6.6, i.e. he reads \( a' \) for any length \( \ell \) that is chosen by Duplicator. He reads \( a' \) by looping in \( p_0 \) until Duplicator moves to \( q_1 \). Formally, from any configuration \((p_0, q, \ell, b, S)\) where \( \ell \leq k \) and \( b \in \{\bot, \top\} \), if \( q \neq q_1 \) then Spoiler proceeds to \((p_0, a', q, \top, D)\), and if \( q = q_1 \) then he proceeds to \((p_1, b', q_1, \top, S)\). We can show similarly as in the proof of Proposition 2.6.6 that Spoiler wins \( G_{\text{Dyn}}^k(\mathcal{A}, \mathcal{B}) \) by using such a strategy.

We can also see the dynamic \( k \)-letter simulation game as a parity game in the same way as in the case of the static \( k \)-letter simulation. The size of the parity game that corresponds to the dynamic \( k \)-letter simulation game is slightly bigger than the static one. Recall from Definition 2.6.9 that Spoiler’s and Duplicator’s configurations in \( G_{\text{Dyn}}^k(\mathcal{A}, \mathcal{B}) \) are of the forms \((p, q, \ell, b, S)\) and \((p, w, q, b, D)\) where \( p \in Q^\alpha \), \( q \in Q^\beta \), \( \ell \in \{1, \ldots, k\} \), \( w \in \Sigma^\alpha \), and \( b \in \{\bot, \top\} \). Since \( |\Sigma^k| = |\Sigma| + \ldots + |\Sigma| = O(|\Sigma|^{k+1}) \), we will obtain a parity game with \( 2 \cdot |\mathcal{A}| \cdot |\mathcal{B}| \cdot (k + |\Sigma|^{k+1}) \) nodes. Moreover, the edges in the configuration graph of \( G_{\text{Dyn}}^k(\mathcal{A}, \mathcal{B}) \) are of the form

\[
(p, q, \ell, b, S) \rightarrow (p', w, q, b', D) \text{ or } (p, w, q, b, D) \rightarrow (p, q', \ell, b', S).
\]

where \( p, p' \in Q^\alpha \), \( q, q' \in Q^\beta \), \( w \in \Sigma^k \), \( \ell \in \{1, \ldots, k\} \), and \( b, b' \in \{\bot, \top\} \). Hence the number of edges in the corresponding parity game is at most \( 4k \cdot |\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|^{k+1} \).

Proposition 2.6.15 ([HLL13]). For any two NBA \( \mathcal{A}, \mathcal{B} \) and \( k > 0 \), there is a parity game \( G \) with priorities 0, 1, and 2 where the number of nodes and edges are respectively

\[
|V| = O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|^{k+1}).
\]
such that Duplicator wins \( G^k_{\text{Dyn}}(\mathcal{A}, \mathcal{B}) \) iff player 0 wins the parity game \( G \).

Since deciding the winner of a parity game with \(|V|\) many nodes, \(|E|\) many edges, and priorities \(0, 1,\) and \(2\) can be done in time \(O(|V| \cdot |E|)\), we have the following proposition.

**Proposition 2.6.16 ([CM13] [HLL13]).** For any two NBA \( \mathcal{A}, \mathcal{B} \) over \( \Sigma \) and \( k \in \mathbb{N} \), deciding \( \mathcal{A} \sim_{\text{Dyn}}^k \mathcal{B} \) is in time \( O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^{2k+2}) \).

### 2.6.3 Multi-Pebble Simulation

Multi-pebble simulation is a bit different from the static and dynamic multi-letter simulations. The players move alternatingly one step in each round as in the ordinary simulation game. However in this case, Duplicator is allowed to control several pebbles \([Ete02]\).

In the \( k \)-pebble simulation game, where \( k > 0 \), Duplicator controls \( k \) pebbles. Initially, Spoiler’s pebble is placed in the initial state of \( \mathcal{A} \) and all of Duplicator’s pebbles are placed in the initial state of \( \mathcal{B} \). The play then proceeds as follows. In each round \( i > 0 \), Spoiler moves his pebble in \( \mathcal{A} \) one step by reading some letter \( a \). Duplicator chooses some \( a \)-successors of the states which are currently occupied by her pebbles in \( \mathcal{B} \). She then moves her pebbles to the chosen successors by reading \( a \). Note that there might be a case where some of Duplicator’s pebbles cannot be moved, e.g. suppose Duplicator controls 2 pebbles which are currently in the states \( q_1 \) and \( q_2 \), \( q_1 \) has an \( a \)-successor, but \( q_2 \) does not. In such a case, Duplicator drops the pebbles that cannot be moved, duplicates the remaining ones so she has \( k \) pebbles again, and then moves them to the chosen successors. Duplicator wins an infinite play iff either Spoiler’s pebble does not form an accepting run or all of her pebbles that survive infinitely many rounds see some accepting state infinitely often.

Let us denote by \( \mathcal{P}_{\leq k}(S) \) the set of all subsets of \( S \) of size at most \( k \). Hence if \(|S| = n\) then \(|\mathcal{P}_{\leq k}(S)| \leq (n + 1)^k \). The game is formally defined as follows.

**Definition 2.6.17 ([Ete02]).** Let \( \mathcal{A}, \mathcal{B} \) be two NBA over \( \Sigma \) and \( k > 0 \). The \( k \)-pebble simulation game is \( G^k_{\text{Peb}}(\mathcal{A}, \mathcal{B}) = ((V, V_0, V_1, E), v_0, \text{Win}) \) where Spoiler’s and Duplicator’s configurations are respectively

\[
V_1 = Q_{\mathcal{A}} \times (\mathcal{P}_{\leq k}(Q^S) \setminus \{\emptyset\}) \times \mathcal{P}_{\leq k}(Q^B) \times |S|,
\]

\[
V_0 = Q_{\mathcal{A}} \times \Sigma \times (\mathcal{P}_{\leq k}(Q^S) \setminus \{\emptyset\}) \times \mathcal{P}_{\leq k}(Q^B) \times |D|,
\]

\( V = V_0 \cup V_1 \), the edge relation \( E \) is defined as

\((p, Q, R, S) \rightarrow (p', a, Q, R, D)\) in \( E \) iff \( p \xrightarrow{a} p' \)

\( \forall q' \in Q' \exists q \in Q \) such that \( q \xrightarrow{a} q' \) and

\((p, a, Q, R, D) \rightarrow (p, Q', R', S)\) in \( E \) iff \( R' = |r' \in Q' \setminus F^B | \exists r \in R : r \xrightarrow{a} r'| \) if \( R \neq \emptyset \),

\( R' = Q' \setminus F^B \) if \( R = \emptyset \),

the initial configuration is \( v_0 = (p_0, \{q_0\}, \emptyset, S) \) where \( p_0, q_0 \) is the pair of the initial states of \( \mathcal{A}, \mathcal{B} \), and an infinite play \( v_0V_1 \ldots \in \text{Win} \) iff either there exist infinitely many \( i \) such that \( v_i = (p, Q, \emptyset, S) \) or there are only finitely many \( i \) such that \( v_i = (p, Q, R, D) \) with \( p \in F^\mathcal{A} \).

We write \( \mathcal{A} \subseteq_{\text{Peb}}^k \mathcal{B} \) if Duplicator wins \( G^k_{\text{Peb}}(\mathcal{A}, \mathcal{B}) \).
The first and the third components in the configuration tell us the position of Spoiler’s and Duplicator’s pebbles. Since Duplicator uses \( k \) many pebbles, instead of one state, the third component is a set of at most \( k \) many states. The third component is used to define the winning condition of Duplicator. It remembers which pebbles that have not seen an accepting state since the last reset. Each time Duplicator moves her pebbles, we also update this component. Once it becomes empty then we reset. We put back again the current position of all Duplicator’s pebbles. Hence if we visit infinitely often configurations in which the third component is empty then all Duplicator’s pebbles that survive infinitely many rounds see an accepting state infinitely often. The second component in Duplicator’s configuration is the letter that has been read by Spoiler and has to be read by Duplicator, whereas the last component, as in the other simulation games we have described before, tells us which player that has the next turn.

**Example 2.6.18.** Consider again the NBA \( \mathcal{A}, \mathcal{B} \) from Example 2.5.6. We have \( \mathcal{A} \subseteq^2 \mathcal{B} \). In the game \( G^2_{\text{Peb}}(\mathcal{A}, \mathcal{B}) \), Duplicator has the following winning strategy. In the first round, after Spoiler moves his pebble from \( p_0 \) to \( p_1 \) by reading \( a \), i.e. proceeds from the initial configuration \((p_0, \{q_0\}, \emptyset, S)\) to \((p_1, a, \{q_0\}, \emptyset, D)\), Duplicator moves her two pebbles from \( q_0 \) each to \( q_b \) and \( q_c \). She proceeds to \((p_1, \{q_b, q_c\}, \{q_b, q_c\}, S)\). In the second round, after Spoiler moves his pebble from \( p_1 \) to some \( p_x \) where \( x \in \{b, c\} \), by reading \( x \), we reach the configuration \((p_x, x, \{q_b, q_c\}, \{q_b, q_c\}, D)\). Duplicator then drops the pebble in \( q_\bar{x} \) where \( \bar{x} \in \{b, c\} \setminus \{x\} \), duplicates the one at \( q_x \) once, and moves them to \( q'_x \), i.e. she continues to \((p_x, \{q'_x\}, \emptyset, S)\). From this configuration, for the rest of the play, whenever Spoiler reads \( a \) and proceeds to \((p_x, a, \{q'_x\}, \emptyset, D)\), Duplicator also reads \( a \) by moving her pebbles through the loop in \( q_x \) and proceeding back to \((p_x, \{q'_x\}, \emptyset, S)\). All Duplicator pebbles form an accepting run. We obtain a play \( v_0v_1 \ldots \) in which there are infinitely many \( i \) such that \( v = (p, Q, \emptyset, S) \). Hence Duplicator wins the play. She wins the game \( G^2_{\text{Peb}}(\mathcal{A}, \mathcal{B}) \).

Note that if \( k = 1 \) then it is not hard to see that the \( k \)-pebble game is equivalent to the fair simulation game since Duplicator only controls one pebble. Duplicator wins the game \( G^1_{\text{Peb}}(\mathcal{A}, \mathcal{B}) \) iff she wins \( G(\mathcal{A}, \mathcal{B}) \).

**Proposition 2.6.19.** \( \subseteq^1_{\text{Peb}} = \subseteq \).

Intuitively, the multi-pebble game extends the fair simulation game by giving Duplicator more power by controlling \( k \) many pebbles. Such a simulation also approximates language inclusion in the same sense as the static and dynamic multi-letter simulations.

**Proposition 2.6.20.** \( \subseteq^k_{\text{Peb}} \). For any two NBA \( \mathcal{A}, \mathcal{B} \), if there is \( k > 0 \) such that \( \mathcal{A} \subseteq^k \mathcal{B} \) then \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \).

The reverse direction of this proposition, however, does not hold. Similarly to static and dynamic multi-letter simulations, the approximation for language inclusion with multi-pebble simulation is also not complete. There is an example of a language inclusion which cannot be shown by multi-pebble simulation. We can even consider the same pair of NBA as in the case of static and dynamic multi-letter simulations.

**Corollary 2.6.21.** There are two NBA \( \mathcal{A}, \mathcal{B} \) such that \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \), but \( \mathcal{A} \not\subseteq^k_{\text{Peb}} \mathcal{B} \) for all \( k > 0 \).

**Proof.** Consider again the two NBA \( \mathcal{A}, \mathcal{B} \) in the proof of Proposition 2.6.6. We have \( L(\mathcal{A}) = L(\mathcal{B}) \) but \( \mathcal{A} \not\subseteq^k_{\text{Peb}} \mathcal{B} \) for any \( k \in \mathbb{N} \). In the game \( G^k_{\text{Peb}}(\mathcal{A}, \mathcal{B}) \), Spoiler has a winning
strategy as follows. She reads a indefinitely by looping in \( p_0 \) until Duplicator moves all her pebbles from the initial state to \( q_1 \), i.e. from any configuration \((p_0, Q, R, S)\) where \( Q \neq \{q_1\}\), Spoiler proceeds to \((p_0, a, Q, R, D)\). However if Duplicator eventually moves all her pebbles to \( q_1 \) then Spoiler moves to \( p_1 \) by reading \( b \), i.e. from the configuration \((p_0, \{q_1\}, \emptyset, S)\), Spoiler proceeds to
\[
(p_1, b, \{q_1\}, \emptyset, D). \tag{2.6}
\]

Now suppose Duplicator eventually moves all her pebbles from the initial state to \( q_1 \). In the next round, the play then proceeds to the configuration \((2.6)\). Such a configuration does not have a valid successor since there is no \( b \)-transition from \( q_1 \). Hence Duplicator loses the play. In the case where Duplicator never moves all of her pebbles from the initial state to \( q_1 \) then one of her pebbles, namely the one that is in \( q_0 \), does not form an accepting run. We obtain a play \( v_0' v_1' v_2' \ldots \) in which for all \( i > 0 \), \( v_i' = \{p_0, Q_i, R_i, S\}, Q_i \subseteq \{q_0, q_1\}, \) and \( q_0 \in R_i \). Since \( R_i \neq \emptyset \) for all \( i > 1 \), by definition, Duplicator loses the play. Spoiler wins the game \( G_{\text{Peb}}^k(A, B) \).

We can see the multi-pebble simulation game \( G_{\text{Peb}}^k(A, B) \) as a parity game where player 1 corresponds to Spoiler and player 0 to Duplicator. It is not hard to see that the winning condition of the multi-pebble simulation game can be expressed as a parity condition. We can simply consider a parity game \( G \) that is played in the same configuration graph as \( G_{\text{Peb}}^k(A, B) \) with a priority function that assigns priority 2 to any configuration \((p, Q, R, S)\) with \( R = \emptyset \), priority 1 to any configuration \((p, a, Q, R, D)\) with \( p \in F_A \), and priority 0 to other configurations. In this way, a play in the parity game \( G \) is won by player 0 iff it is won by Duplicator in the multi-pebble simulation game \( G_{\text{Peb}}^k(A, B) \). Moreover, by the definition of \( G_{\text{Peb}}^k(A, B) \), it is not hard to see that the configuration graph of \( G_{\text{Peb}}^k(A, B) \) has at most \(|A|(|B| + 1)^{2k} \cdot (|\Sigma| + 1)\) nodes and \(|A|^2 \cdot (|B| + 1)^{4k} \cdot |\Sigma|\) edges.

**Proposition 2.6.22** ([Ete02]). For any two NBA \( A, B \) and \( k \in \mathbb{N} \), there is a parity game \( G \) with priorities 0, 1, and 2 where the numbers of nodes and edges are respectively
\[
|V| = O(|A| \cdot |B|^{2k} \cdot |\Sigma|),
\]
\[
|E| = O(|A|^2 \cdot |B|^{4k} \cdot |\Sigma|)
\]
such that Duplicator wins \( G_{\text{Peb}}^k(A, B) \) iff player 0 wins the parity game \( G \).

Since deciding the winner of such a parity game can be done in time linearly in the products of the number of its nodes and edges, we have the following property.

**Proposition 2.6.23** ([Ete02]). For any two NBA \( A, B \) over \( \Sigma \), deciding \( A \subseteq_{\text{Peb}}^k B \) is in time \( O(|A|^3 \cdot |B|^{6k} \cdot |\Sigma|^3) \).

### 2.6.4 Delay Simulation

*Delay simulation* is introduced in [HKT10] and it is a bit different than the other extended simulations that have been mentioned before. Spoiler and Duplicator do not play on two automata, but on a regular language \( L \subseteq (\Sigma_1 \times \Sigma_2)^\omega \) with respect to a function \( f : \mathbb{N}^+ \rightarrow \mathbb{N}^+ \) called *delay function*. In every round \( i > 0 \), Spoiler chooses some word \( w \) over \( \Sigma_1 \) of length \( f(i) \) and Duplicator chooses some letter from \( \Sigma_2 \). The play goes on for infinitely
many rounds and each of the players forms an infinite word. Spoiler forms an infinite word over $\Sigma_1$ and Duplicator over $\Sigma_2$. Duplicator wins the play iff the pair of the infinite words that are formed by Spoiler and Duplicator is in the language $L$. The game is formally defined as follows.

**Definition 2.6.24 ([HKT10])**. Let $L \subseteq (\Sigma_1 \times \Sigma_2)^\omega$ be a regular language over $\Sigma_1 \times \Sigma_2$ and $f : \mathbb{N}_+^* \rightarrow \mathbb{N}_+^*$. The delay simulation game over the language $L$ and delay function $f$ is $G_{\text{Del}}^f(L) = ((V, V_0, V_1, E), v_0, \text{Win})$ where Spoiler’s and Duplicator’s configurations are respectively

$$V_1 = \mathbb{N}_+^+ \times \Sigma_2 \cup \{\epsilon\} \times \{\text{S}\}$$

$$V_0 = \mathbb{N}_+^+ \times \Sigma_1^* \times \{\text{D}\},$$

$V = V_0 \cup V_1$, the edge relation $E$ is defined as

$$(i, b, \text{S}) \rightarrow (i, a_1 \ldots a_n, \text{D}) \text{ in } E \quad \text{iff} \quad n = f(i) \text{ and } a_1 \ldots a_n \in \Sigma_1^*$$

$$(i, w, \text{D}) \rightarrow (i + 1, b, \text{S}) \text{ in } E \quad \text{iff} \quad b \in \Sigma_2,$$

the initial configuration is $v_0 = (1, \epsilon, \text{S})$, and an infinite play

$$(1, \epsilon, \text{S})(1, b_1, \text{D})(2, a_1 \ldots a_{n_1}, \text{S})(1, b_2, \text{D})\ldots$$

is in Win iff $(a_1, b_1)(a_2, b_2)\ldots \in L$. We say that $L$ is solvable with $f$ if Duplicator wins $G_{\text{Del}}^f(L)$.

**Example 2.6.25.** Consider the language $L$ over $\Sigma = \{0, 1\} \times \{0, 1\}$ that is given by the following NBA.

![NBA](image)

By $\ast$ we mean any bit of $\{0, 1\}$. Hence $(a_1, b_1)(a_2, b_2)\ldots \in \Sigma^\omega$ is in $L$ iff $b_1 = a_3$. For any delay function $f$ where $f(1) \geq 3$, the language $L$ is solvable with $f$. Duplicator has a winning strategy in the game $G_{\text{Del}}^f(L)$. In the first round, Spoiler will choose a word $a_1 \ldots a_{f(1)} \in \{0, 1\}^*$, i.e. he proceeds from the initial configuration $(1, \epsilon, \text{S})$ to $(1, a_1 \ldots a_{f(1)}, \text{D})$. Since $f(1) \geq 3$, Duplicator then responds to this by choosing the letter $a_3$, i.e. she proceeds to $(1, a_3, \text{S})$. Furthermore, started from the second round, no matter what Spoiler does, Duplicator simply extends her word with 0. From any configuration $(i, w, \text{D})$ where $i > 1$, Duplicator proceeds to $(i + 1, 0, \text{S})$. In this way, Spoiler forms $a_1a_2\ldots$ while Duplicator forms $a_30\omega$. Since the word $(a_1, a_3)(a_2, 0)(a_3, 0)\ldots$ is in the language $L$, Duplicator wins the play. She wins the game $G_{\text{Del}}^f(L)$.

In [HKT10], it is shown that if $L$ is solvable with some arbitrary delay function $f$ then it is also solvable with a special kind of delay function $f'$ in which $f'(1) = d$ for some constant $d \in \mathbb{N}$ and $f(i) = 1$ for all $i > 1$. Such a special delay function is called constant delay function. If the language $L$ can be represented by a deterministic parity automaton $\mathcal{A}$ and is solvable with some delay function $f$ then it is also solvable with a constant delay function where the constant is doubly exponential in the size of the automaton and exponential in the number of priorities.
Lemma 2.6.28. For any two NBA $\mathcal{A}$ and $\mathcal{B}$ over $\Sigma$, let $L_{\mathcal{A},\mathcal{B}} \subseteq (\Sigma^* \times (\Sigma^* \times 2^{\Sigma^* \times 2^{\Sigma^*}}))$ such that \(((p_0, a_1, p'_1), (q_0, b_1, q'_1)) ((p_1, a_2, p'_2), (q_1, a_2, q'_2)) \ldots \in (\Sigma^* \times (\Sigma^* \times 2^{\Sigma^* \times 2^{\Sigma^*}})))$ is in $L_{\mathcal{A},\mathcal{B}}$ iff either

1. $p'_i \neq p_i$ for some $i > 0$,
2. $p'_i = p_i$ for all $i > 0$ and $p_0a_1p_1 \ldots \notin \text{AccRun}(\mathcal{A})$, or
3. $q'_i = q_i$, $a_i = b_i$ for all $i > 0$ and $q_0b_1q_1 \ldots \in \text{AccRun}(\mathcal{B})$.

$L_{\mathcal{A},\mathcal{B}}$ is solvable with a delay function with constant 1 iff $\mathcal{A} \subseteq \mathcal{B}$.

Proof. Suppose Dupepltor wins the game $G(\mathcal{A}, \mathcal{B})$. Let $f$ be a delay function with constant 1, i.e. $f(i) = 1$ for all $i \in \mathbb{N}$. In the delay simulation game $G^f_{\text{Del}}(L_{\mathcal{A},\mathcal{B}})$, Dupepltor plays as follows. Suppose in the beginning of round $i + 1$, Spoiler and Dupepltor have formed the words $(p_0, a_1, p'_1) \ldots (p_{i-1}, a_i, p'_i) \in (E^A)^*$ and $(q_0, b_1, q'_1) \ldots (q_{i-1}, b_i, q'_i) \in (E^B)^*$, and Spoiler extends his word with $(p_i, a_{i+1}, p'_{i+1}) \in E^A$. Hence we reach the configuration $(i+1, (p_i, a_{i+1}, p'_{i+1}), \mathcal{D})$. In the case where there is $j$, $1 \leq j \leq i$, such that $p'_j \neq p_j$, Dupepltor simply extends her word by choosing some arbitrary transition $(q, b, q') \in E^B$. Otherwise, we have $p'_j = p_j$ for all $1 \leq j \leq i$ and $r = p_0a_1p_1 \ldots p_{i+1}p'_i$ is a valid run in $\mathcal{A}$. In this case, Dupepltor considers what she would do in $G(\mathcal{A}, \mathcal{B})$ if Spoiler has formed the run $r$ and she has formed the run $r' = q_0b_1q_1 \ldots q_i$. If Dupepltor extends her run to $q_{i+1}$ by reading $a_{i+1}$ then in the game $G^f_{\text{Del}}(L_{\mathcal{A},\mathcal{B}})$, Dupepltor continues by extending her word with $(q'_i, a_{i+1}, q_{i+1})$, i.e. she proceeds to $(i + 2, (q'_i, a_{i+1}, q_{i+1}), S)$.

Now suppose Spoiler and Dupepltor have formed infinite words $\rho = (p_0, a_1, p'_1) (p_1, a_2, p'_2) \ldots$ and $\rho' = (q_0, b_1, q'_1) (q_1, b_2, q'_2) \ldots$. There are three cases: either $\rho$ does not correspond to a valid run, i.e. there is $i > 0$ such that $p'_i \neq p_i$, $\rho$ corresponds to a
valid run but not accepting, i.e. \( p'_i = p_i \) for all \( i \in \mathbb{N} \), but \( p_0 a_1 p_1 \ldots \not\in \text{AccRun}(\mathcal{A}) \), or \( \rho \) corresponds to a valid and accepting run in \( \mathcal{A} \). In the first two cases, by definition of \( L_{\mathcal{A}, \mathcal{B}} \), Duplicator wins. In the third case, since Duplicator plays according to the winning strategy in \( G(\mathcal{A}, \mathcal{B}) \), we have \( a_i = b_i \) for all \( i \in \mathbb{N} \) and \( q_0 b_1 q_1 \ldots \) is accepting. Hence \( ((p_0, a_1, p'_1), (q_0, b_1, q'_1)) ((p_1, a_2, p'_2), (q_1, b_2, q'_2)) \ldots \) is in \( L_{\mathcal{A}, \mathcal{B}} \). Duplicator also wins the game \( G^f_{\text{Del}}(L_{\mathcal{A}, \mathcal{B}}) \). We can also show similarly that Duplicator wins \( G(\mathcal{A}, \mathcal{B}) \) if she wins the game \( G^f_{\text{Del}}(L_{\mathcal{A}, \mathcal{B}}) \). □

Delay simulation can be used to approximate language inclusion. If there exists \( d \in \mathbb{N} \) such that the language \( L_{\mathcal{A}, \mathcal{B}} \) is solvable with a delay function with constant \( d \) then language inclusion holds.

**Corollary 2.6.29.** For any two NBA \( \mathcal{A}, \mathcal{B} \) over \( \Sigma \) if \( L_{\mathcal{A}, \mathcal{B}} \) is solvable with some delay function with constant \( d \) then \( L(\mathcal{A}) \subseteq L(\mathcal{B}) \).

**Proof.** For any word \( w = a_1 a_2 \ldots \in L(\mathcal{A}) \), let \( \rho = p_0 a_1 p_1 \ldots \) be an accepting run over \( w \) in \( \mathcal{A} \). Let \( f \) be some delay function with constant \( d \) such that \( L_{\mathcal{A}, \mathcal{B}} \) is solvable with \( f \). We then consider the game \( G^f_{\text{Del}}(L_{\mathcal{A}, \mathcal{B}}) \), assuming that Spoiler forms a word \( (p_0, a_1, p_1)(p_1, a_2, p_2) \ldots \) and Duplicator plays according to the winning strategy. Since Duplicator wins, she will form \( (q_0, a_1, q_1)(q_1, a_2, q_2) \ldots \) such that \( ((p_0, a_1, p_1), (q_0, a_1, q_1)) ((p_1, a_2, p_2), (q_1, a_2, q_2)) \ldots \in L_{\mathcal{A}, \mathcal{B}} \). Since \( p_0 a_1 p_1 \ldots \) is an accepting run in \( \mathcal{A} \), by definition of \( L_{\mathcal{A}, \mathcal{B}} \), \( q_0 a_1 q_1 \ldots \) is an accepting run in \( \mathcal{B} \). Hence \( w \in L(\mathcal{B}) \). □

In the next chapter, we will introduce our notion of buffered simulation and compare it with all the extended simulations that have been mentioned in this chapter. We will further show the advantage and disadvantage of using the extended simulations when approximating language inclusion in comparison to buffered simulation in Chapter 5.
Chapter 3

Buffered Simulation

In this chapter, we give the formal definition of buffered simulation which is the main topic of this work. We will start with a simple case of buffered simulation where only one buffer is involved. In such a case, buffered simulation is a simple extension of standard fair simulation. It extends the game framework of the standard fair simulation such that Duplicator can postpone her move and use the buffer to temporarily store letter that is read by Spoiler, before she executes it in her structure. We will consider some variants of such a simulation game and show how they relate to the extended simulations that we have listed in the previous chapter.

From the case of one buffer, we will consider its natural extension to the case where multiple buffers are involved. Duplicator can use several buffers to store Spoiler’s letters in which each letter determines to which buffers it should be stored. We will show various examples of buffered simulation with multiple buffers and also its expressive power.

3.1 Simulation with One Buffer

To illustrate buffered simulation with one buffer, consider a simulation game where a FIFO buffer is available throughout the play. Spoiler plays by moving his pebble one step in each round as in the standard fair simulation, but Duplicator is allowed to skip her turn and use the buffer to store Spoiler’s letter. For simplicity, let us assume that the capacity of the buffer is $k \in \mathbb{N}$. This simply means that Duplicator can only use the buffer to store at most $k$ many letters. Intuitively, a play proceeds as follows. In each round, Spoiler moves his pebble one step in $\mathcal{A}$ by reading a letter, suppose $a$, and then pushes a copy of $a$ to the buffer. Duplicator responds to this by either skipping her turn and doing nothing, or popping some letters from the buffer, suppose $a_1, \ldots, a_n$, and then moving her pebble in $\mathcal{B}$, $n$ steps, by reading $a_1 \ldots a_n$. After Duplicator’s turn, the buffer should not contain more than $k$ many letters, otherwise Duplicator loses immediately. The play then proceeds to the next round.

The winning condition in the buffered simulation game is the same as in the standard fair simulation game. Duplicator wins iff Spoiler eventually gets stuck or Duplicator forms an accepting run whenever Spoiler forms one. We can formally define buffered simulation with one buffer as follows.

**Definition 3.1.1.** Let $\mathcal{A}, \mathcal{B}$ be two NBA over $\Sigma$ and $k \in \mathbb{N}$. The buffered simulation game with one buffer of capacity $k$ is $G^k(\mathcal{A}, \mathcal{B}) = ((V, V_0, V_1, E), v_0, \text{Win})$ where Spoiler’s and
Duplicator’s configurations are respectively

\[ V_1 = Q^A \times \Sigma^k \times Q^B \times \{ \top, \bot \} \times \{ S \}, \]

\[ V_0 = Q^A \times \Sigma^{k+1} \times Q^B \times \{ \top, \bot \} \times \{ D \}, \]

\[ V = V_0 \cup V_1, \] the edge relation \( E \) is defined as

\[ (p, w, q, b, S) \rightarrow (p', wa, q, b, D) \text{ in } E \iff p \xrightarrow{u} p', \]

\[ (p, w, q, b, D) \rightarrow (p, w', q', b', S) \text{ in } E \iff \exists u = a_1 \ldots a_n \in \Sigma^* \text{ such that } q \xrightarrow{u} q', \]

\[ w = uw', \text{ and } \]

\[ b' = \begin{cases} \top & \text{if } u \neq \epsilon \text{ and } q \xrightarrow{u} q' \\ \bot & \text{otherwise,} \end{cases} \]

the initial configuration is \( v_0 = (p_0, \epsilon, q_0, \bot, S) \) where \( p_0, q_0 \) is the pair of the initial states of \( \mathcal{A}, \mathcal{B} \) and an infinite play \( v_0v_1 \ldots \in \text{Win} \) iff there exist infinitely many \( i \) such that \( v_i = (p, w, q, \top, D) \) or there are only finitely many \( i \) such that \( v_i = (p, w, q, b, S) \) with \( p \in F^A \). We write \( \mathcal{A} \sqsubseteq^1 \mathcal{B} \) if Duplicator wins \( \mathcal{G}^1(\mathcal{A}, \mathcal{B}) \).

In the configuration of \( \mathcal{G}^k(\mathcal{A}, \mathcal{B}) \), the first and the third components respectively represent the position of Spoiler’s and Duplicator’s pebbles, the second one represents the content of the buffer, the fourth one remembers whether Duplicator has moved through an accepting state, and the last one tells us which player has the next turn. It is not necessary to remember whether Spoiler has moved through an accepting state since he only moves one step in each round. We can simply determine this by looking at Spoiler’s current state.

Note that we include the requirement where Duplicator should obey the capacity restriction by the definition of a valid configuration. Spoiler’s configuration \( (p, w, q, b, S) \) is only valid if \( |w| \leq k \). Hence Duplicator can only proceed to a configuration where the buffer contains at most \( k \) many letters. If such a move is not possible then Duplicator gets stuck and loses the play immediately. However, since we only check the capacity restriction after Duplicator’s move, the configuration \( (p, w, q, b, D) \) is valid if \( |w| \leq k + 1 \). This intuitively means that Spoiler can push one more letter to a “full” buffer and it is Duplicator’s responsibility to shorten the buffer again. We illustrate this condition in the following example.

Example 3.1.2. Consider again the two NBA \( \mathcal{A}, \mathcal{B} \) from Example 2.5.6. For convenience, we present them again as follows.

\[
\begin{array}{ccc}
\text{A} & \text{B} \\
\begin{array}{ccc}
p_0 & a & b \\
p_1 & c & p_b \\
p_a & a & p_b \\
& & \\
& & \\
\end{array} & \\
\begin{array}{ccc}
q_0 & a & q_b \\
q_e & c & q_b \\
q_a & a & q_b \\
& & \\
& & \\
\end{array}
\end{array}
\]

We have \( \mathcal{A} \sqsubseteq^1 \mathcal{B} \) since Duplicator wins \( \mathcal{G}^1(\mathcal{A}, \mathcal{B}) \) with the following winning strategy. After Spoiler proceeds from the initial configuration \( (p_0, \epsilon, q_0, \bot, S) \) to \( (p_1, a, q_0, \bot, D) \) by reading \( a \), Duplicator skips her turn. Hence at the end of the first round, we reach the configuration \( (p_1, a, q_0, \bot, S) \). Spoiler then continues to some configuration \( (p, ax, q_0, \bot, D) \).
by reading some $x \in \{b, c\}$. **Duplicator** responds to this by reading $ax$ and proceeds to $(p_1, \epsilon, q_1', \top, S)$, i.e. she pops $ab$ or $ac$ from the buffer by going to the accepting state $q_1'$ or $q_c'$ respectively. From the configuration $(p_1, \epsilon, q_1', \top, S)$, it is not hard to see that **Duplicator** can continue accordingly and win the play.

In the game $G^k(\mathcal{A}, \mathcal{B})$, the capacity constraint has to be satisfied only after **Duplicator**’s turn. Hence it is also possible to consider buffered simulation where the capacity of the buffer is 0. Intuitively, this just means that **Duplicator** has to pop the letter that is pushed by **Spoiler** immediately. In fact, buffered simulation with one buffer of capacity 0 is equivalent to the ordinary simulation. We formally show this as follows.

**Theorem 3.1.3.** $\subseteq_0 = \subseteq_1$.

**Proof.** Let $\mathcal{A}$, $\mathcal{B}$ be two NBA and suppose **Duplicator** wins $G(\mathcal{A}, \mathcal{B})$. In the game $G^0(\mathcal{A}, \mathcal{B})$, **Duplicator** plays as follows. In any round $i > 0$, if we are at some configuration $(p, a, q, b, D)$ then we look at what **Duplicator** would do in the game $G(\mathcal{A}, \mathcal{B})$ if she is at the configuration $(p, a, q, D)$. If she reads $a$ by going to $q'$, i.e. proceeds to $(p, q', S)$, then in $G^0(\mathcal{A}, \mathcal{B})$, **Duplicator** does the same. She proceeds to $(p, q', b', S)$ where $b' = \top$ iff $q' \in F^B$. **Duplicator** moves her pebble in the same way as in $G(\mathcal{A}, \mathcal{B})$.

Let $v_0v_1 \cdots$ be a play that is obtained in the game $G^0(\mathcal{A}, \mathcal{B})$. Since **Duplicator** wins $G(\mathcal{A}, \mathcal{B})$, either there exist infinitely many $i$ such that $v_i = (p_i, q_i, b_i, D)$ with $q_i \in F^B$, or there are infinitely many $i$ such that $v_i = (p_i, a_i, b_i, S)$ with $q_i \in F^B$ and hence $b_i = \top$. Thus **Duplicator** wins the play $v_0v_1 \cdots$. She wins the game $G^0(\mathcal{A}, \mathcal{B})$ if she wins $G(\mathcal{A}, \mathcal{B})$. The other direction can also be shown similarly. \qed

In the buffered simulation game $G^k(\mathcal{A}, \mathcal{B})$, **Duplicator** has a preview of **Spoiler**’s move. The bigger the buffer, the more preview **Duplicator** can have. Actually, winning is monotone in the amount of information available about the opponent’s future moves. Whenever **Duplicator** wins the buffered simulation game $G^k(\mathcal{A}, \mathcal{B})$, she also wins any game $G^{k'}(\mathcal{A}, \mathcal{B})$ in which $k' \geq k$.

**Theorem 3.1.4.** $\subseteq_0 \subseteq_1 \subseteq_2 \cdots$

**Proof.** For any $k \in \mathbb{N}$, we have $\subseteq_k \subseteq_0 \subseteq_{k+1}$. **Duplicator** can use the winning strategy in $G^k(\mathcal{A}, \mathcal{B})$ for the game $G^{k+1}(\mathcal{A}, \mathcal{B})$.

For the strictness part, consider the automata in Figure 3.1. For all $k \in \mathbb{N}$, **Duplicator** wins the game $G^{k+1}(\mathcal{A}_k, \mathcal{B}_k)$. Intuitively, she skips her turn until **Spoiler**’s pebble reaches $p_{k+1}$. Hence we eventually reach the configuration $(p_{k+1}, a^{k+1}, q_0, \bot, S)$. **Spoiler** then will read some $x \in \{b, c\}$ and proceed to the configuration $(p_x, a^{k+1}x, q_0, \bot, D)$. **Duplicator**
responds to this by popping all the letters from the buffer and reaches the corresponding accepting state, i.e. she proceeds to \((p_x, \epsilon, q_x, \top, D)\). From such a configuration, Duplicator can play accordingly and win the play.

Duplicator, however, loses the game \(G^k(A_k, B_k)\). In \(G^k(A_k, B_k)\), the winning strategy for Spoiler is to initially move his pebble to \(p_{k+1}\). Since the capacity of the buffer is \(k\), in some round \(k' \leq k + 1\), Duplicator moves her pebble. At the end of round \(k + 1\), we reach some configuration \((p_{k+1}, w, q_i, \perp, S)\) where \(w \in a^*\) and \(1 \leq i \leq 2k + 2\). If \(i\) is odd then Spoiler reads \(c\) and proceeds to \((p_c, wc, q_i, \perp, D)\), otherwise he reads \(b\) and proceeds to \((p_b, wb, q_i, \perp, D)\). Since from any state \(q_i\), if \(i\) is odd, there is no \(c\)-transition, and if \(i\) is even, there is no \(b\)-transition, from such configurations, Duplicator eventually gets stuck and loses the play. 

It is also possible to consider buffered simulation in which the capacity of the buffer is unbounded. This simply means that there is no bound on how many letters Duplicator can store to the buffer. She can store as many letters as she wants. Let us denote such a game \(G^\omega(A, B)\). The formal definition of \(G^\omega(A, B)\) is basically the same as Definition 3.1.1. The only difference is in the definition of Spoiler’s and Duplicator’s valid configurations. For the game \(G^\omega(A, B)\), we have

\[
V_1 = Q^A \times \Sigma^* \times Q^B \times \{\top, \perp\} \times \{S\},
\]

\[
V_0 = Q^A \times \Sigma^* \times Q^B \times \{\top, \perp\} \times \{D\}.
\]

We write \(A \sqsubseteq^\omega B\) if Duplicator wins \(G^\omega(A, B)\).

**Example 3.1.5.** Consider the following two NBA \(A\) and \(B\) that are obtained by slightly modifying the automata from Example 3.1.2

![Automata Diagram]

We have \(A \sqsubseteq^\omega B\) since Duplicator has a winning strategy in the game \(G^\omega(A, B)\) as follows. She skips her turns until Spoiler moves the pebble to the accepting state \(p_b\) or \(p_c\), i.e. from any configuration

\[
(p, w, q_0, \perp, D)
\]

where \(w \in \Sigma^*\), if \(p \in \{p_0, p_1\}\), Duplicator proceeds to \((p, w, q_0, \perp, S)\).

If Spoiler eventually reaches \(p_b\) or \(p_c\), i.e. reaches the configuration \((3.3)\) with \(p = p_x\) and \(x \in \{b, c\}\), then Duplicator moves her pebble from \(q_0\) to \(q'_b\) or \(q'_c\), respectively, by popping all the letters from the buffer. She proceeds to

\[
(p_x, \epsilon, q'_x, \top, S).
\]

From such a configuration, it is not hard to see that Duplicator can continue accordingly and win the play.

In the case where Spoiler never moves his pebble to \(p_b\) or \(p_c\) then he does not form an accepting run. We obtain a play \(v_0v'_1v_1 \ldots\) in which for all \(i > 0\), \(v'_i = (p_0, w, q, b, D)\) and \(p_0 \notin F^A\). In such a case, Duplicator wins the play. Hence Duplicator wins the game \(G^\omega(A, B)\).
Buffered simulation with an unbounded buffer includes the one with a bounded buffer. If Duplicator wins $G^k(\mathcal{A}, \mathcal{B})$ for some $k \in \mathbb{N}$ then she also wins $G^\omega(\mathcal{A}, \mathcal{B})$ with the same winning strategy. For all $k \in \mathbb{N}$, we have $\subseteq^k \subseteq \subseteq^\omega$. This inclusion however is strict. We formally show this in the following proposition.

**Proposition 3.1.6.** For any $k \in \mathbb{N}$, $\subseteq^k \subseteq \subseteq^\omega$.

**Proof.** For the strictness part, consider the two NBA $\mathcal{A}$, $\mathcal{B}$ from Example 3.1.5. For any $k \in \mathbb{N}$, Spoiler wins the game $G^k(\mathcal{A}, \mathcal{B})$. The winning strategy is as follows. He loops in $p_0$ by reading $a$ until Duplicator moves to $q_a$ or $q_c$. In other words, from any configuration $(p_0, w, q_0, \perp, S)$ where $w \in a^{\leq k}$, Spoiler proceeds to $(p_0, wa, q_0, \perp, D)$. Since the capacity of the buffer is bounded by $k$, there is a round $k' \leq k + 1$ where Duplicator leaves $q_0$. The play eventually reaches a configuration $(p_0, w', q_s, \perp, S)$ where $w' \in a^{\leq k}$ and $x \in \{b, c\}$. In such a case, Spoiler continues to $p_\bar{x}$ where $\bar{x} \in \{b, c\} \setminus \{x\}$ by reading $a\bar{x}$, i.e. he proceeds to $(p_1, w' a, q_s, \perp, D)$ by reading $a$, and after Duplicator continues to some configuration $(p_1, w'', q_s, \perp, S)$ by skipping her turn or popping some $as$ from the buffer, he proceeds to

$$(p_\bar{x}, w'' \bar{x}, q_s, \perp, S)$$

by reading $\bar{x}$.

From such a configuration, Spoiler continues by looping in $p_\bar{x}$ for the rest of the play. Since from $q_s$ there is no $\bar{x}$-transition, Duplicator eventually will get stuck and lose the play.

Duplicator loses the game $G^k(\mathcal{A}, \mathcal{B})$ for all $k \in \mathbb{N}$. However, from Example 3.1.5 we have seen that she wins $G^\omega(\mathcal{A}, \mathcal{B})$. Hence we have the desired property. \ □

Buffered simulation with an unbounded buffer does not characterise language inclusion. There are cases in which Duplicator loses the buffered simulation game with an unbounded buffer, but language inclusion holds.

**Corollary 3.1.7.** There are two NBA $\mathcal{A}$, $\mathcal{B}$ such that $L(\mathcal{A}) \subseteq L(\mathcal{B})$, but $\mathcal{A} \not\subseteq^\omega \mathcal{B}$.

**Proof.** Consider the pair of automata $\mathcal{A}'$, $\mathcal{B}'$ that are obtained from $\mathcal{A}$, $\mathcal{B}$ from Example 3.1.5 by considering all states to be accepting. Hence $L(\mathcal{A}') = L(\mathcal{B}') = a^* \cdot (a^\omega \cup (b \cup c) \cdot a^\omega)$. However, we have $\mathcal{A}' \not\subseteq^\omega \mathcal{B}'$. The winning strategy for Spoiler in the game $G^\omega(\mathcal{A}', \mathcal{B}')$ is similar to the one that we have described in the proof of Proposition 3.1.6. Intuitively, Spoiler loops in the initial state of $\mathcal{A}'$ indefinitely until Duplicator leaves the initial state of $\mathcal{B}'$. If Duplicator eventually leaves the initial state then we can show similarly as in the proof of Proposition 3.1.6 that she eventually gets stuck and loses the play. However, if Duplicator never leaves the initial state then she does not form an accepting run, but Spoiler forms one. We obtain a play $v_0v_1 \ldots$ in which there are only finitely many $i$ such that $v_i = (p, w, q, \top, S)$, but there are infinitely many $i$ such that $v_i = (p, w, q, b, D)$ with $p \in F^{\mathcal{A}}$. Hence Spoiler wins $G^\omega(\mathcal{A}', \mathcal{B}')$. \ □

Any buffered simulation game $G^k(\mathcal{A}, \mathcal{B})$ with $k \in \mathbb{N} \cup \{\omega\}$, can be seen as a parity game. Player 1 corresponds to Spoiler and player 0 to Duplicator. It is not hard to see that the winning condition of the buffered simulation game can be expressed as a parity condition.

**Theorem 3.1.8.** For any two NBA $\mathcal{A}$, $\mathcal{B}$ over $\Sigma$ and $k \in \mathbb{N} \cup \{\omega\}$, we can construct in polynomial time a parity game $\mathcal{G}$ with priorities $0$, $1$, and $2$ such that Duplicator wins $G^k(\mathcal{A}, \mathcal{B})$ iff player 0 wins the parity game $\mathcal{G}$.
Let $G = (V, V_0, V_1, E)$ be the configuration graph of $G^k(A, B)$ and $v_0$ the initial configuration of $G^k(A, B)$. Consider the parity game $G = (G, v_0, \Omega)$ where $\Omega$ is a priority function that mimics the winning condition of DUPLICATOR in the game $G^k(A, B)$, i.e.

$$\Omega(v) = \begin{cases} 
2 & \text{if } v = (p, w, q, \top, S) \\
1 & \text{if } v = (p, w, q, b, D) \text{ and } p \in F^A \\
0 & \text{otherwise.}
\end{cases} \quad (3.6)$$

Suppose DUPLICATOR wins $G^k(A, B)$. In the parity game $G$, player 0 plays according to the winning strategy for DUPLICATOR in $G^k(A, B)$. Let $\pi = v_0v_1\ldots$ be a play that is obtained in $G$. Since DUPLICATOR wins $G^k(A, B)$, either there exist infinitely many $i$ such that $v_i = (p, w, q, \top, S)$ or there are only finitely many $i$ such that $v_i = (p, w, q, b, D)$. In the first case, the highest priority that is seen infinitely often is 2 and in the second one, it is 0. Hence player 0 wins $G$. We can also show the other direction similarly. \hfill \Box

This shows that the buffered simulation game $G^k(A, B)$, $k \in \mathbb{N} \cup \{\omega\}$, can be seen as a parity game by considering a priority function as in (3.6). Recall that in a parity game, the winner always has a memoryless strategy. Thus the winner of $G^k(A, B)$, $k \in \mathbb{N} \cup \{\omega\}$, also has a memoryless winning strategy.

There is also a special kind of winning strategy for DUPLICATOR if she ever wins a buffered simulation game. If DUPLICATOR wins the buffered simulation game $G^k(A, B)$ for some $k \in \mathbb{N} \cup \{\omega\}$, she also has a winning strategy in which she only pops at most one letter in each round. We can convert any winning strategy in the buffered simulation game to such a special one. Intuitively, if the strategy tells DUPLICATOR to move her pebble by popping several letters from the buffer then DUPLICATOR remembers the path that she should have taken and moves the pebble in the next rounds by popping the letters one by one.

To formally show this, let $G^k_{One}(A, B)$ be a variant of buffered simulation game where in every round, DUPLICATOR moves her pebble at most only one step. The formal definition of $G^k_{One}(A, B)$ is basically the same as the one in Definition 3.1.1 but with $|u| \leq 1$. We write $A \sqsubseteq^k_{One} B$ if DUPLICATOR wins $G^k_{One}(A, B)$.

**Theorem 3.1.9.** $\sqsubseteq^k_{One} = \sqsubseteq^k$.

**Proof.** The left-to-right direction is trivial since if DUPLICATOR wins $G^k_{One}(A, B)$ then DUPLICATOR also wins $G^k(A, B)$ by considering the same winning strategy.

For the other direction, suppose DUPLICATOR wins $G^k(A, B)$. Let $\sigma$ be a memoryless winning strategy for DUPLICATOR in the game $G^k(A, B)$. In $G^k_{One}(A, B)$, from the initial configuration, DUPLICATOR plays according to $\sigma$ until at one point the strategy tells DUPLICATOR to pop $n > 1$ many letters, i.e. to proceed from some configuration $(p, a_1 \ldots a_m, q, b, D)$ to

$$(p, a_{n+1} \ldots a_m, q, b', S), \quad (3.7)$$

by taking some path $qa_1q_1 \ldots a_nq_n$. In the game $G^k_{One}(A, B)$, DUPLICATOR pops the letters $a_1, \ldots, a_n$ one by one. Note that if during such moves,Spoiler moves his pebble along the path $r = pa_{m+1}p_1 \ldots a_{m+n}p_n$, then from the configuration $(p, a_1 \ldots a_m, q, b, D)$, the play proceeds successively to the configurations:

$$(p, a_2 \ldots a_m, q_1, b_1, S), (p_1, a_2 \ldots a_{m+1}, q_1, b_1, D), \ldots, (p_n, a_{n+1} \ldots a_{m+n}, q_k, b_k, D),$$
where \( b_i = \top \) iff \( q_i \in F^B \) for all \( i \in \{1, \ldots, k\} \). Du\-\ unpleasant then looks again what she would do in \( G^k(\mathcal{A}, \mathcal{B}) \) if from the configuration (3.8). Spoiler continues by moving the pebble along the path \( r \). She then repeats this procedure indefinitely.

Let \( \pi = \nu_0\nu_1 \ldots \) be the play that is obtained in the game \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \). Since Du\-\ unpleasant forms the same run that she would have formed in \( G^k(\mathcal{A}, \mathcal{B}) \) and she wins the game \( G^k(\mathcal{A}, \mathcal{B}) \), there exist infinitely many \( i \) such that \( v_i = (p, w, q, \tau, D) \) or there are only finitely many \( i \) such that \( v_i = (p, w, q, b, D) \) with \( p \in F^A \). Hence Du\-\ unpleasant also wins the play \( \pi \). She wins the game \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \).

In the case where we consider a game with a bounded buffer, there is even a more restricted winning strategy for Du\-\ unpleasant if she ever wins the buffered simulation game. If Du\-\ unpleasant wins the game \( G^k(\mathcal{A}, \mathcal{B}) \) in which \( k \in \mathbb{N} \), there is a winning strategy where Du\-\ unpleasant skips her turn for the first \( k \) rounds and pops only one letter in each round for the rest of the play. Note that if Du\-\ unpleasant plays according to such a strategy then after the \( k \)-th round, the buffer is always full, i.e. it always contains \( k \) many letters at the end of the round. In each round \( i > k \), Du\-\ unpleasant always forms a run that is \( k \) steps behind Spooner’s run.

We can convert any Du\-\ unpleasant’s winning strategy in \( G^k(\mathcal{A}, \mathcal{B}) \), where \( k \in \mathbb{N} \), to such a special one. Intuitively, if the strategy tells Du\-\ unpleasant to move her pebble in some round \( i \leq k \), Du\-\ unpleasant remembers the path that she should have taken and only moves the pebble after round \( k \), step by step. To show this formally, let \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \), \( k \in \mathbb{N} \), be a restricted variant of buffered simulation where Du\-\ unpleasant’s move is restricted such that she has to skip her turn in the first \( k \) rounds and move the pebble one step in each round for the rest of the play. The formal definition of \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \) is the same as the one in Definition 3.1.1 but with \( |u| = 0 \) if \( |w| \leq k \) and \( |u| = 1 \) if \( |w| = k + 1 \). We write \( \mathcal{A} \sqsubseteq^k_{\text{Full}} \mathcal{B} \) if Du\-\ unpleasant wins \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \). In the following, we show that the game \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \) and the original buffered simulation game \( G^k(\mathcal{A}, \mathcal{B}) \) are indeed equivalent.

**Theorem 3.1.10.** \( \sqsubseteq^k_{\text{Full}} \equiv \sqsubseteq^k \).

**Proof.** The left-to-right direction is trivial. For the right-to-left direction, by Theorem 3.1.9 it suffices to show that \( \sqsubseteq^k_{\text{One}} \equiv \sqsubseteq^k_{\text{Full}} \). Now suppose Du\-\ unpleasant wins \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \). The winning strategy for Du\-\ unpleasant in \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \) is as follows. Initially, she skips her turns for the first \( k \) rounds. Suppose in the first \( k \) rounds, Spooner moves his pebble along the run \( p_0a_1p_1 \ldots p_k \) and in round \( k + 1 \), he goes to \( p_{k+1} \) by reading \( a_{k+1} \). Hence in round \( k + 1 \), we are in the configuration

\[
(p_{k+1}, a_1 \ldots a_{k+1}, q_0, \bot, D).
\]

Du\-\ unpleasant then looks at what she would do in \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \) if from the initial configuration, Spooner moves the pebble along the path \( r = p_0a_1p_1 \ldots p_{k+1} \). If Du\-\ unpleasant responds to this by moving the pebble along \( q_0a_1q_1 \ldots q_n \) and proceeding to the configuration

\[
(p_{k+1}, a_{n+1} \ldots a_{k+1}, q_n, b_n, D)
\]

then in the game \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \), Du\-\ unpleasant pops the letters \( a_1, \ldots, a_n \) one by one. If during such moves, Spooner moves his pebble along the path \( r' = p_{k+1}a_{k+2}p_{k+2} \ldots a_{k+n+1}p_{k+n+1} \) then from the configuration (3.8), the play proceeds successively to the configurations:

\[
(p_{k+1}, a_2 \ldots a_{k+1}, q_1, b_1, S), (p_{k+1}, a_2 \ldots a_{k+1}, q_1, b_1, D), \ldots, (p_{k+1}, a_{n+1} \ldots a_{k+n+1}, q_n, b_n, D),
\]
where \( b_i = \top \) iff \( q_i \in F^B \) for all \( i \in \{1, \ldots, k\} \). Duplicator again looks at what she would do in \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \) if from configuration (3.9) Spoiler moves along \( r' \). She then repeats the same procedure for the rest of the play.

Since Duplicator forms the same run that she would have formed in \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \) and she wins \( G^k_{\text{One}}(\mathcal{A}, \mathcal{B}) \), in the play \( v_0v_1 \ldots \) that is formed in \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \), there are infinitely many \( i \) with \( v_i = (p, w, q, \top, S) \) or finitely many \( i \) such that \( v_i = (p, w, q, b, D) \) with \( p \in F^A \). Duplicator also wins the game \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \).

Hence in the buffered simulation game with one buffer of capacity \( k \in \mathbb{N} \), if Duplicator wins the game \( G^k(\mathcal{A}, \mathcal{B}) \), we can assume that there is a winning strategy that initially lets the buffer fill up with \( k \) many letters and then moves alternatingly with Spoiler by popping one letter in each round for the rest of the play.

### 3.2 The Flushing Variant

Another interesting variant of buffered simulation game is the one where Duplicator is required to pop all the letters from the buffer each time she moves the pebble. Hence after Duplicator moves, the buffer is always empty. Let us denote such a game \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) and call it the flushing variant. Moreover, let us also call the move where \( D \) pops all the letters from the buffer flushing. The formal definition of \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) only differs from Definition [3.1.1] in the length of the word \( u \) that is chosen by Duplicator. We either have \( |u| \leq 0 \) or \(|u| = |w| \). We write \( \mathcal{A} \leq^k_{\text{Flush}} \mathcal{B} \) if Duplicator wins the flushing variant \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \).

#### Example 3.2.1

Consider the following two NBA \( \mathcal{A}, \mathcal{B} \) that we have presented in Figure 1.2. For convenience, we present the automata again as follows.
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Duplicator loses the flushing variant \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) for any \( k \in \mathbb{N} \). Spoiler wins with the following winning strategy. He initially goes to \( p_1 \) and loops there by reading \( b \) until at one point Duplicator flushes the buffer and leaves the initial state. Formally, from the initial configuration \((p_0, a, q_a, \bot, S)\), Spoiler proceeds to \((p_1, a, q_a, \bot, D)\) and from any configuration \((p_1, w, q_a, \bot, S)\) where \( w \neq \epsilon \), he continues to \((p_1, wb, q_a, \bot, D)\).

Since the capacity of the buffer is bounded by \( k \), there is some round \( k' \leq k + 1 \) where Duplicator flushes the buffer. Hence at round \( k' + 1 \), we reach some configuration \((p_1, \epsilon, q_a, \top, S)\) where \( x \in \{b, c\} \). Spoiler then continues by reading \( \overline{x} \) where \( \overline{x} \in \{b, c\} \setminus \{x\} \). He proceeds to

\[
(p_1, \overline{x}, q_s, \top, D).
\]

(3.10)

 Spoiler then reads \( b \) by looping in \( p_1 \) for the rest of the play. Duplicator eventually gets stuck because there is no \( \overline{x} \)-transition from \( q_s \). Thus Spoiler wins \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \).

Similarly to the general case, we can also consider the flushing variant for the case where we consider an unbounded buffer. For any NBA \( \mathcal{A}, \mathcal{B} \), let us denote such a game with \( G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \). The definition of \( G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) is the same as \( G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) where \( k \in \mathbb{N} \).
The only difference is in the definition of Spoiler’s and Duplicator’s valid configurations. They are respectively defined as in (3.1) and (3.2). We write $A \sqsubseteq^\omega_{\text{Flush}} B$ if Duplicator wins $G^\omega_{\text{Flush}}(A, B)$.

**Example 3.2.2.** Consider again the two NBA $A, B$ from Example 3.2.1. Duplicator also loses the flushing variant $G^\omega_{\text{Flush}}(A, B)$. The winning strategy for Spoiler is the same as in Example 3.2.1. He reads $abb \ldots$ indefinitely until Duplicator flushes the buffer by going to some state $q_x$ where $x \in \{b, c\}$. Spoiler then reads $\bar{x} \in \{b, c\} \setminus \{x\}$ to make Duplicator get stuck.

In this case, Duplicator additionally might skip her turn forever and never flushes the buffer. However Spoiler still wins in such a case since he forms an accepting run and Duplicator does not. We obtain a play $v_0v'_1v_1 \ldots$ where for all $i > 0$, we have $v_i = (p_1, w, q_{a_0}, \bot, S)$ and $v'_i = (p_1, w, q_{a_0}, \bot, D)$ where $w \in ab^*$. Since $p_1 \in F^A$, Spoiler wins the play. He wins the game $G^\omega_{\text{Flush}}(A, B)$.

Unlike the variants $G^k_{\text{Flush}}(A, B)$ and $G^k_{\text{One}}(A, B)$, the flushing variant $G^k_{\text{Flush}}(A, B)$ is not equivalent to the original buffered simulation game. We do not have the inclusion $\sqsubseteq^k \subseteq \sqsubseteq^\omega_{\text{Flush}}$ because there are cases in which Duplicator wins the general buffered simulation game, but loses the corresponding flushing variant.

**Theorem 3.2.3.** For any $k \in \mathbb{N}^+ \cup \{\omega\}$, $\sqsubseteq^k_{\text{Flush}} \subseteq \sqsubseteq^\omega_{\text{Flush}}$.

**Proof.** The inclusion part is trivial since any winning strategy in $G^k_{\text{Flush}}(A, B)$ is also a winning strategy in $G^\omega_{\text{Flush}}(A, B)$. For the strictness part, consider the two NBA $A, B$ in Example 3.2.1. We have seen that Duplicator loses the flushing variant $G^k_{\text{Flush}}(A, B)$ for any $k \in \mathbb{N} \cup \{\omega\}$. However, she wins the general buffered simulation game $G^k_{\text{Flush}}(A, B)$ with $k = 1$. Initially, Spoiler will read $a$ in the first round. He will proceed from the initial configuration $(p_0, \epsilon, q_{a_0}, \bot, S)$ to $(p_1, a, q_{a_0}, \bot, D)$. Duplicator then skips her turn. She proceeds to the configuration $(p_1, a, q_{a_0}, \bot, S)$. Now from any configuration

$$(p_1, x, q_x, b_x, S)$$

where $x \in \{a, b, c\}$ and $b_x \in \{\top, \bot\}$, Spoiler will read $b$ or $c$ and continue to the configuration $(p_1, xb, q_x, b_x, D)$ or $(p_1, xc, q_x, b_x, D)$, respectively. In the first case, Duplicator pops $x$ from the buffer and proceeds to $(p_1, b, q_b, \top, S)$ and in the second one to $(p_1, c, q_c, \top, S)$. Hence we are back again to the configuration of the form (3.11). Duplicator repeats this procedure indefinitely. In other words, Duplicator skips her turn in the first round and then moves the pebble one step for the rest of the play according to the letter that is pushed by Spoiler to the buffer. If Spoiler pushes $b$ then Duplicator pops one letter from the buffer and moves from her current state to $q_b$. However, if Spoiler pushes $c$ then she moves to $q_c$. Thus in each round, Duplicator’s has a preview of Spoiler’s move one step. This enables her to move the pebble accordingly. She will never get stuck. Duplicator will form an accepting run, i.e. we obtain a play $v_0v'_1v_1v'_2 \ldots$ where for all $i > 1$, we have $v_i = (p, w, q, \top, S)$. Hence Duplicator wins the play. He wins the game $G^1(A, B)$. By Theorem 3.1.4 and Proposition 3.1.6 she also wins the game $G^k(A, B)$ for all $k \in \mathbb{N}^+ \cup \{\omega\}$. 

The flushing variant also admits a hierarchy with respect to the capacity of the buffer as in the general case. It is not hard to see that the inclusions $\sqsubseteq^k_{\text{Flush}} \subseteq \sqsubseteq^{k+1}_{\text{Flush}}$ and $\sqsubseteq^k_{\text{Flush}} \subseteq \sqsubseteq^\omega_{\text{Flush}}$ hold for all $k \in \mathbb{N}$. The inclusions are indeed strict since the examples that are used for the general case in the proof of Theorem 3.1.4 and Theorem 3.1.6 also work for the flushing variant. Thus we have the following theorem.
The inclusion is trivial. For the strictness part, let Sketch.

Proof. After $S$ proceeds from the initial configuration (Figure 3.2), the game for any $k

The Full-Flushing Variant

Beside the flushing variant, we can also consider a more restricted variant where Duplicator is only allowed to flush the buffer after the buffer is full. This variant of course only makes sense if the capacity of the buffer is bounded. Otherwise, the buffer will never be full. Let us call such a variant full-flushing variant and denote it with $G^k_{F\text{Flush}}(A, B)$, $k \in \mathbb{N}$. The full-flushing variant proceeds exactly like the flushing variant $G^k_{\text{Flush}}(A, B)$, but in every round, Duplicator skips her turn if Spoiler does not push a letter into a full buffer, otherwise she flushes the buffer. The formal definition of $G^k_{F\text{Flush}}(A, B)$ only differs from Definition 3.1.1 in the length of the word $u$ that is chosen by Duplicator. We have $|u| = 0$ if $|w| \leq k$ and $|u| = |w|$ if $|w| = k + 1$. We write $A \subseteq^k_{F\text{Flush}} B$ if Duplicator wins the full-flushing variant $G^k_{F\text{Flush}}(A, B)$.

The full-flushing variant is weaker than the ordinary flushing variant. There are cases where Duplicator loses the full-flushing variant but wins the ordinary flushing variant. We will show this in general, i.e. for any $k \in \mathbb{N}$, there is a pair of automata $A, B$ such that Duplicator loses the full-flushing variant $G^k_{F\text{Flush}}(A, B)$, but wins the flushing variant $G^k_{\text{Flush}}(A, B)$.

Theorem 3.2.5. For any $k > 0$, $\subseteq^k_{F\text{Flush}} \subseteq^k_{\text{Flush}}$

Proof. The inclusion is trivial. For the strictness part, let $k > 0$ and consider two NBA $A_k, B_k$ as given in Figure 3.2. We have $A_k \not\subseteq^k_{F\text{Flush}} B_k$. Spoiler has a winning strategy in the game $G^k_{F\text{Flush}}(A_k, B_k)$. He first reads $a^{k+1}$. Since Duplicator is only allowed to flush the buffer when the buffer is full with $k + 1$ many letters, the play eventually proceeds to the configuration $(p_{k+1}, a^{k+1}, q_0, \perp, D)$. From this configuration, Duplicator has no choice except to flush the buffer. She reads $a^{k+1}$ and proceeds to $(p_{k+1}, \epsilon, q_{k+1}, \perp, S)$ or $(p_{k+1}, \epsilon, q_{k+2}, \perp, S)$. In the first case, Spoiler continues to $(p_c, c, q_{k+1}, \perp, D)$ by reading $c$ and in the second one to $(p_b, b, q_{k+2}, \perp, D)$ by reading $b$. From such configurations, Duplicator eventually will get stuck since the state $q_{k+1}$ only has a $b$-transition and the state $q_{k+2}$, a $c$-transition. Hence Duplicator loses the game $G^k_{F\text{Flush}}(A_k, B_k)$.

Duplicator, however, wins the game $G^k_{\text{Flush}}(A_k, B_k)$. She wins with the following strategy. After Spoiler proceeds from the initial configuration $(p_0, \epsilon, q_0, \perp, S)$ to $(p_1, a, q_0, \perp, D)$ by reading $a$, Duplicator immediately pops $a$ from the buffer. She proceeds to $(p_1, \epsilon, q_1, \perp, S)$. Duplicator then skips her turn until Spoiler reaches either $p_b$ or $p_c$. We eventually reach the configuration $(p_b, a^k b, p_1, \perp, D)$ or $(p_c, a^k c, p_1, \perp, D)$. In this case, Duplicator wins by playing $a^{k+1}$, the buffer will be full, and Duplicator again has no choice but to flush it. The game continues along the same path, and Duplicator eventually wins.
PLICATOR flushes the buffer and proceeds to \((p_b, \epsilon, q_b, \top, S)\) or \((p_c, \epsilon, q_c, \top, S)\) respectively. From this configuration, DPLICATOR can play accordingly and win the play. \(\square\)

Unlike the flushing variant and the general case of buffered simulation, the full-flushing variant does not admit a hierarchy as the capacity of the buffer grows. If DPLICATOR wins the full-flushing variant \(G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B})\) then it is not necessary that DPLICATOR also wins \(G^k_{\text{Flush}}(\mathcal{A}, \mathcal{B})\) for any \(k' \geq k\).

**Theorem 3.2.6.** For any \(k > 0\), \(\equiv^k_{\text{Flush}} \subseteq \equiv^{k+1}_{\text{Flush}}\).

**Proof.** Consider again the NBA given in Figure 3.2. For any \(k > 0\), we have \(\mathcal{A}_{k+1} \subseteq \equiv^k_{\text{Flush}} \mathcal{B}_{k+1}\). DPLICATOR wins the game \(G^k_{\text{Flush}}(\mathcal{A}_{k+1}, \mathcal{B}_{k+1})\) with the following winning strategy. She first waits until the buffer is filled with \(k + 1\) many letters, i.e. until the play proceeds to \((p_{k+1}, a^{k+1}, q_0, \bot, D)\). From this configuration, DPLICATOR flushes the buffer and proceeds to the configuration \((p_{k+1}, \epsilon, q_{k+1}, \bot, S)\). DPLICATOR then waits again until the buffer is filled with \(k + 1\) many letters, i.e. until the play proceeds to \((p_b, aba^k, q_{k+1}, \bot, D)\) or \((p_c, aca^k, q_{k+1}, \bot, D)\). From such configurations, DPLICATOR again flushes the buffer and proceeds to the configuration \((p_b, \epsilon, q_b, \top, S)\) or \((p_c, \epsilon, q_c, \top, S)\), respectively. From this configuration, DPLICATOR can continue accordingly and win the play. DPLICATOR, however, loses the game \(G^{k+1}_{\text{Flush}}(\mathcal{A}_{k+1}, \mathcal{B}_{k+1})\) as we have seen in the proof of Theorem 3.2.5. \(\square\)

The flushing and the full-flushing variants of buffered simulation with one buffer are closely related to the static and dynamic multi-letter simulations. We will investigate their relations, together with the relation of buffered simulation with one buffer to other extended simulations listed in Chapter 2 in the following section.

### 3.3 Relation to Other Simulations

#### 3.3.1 Static Multi-Letter Simulation

Let us start with the static multi-letter simulation. Recall that in the static \(k\)-letter simulation game, at each round, SPOILER moves his pebble \(k\) steps and DPLICATOR follows this by moving her pebble \(k\) steps. This is basically equivalent to the the full-flushing variant of buffered simulation where DPLICATOR has to skip her turn until SPOILER pushes \(k\) many letters to the buffer and then flushes the buffer. The static \(k\)-letter simulation is indeed equivalent to the full-flushing variant of buffered simulation where the capacity of the buffer is \(k - 1\). Note that we have \(k - 1\) instead of \(k\) since in the game \(G^{k-1}_{\text{Flush}}(\mathcal{A}, \mathcal{B})\), SPOILER can still push one more letter to a full buffer before DPLICATOR flushes the buffer.

**Theorem 3.3.1.** For any \(k > 0\), \(\equiv^k_{\text{Stat}} = \equiv^{k-1}_{\text{Flush}}\).

**Proof.** Suppose DPLICATOR wins \(G^k_{\text{Stat}}(\mathcal{A}, \mathcal{B})\). The winning strategy for DPLICATOR in \(G^{k-1}_{\text{Flush}}(\mathcal{A}, \mathcal{B})\) is as follows. From some configuration \((p, \epsilon, q, b, S)\), if the play eventually proceeds to the configuration \((p_k, a_1 \ldots a_k, q, \bot, D)\) because SPOILER moves his pebble along the run \(r = pa_1p_1 \ldots p_k\) then DPLICATOR looks at what she would do in the game \(G^k_{\text{Stat}}(\mathcal{A}, \mathcal{B})\) if she is in some configuration \((p_k, a_1 \ldots a_k, q, b, D)\) where \(b = \top\) iff at least one of \(p_1, \ldots, p_k\) is a final state. If DPLICATOR proceeds to the configuration \((p_k, q', b', S)\) then in \(G^{k-1}_{\text{Flush}}(\mathcal{A}, \mathcal{B})\), she proceeds to \((p_k, \epsilon, q', b', S)\).
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Now let $v_0v_1\ldots$ be the play that is obtained in $G^{k-1}_{\text{Flush}}(A, B)$. Since Duplicator wins $G_{\text{Stat}}(A, B)$, either there exist infinitely many $i$ such that $v_i = (p, e, q, T, S)$ or there are only finitely many $i$ such that $v_i = (p, w, q, b, D)$ with $p_i \in F^\mathcal{A}$. Hence Duplicator also wins the play $v_0v_1\ldots$. She wins the game $G^{k-1}_{\text{Flush}}(A, B)$. The other direction can also be shown similarly.

3.3.2 Dynamic Multi-Letter Simulation

For the dynamic $k$-letter simulation, we will show similarly that it is included in the flushing variant of buffered simulation where the buffer is of capacity $k - 1$. Recall that in the dynamic $k$-letter simulation game, at each round, Duplicator can choose how long Spoiler should move his pebble. If Duplicator chooses $\ell \leq k$ then Spoiler moves his pebble $\ell$ steps and Duplicator responds to this by moving her pebble also $\ell$ steps. Any winning strategy in the dynamic $k$-letter simulation game can be translated to the one for the flushing variant of buffered simulation of capacity $k - 1$. Intuitively, if in the dynamic $k$-letter simulation game Duplicator chooses $\ell$ then in the flushing variant of buffered simulation, Duplicator skips her turn and lets Spoiler push $\ell$ many letters to the buffer before Duplicator flushes the buffer. Hence if Duplicator wins the dynamic $k$-letter game $G^k_{\text{Dyn}}(A, B)$, she also wins the flushing variant $G^{k-1}_{\text{Flush}}(A, B)$.

**Theorem 3.3.2.** For any $k > 0$, $\mathcal{E}^k_{\text{Dyn}} \subseteq \mathcal{E}^{k-1}_{\text{Flush}}$.

**Proof.** Suppose Duplicator wins the game $G^k_{\text{Dyn}}(A, B)$. The winning strategy for Duplicator in the game $G^{k-1}_{\text{Flush}}(A, B)$ is as follows. If in $G^k_{\text{Dyn}}(A, B)$, Duplicator proceeds from the initial configuration $(p_0, e, q_0, b, D)$ to $(p_0, q_0, \ell, \top, S)$ then in the game $G^{k-1}_{\text{Flush}}(A, B)$ Duplicator initially skips her turn until Spoiler pushes $\ell$ many letters to the buffer by moving his pebble along some path $r = pa_1p_1\ldots p_\ell$. Hence we reach some configuration $(p_\ell, a_1\ldots a_\ell, q_0, \top, D)$. Duplicator then looks at what she would do in $G^k_{\text{Dyn}}(A, B)$ if she is in the configuration $(p_\ell, a_1\ldots a_\ell, q_0, b, D)$ where $b = \top$ iff at least one of $p_1,\ldots,p_\ell$ is final. If Duplicator proceeds to $(p_\ell, q', \ell', b', S)$ then in the game $G^{k-1}_{\text{Flush}}(A, B)$, she proceeds to $(p_\ell, e, q', b', S)$, waits until Spoiler pushes $\ell'$ many letters to the buffer, and then repeats the same procedure.

Now let $v_0v_1\ldots$ be the play that is obtained in $G^{k-1}_{\text{Flush}}(A, B)$. Since Duplicator wins $G^k_{\text{Dyn}}(A, B)$, either there exist infinitely many $i$ such that $v_i = (p, e, q, T, S)$ or there are only finitely many $i$ such that $v_i = (p, w, q, b, D)$ with $p_i \in F^\mathcal{A}$. Hence Duplicator also wins the play $v_0v_1\ldots$. She wins the game $G^{k}_{\text{Flush}}(A, B)$.

Note that unlike the static $k$-letter simulation, if Duplicator wins the flushing variant with buffer of capacity $k - 1$, it is not the case that she also wins the dynamic $k$-letter simulation game. There is even a pair of automata $A, B$ where Duplicator wins the game $G^2_{\text{Flush}}(A, B)$, but loses the game $G^k_{\text{Dyn}}(A, B)$ for all $k > 0$.

**Lemma 3.3.3.** There is a pair of NBA $A, B$ such that $A \not\equiv^k_{\text{Dyn}} B$ for all $k > 1$, but $A \subseteq^1_{\text{Flush}} B$.

**Proof.** Consider the following two NBA $A, B$ that are slightly modified from the ones in Example 3.1.2.
Duplicator wins $G^1_{\text{Flush}}(\mathcal{A}, \mathcal{B})$. She simply flushes the buffer whenever Spoiler moves his pebble to $p_0$ and skips her turn if Spoiler moves to $p_1$, i.e. from any configuration $(p,a,q_0,\perp,D)$ if $p = p_0$ then she proceeds to $(p_0,\epsilon,q_0,\perp,S)$ and if $p = p_1$ then she proceeds to $(p_1,a,q_0,\perp,S)$.\hfill (3.12)

Spoiler eventually will move his pebble to $p_1$ since otherwise he will lose for not producing an accepting run. Hence in some round, we will reach the configuration $\clubsuit给自己\|\$ 5. From this configuration, Spoiler will proceed to some configuration $(p_s,ax,q_0,\perp,D)$ where $x \in \{b,c\}$ by reading $x$. Duplicator then flushes the buffer and continues to $(p_s,\epsilon,q_s',\tau,S)$. From this configuration, it is not hard to see that Duplicator can continue accordingly and win the play.

Duplicator however loses the game $G^k_{\text{Dyn}}(\mathcal{A}, \mathcal{B})$ for any $k > 1$. The winning strategy for Spoiler is as follows. In the first round, if Duplicator chooses some $\ell \leq k$, i.e. proceeds from the initial configuration to $(p_0,q_0,\ell,\perp,S)$, then Spoiler loops $\ell - 1$ many times in $p_0$ by reading $a^{\ell - 1}$ and then goes to $p_1$ by reading $a$. Hence we reach the configuration $(p_1,a^{\ell},q_0,\perp,D)$. Duplicator will either reads $a^\ell$ by looping in $q_0$, $\ell$ many times, or looping in $q_0$, $\ell - 1$ many times, and then going to some $q_s$, $x \in \{b,c\}$ by reading $a$. In other words, she will either proceed to some configuration

\begin{align*}
(p_1,q_0,\ell',\perp,S) \text{ or } (p_1,q_s,\ell',\perp,S) \hfill (3.13) \\
(3.14)
\end{align*}

where $\ell' \leq k$. In the first case, Spoiler reads $ba^{\ell' - 1}$ by going to $p_h$. In the second case, he reads $\overline{x}a^{\ell' - 1}$ where $\overline{x} \in \{b,c\} \setminus \{x\}$ by going to $p_T$. Hence the play either proceeds to $(p_0,ba^{\ell' - 1},q_0,\tau,D)$ from (3.13) or to $(p_T,\overline{x}a^{\ell' - 1},q_s,\tau,D)$ from (3.14). These configurations however do not have a valid successor since there is no $b$-transition from $q_0$ and no $\overline{x}$-transition from $q_s$. Hence Duplicator loses the game $G^k_{\text{Dyn}}(\mathcal{A}, \mathcal{B})$.

This nonetheless shows that the inclusion in Theorem $3.3.2$ is indeed strict for $k > 1$.

Corollary 3.3.4. For any $k > 1$, $\subseteq^k_{\text{Dyn}} \subseteq \subseteq^{k-1}_{\text{Flush}}$.\hfill \Box

Proof. Let $k > 1$ be some number. The inclusion $\subseteq^k_{\text{Dyn}} \subseteq \subseteq^{k-1}_{\text{Flush}}$ holds because of Theorem $3.3.2$. Consider the NBA $\mathcal{A}, \mathcal{B}$ as in Lemma $3.3.3$. We have seen that $\mathcal{A} \not\subseteq^k_{\text{Dyn}} \mathcal{B}$. However, since $\mathcal{A} \subseteq^1_{\text{Flush}} \mathcal{B}$, by Theorem $3.2.4 \mathcal{A} \subseteq^k_{\text{Flush}} \mathcal{B}$. Hence $\subseteq^k_{\text{Dyn}} \not\subseteq \subseteq^{k-1}_{\text{Flush}}$.\hfill \Box

3.3.3 Multi-Pebble Simulation

Unlike the static and dynamic multi-letter simulations, it is not obvious how buffered simulation relates to multi-pebble simulation. In multi-pebble simulation, Duplicator has to move immediately after Spoiler reads a letter, but she can use multiple pebbles to mimic Spoiler’s run. She can drop or duplicate her pebbles before moving them to some corresponding successors. This is in contrast to the buffered simulation game where Duplicator only uses one pebble, but she can skip her turn.
It turns out that the winning strategy in the buffered simulation game can be translated to the one of multi-pebble simulation. Intuitively, the move where Duplicator skips her turn after Spoiler reads \( a \) can be mimicked by the move where Duplicator duplicates and moves her pebbles to all of the corresponding \( a \)-successors. By doing so, she keeps all the possibilities of extending her run by reading \( a \). Recall that if the capacity of the buffer is \( k \), then Duplicator can skip her turn until Spoiler pushes \( k + 1 \) many letters to the buffer. In multi-pebble simulation, we can mimic such a move if Duplicator uses \( k' \) many pebbles where \( k' \) is the maximum number of states that can be reached by reading a word of length at most \( k + 1 \). By having \( k' \) many pebbles, Duplicator can keep duplicating and moving her pebbles to all of the corresponding successors for \( k \) consecutive rounds.

Moreover, the move where Duplicator pops \( \ell \) many letters from the buffer and goes to some state \( q \) can be mimicked by considering the state \( q \) that has been visited by some of her pebbles after \( \ell \) steps. Duplicator simply drops all the pebbles that do not visit \( q \) after \( \ell \) many steps. She keeps the ones that were at \( q \), together with other pebbles duplicated from them. By doing so, Duplicator intuitively commits to a certain way of extending her run \( \ell \) steps, namely to the state \( q \), and only considers possible extensions from \( q \).

If Duplicator forms an accepting run \( \rho \) in the buffered simulation game \( \mathcal{G}^k(\mathcal{A}, \mathcal{B}) \) then in the corresponding multi-pebble simulation \( \mathcal{G}_{\text{Peb}}^{k'}(\mathcal{A}, \mathcal{B}) \), Duplicator only keeps pebbles that form \( \rho \). Hence if \( \rho \) is accepting then all Duplicator’s pebbles that survive infinitely many rounds also see an accepting state infinitely often. Duplicator wins the game \( \mathcal{G}_{\text{Peb}}^{k'}(\mathcal{A}, \mathcal{B}) \) if she wins \( \mathcal{G}^k(\mathcal{A}, \mathcal{B}) \). This translation also holds for the case of unbounded buffer. In the case where the capacity of the buffer is \( k = \omega \) then \( k' \) is simply the number of states that are reachable by reading any finite word in \( \mathcal{B} \).

**Theorem 3.3.5.** Let \( \mathcal{A}, \mathcal{B} \) be two NBA over \( \Sigma \). For any \( q \in Q^\mathcal{B} \) and \( i \in \mathbb{N} \cup \{\omega\} \), let

\[
\text{OutDeg}_i(q) = \begin{cases} 
\{ q' \mid q \xrightarrow{w} q', w \in \Sigma^i \} & \text{if } i \in \mathbb{N}, \\
\{ q' \mid q \xrightarrow{w} q', w \in \Sigma^\omega \} & \text{if } i = \omega,
\end{cases}
\]

and

\[
k' = \begin{cases} 
\max_{i \in \{1, \ldots, k+1\}, q \in Q^\mathcal{B}} \{ \text{OutDeg}_i(q) \} & \text{if } k \in \mathbb{N}, \\
\max_{q \in Q^\mathcal{B}} \{ \text{OutDeg}_\omega(q) \} & \text{if } k = \omega.
\end{cases}
\]

If \( \mathcal{A} \subseteq^i \mathcal{B} \) then \( \mathcal{A} \subseteq_{\text{Peb}}^{k'} \mathcal{B} \).

**Proof.** Suppose Duplicator wins the game \( \mathcal{G}^k(\mathcal{A}, \mathcal{B}) \). By Theorem 3.1.9, Duplicator also wins \( \mathcal{G}_{\text{One}}^k(\mathcal{A}, \mathcal{B}) \). In the game \( \mathcal{G}_{\text{Peb}}^{k'}(\mathcal{A}, \mathcal{B}) \), from the initial configuration \( (p_0, S_0, \emptyset, S) \) where \( S_0 = \{q_0\} \), if Spoiler moves along the path \( r = p_0a_1p_1a_2 \ldots \), we consider what Duplicator would do from the initial configuration of the game \( \mathcal{G}_{\text{One}}^k(\mathcal{A}, \mathcal{B}) \) if Spoiler also moves along \( r \). Suppose Duplicator skips her turn and only moves in some round \( n > 0 \) by proceeding from the configuration \( (p_n, a_1 \ldots a_n, q_0, \bot, D) \) to

\[
(p_n, a_2 \ldots a_n, q_1, b_1, S).
\]

In the game \( \mathcal{G}_{\text{Peb}}^{k'}(\mathcal{A}, \mathcal{B}) \), for the first \( n - 1 \) rounds, after Spoiler reads \( a_i \), Duplicator moves her pebbles to all of the corresponding \( a_i \)-successors, i.e. in every round \( i \in \{1, \ldots, n - 1\} \), she proceeds to the configuration

\[
(p_i, S_i, R_i, S)
\]
where \( S_i = \{ q' \mid q \xrightarrow{w} q', q \in S_{i-1} \} \). By definition of the multi-pebble simulation game, the set \( R_i \) contains the positions of pebbles in round \( i \) that have not yet seen an accepting state since the last reset. Moreover, by the definition of \( k' \), the configuration in (3.16) is valid. For any \( i \in \{1, \ldots, n-1\} \), we have \(|S'_i| \leq k' \).

Now in round \( n \), the move of \textit{Duplicator} is a bit different. She only keeps the pebbles that are generated from the ones that went to \( q_1 \) in the first round. Let \( S'_i = \{ q_1 \} \) and

\[
S'_i = \{ q' \mid q \xrightarrow{w} q', q \in S'_{i-1} \}
\]

for all \( i \in \{2, \ldots, n\} \). In round \( n \), \textit{Duplicator} proceeds to \((p_n, S'_n, R_n, S)\). The configuration \((p'_n, S'_n, R_n, S)\) is also a valid configuration since by definition, \( S'_i \subseteq S_i \) for all \( i \in \{1, \ldots, n\} \), and hence \(|S'_n| \leq k' \). Moreover, note that if in (3.15) we have \( b_1 = \top \) and in (3.16), for all \( i \in \{1, \ldots, n-1\} \), we have \( R_i \neq \emptyset \), then the set \( R_n \) is empty. This is because all the pebbles in \( S'_n \) have gone through \( q_1 \) and \( q_1 \) is accepting. Hence if in (3.15), \( b_1 = \top \), we have \( R_i = \emptyset \) for some \( i \in \{1, \ldots, n\} \). From the configuration \((p_n, S'_n, R_n, S)\), \textit{Duplicator} then repeats the same procedure.

Now let \( v_0v'_1v_1v'_2 \ldots \) and \( u_0u'_1u_1u'_2 \ldots \) be the plays that are obtained in \( G^k(\mathcal{A}, \mathcal{B}) \) and in \( G_{\text{Peb}}^k(\mathcal{A}, \mathcal{B}) \). Since \textit{Duplicator} wins the play \( v_0v'_1v_1v'_2 \ldots \), either there are infinitely many \( i \) such that \( v_i = (p_i, w_i, q_i, \top, S) \) or only finitely many \( i \) such that \( v'_i = (p_i, w_i, q_i, c_i, D) \) with \( p_i \in F^\mathcal{A} \). The first case implies that we also have infinitely many \( i \) such that \( u_i = (p_i, S_i, \emptyset, S) \) and the second one implies that there are only finitely many \( i \) such that \( u'_i = (p_i, a_i, S_i, R_i, D) \) with \( p_i \in F^\mathcal{A} \). Thus \textit{Duplicator} also wins the play \( u_0u'_1u_1u'_2 \ldots \). She wins \( G_{\text{Peb}}^k(\mathcal{A}, \mathcal{B}) \).

This theorem shows that buffered simulation is included in multi-pebble simulation, in the sense that if \textit{Duplicator} wins the game \( G^k(\mathcal{A}, \mathcal{B}) \) for some \( k \in \mathbb{N} \cup \{\omega\} \) then she also wins the game \( G_{\text{Peb}}^k(\mathcal{A}, \mathcal{B}) \) for some \( k' \). One question then is to ask whether the other direction also holds. The answer is negative. Multi-pebble simulation is not included in buffered simulation.

**Theorem 3.3.6.** There are two NBA \( \mathcal{A}, \mathcal{B} \) such that \( \mathcal{A} \sqsubseteq_{\text{Peb}}^2 \mathcal{B} \), but \( \mathcal{A} \not\sqsubseteq_k^* \mathcal{B} \) for all \( k \in \mathbb{N} \cup \{\omega\} \).

**Proof.** Consider again the two NBA \( \mathcal{A}', \mathcal{B}' \) that are obtained from the automata \( \mathcal{A}, \mathcal{B} \) from Example 3.1.5 by considering all states to be accepting. \textit{Duplicator} wins the game \( G_{\text{Peb}}^*(\mathcal{A}', \mathcal{B}') \). The strategy is as follows. \textit{Duplicator} first moves her two pebbles each to \( q_b, q_c \), and loops there as long as \textit{Spoiler} reads \( a \). In other words, from the initial configuration \((p_0, \{q_0\}, \emptyset, S)\), after \textit{Spoiler} proceeds to

\[
(p, a, \{q_0\}, \emptyset, D) \tag{3.17}
\]

where \( p \in \{p_0, p_1\} \), \textit{Duplicator} proceeds to

\[
(p, \{q_b, q_c\}, \emptyset, S) \tag{3.18}
\]

Now if \textit{Spoiler} continues by reading \( a \), \textit{Duplicator} loops in \( q_b \) and \( q_c \), and hence proceeds back to (3.18).

If \textit{Spoiler} eventually reads \( b \) or \( c \), \textit{Duplicator} drops one of her pebbles, duplicates the other one, and moves them to one of the corresponding accepting states.
whenever Spoiler proceeds to \((p_b, b, \{q_b, q_c\}, \emptyset, D)\) or \((p_c, c, \{q_b, q_c\}, \emptyset, D)\) then Duplicator proceeds to

\[
(p_b, \{q_b'\}, \emptyset, S) \quad \text{or} \quad (p_c, \{q_c'\}, \emptyset, S),
\]

respectively.

There are two possibilities. Either Spoiler eventually reads \(b\) or \(c\), or he never does so. In the first case, we eventually reach the configuration \((3.19)\) or \((3.20)\). It is not hard to see that from such configurations, Duplicator can continue accordingly and win the play. In the second case, the play proceeds to the configuration \((p_0, \{q_b, q_c\}, \emptyset, S)\) infinitely often. In this case, Duplicator also wins the play.

Hence Duplicator wins \(G^k_{\text{Del}}(A', B')\). However, we have seen in Corollary \(3.1.7\) that Duplicator loses the game \(G^ω(A', B')\). By Proposition \(3.1.6\), she also loses the game \(G^ω(A', B')\) for all \(k \in \mathbb{N}\). Thus we have the desired result. □

### 3.3.4 Delay Simulation

Regarding delay simulation, there is a strong relation between buffered simulation and delay simulation. Recall that delay simulation is played on an \(ω\)-regular language \(L \subseteq (\Sigma_1 \times \Sigma_2)^ω\) where both of the players try to construct an infinite word and the play proceeds according to some delay function \(f: \mathbb{N}^+ \to \mathbb{N}^+\). In round \(i\), Spoiler extends his word with some word over \(\Sigma_1\) of length \(f(i)\) and Duplicator extends her word by reading one letter from \(\Sigma_2\).

The objective of Duplicator is to make the play produce a pair of words that is in \(L\). We have seen in Lemma \(2.6.28\) that the standard fair simulation game \(G(A, B)\) is a special case of delay simulation which is played on some \(ω\)-regular language \(L_{\text{Del}}\) with a delay function with constant \(1\). The language \(L_{\text{Del}}\) intuitively expresses the pair of accepting runs of \(A\) and \(B\) that are over the same word.

A buffered simulation game \(G^k(A, B)\) where \(k \in \mathbb{N}\) can be seen as a special case of delay simulation which is also played on such a language \(L_{\text{Del}}\), but with a delay function with constant \(k + 1\). The reduction is basically similar to the one in Lemma \(2.6.28\).

**Theorem 3.3.7.** Given two NBA \(A, B\), there exists an \(ω\)-regular language \(L_{\text{Del}}\) such that \(A \equiv \bowtie B\) for some \(k \in \mathbb{N}\) iff \(L_{\text{Del}}\) is solvable with a delay function \(f\) with constant \(k + 1\).

**Proof.** Given two NBA \(A, B\), consider the language \(L_{\text{Del}}\) as in Lemma \(2.6.28\). Suppose Duplicator wins the game \(G^k(A, B)\) for some \(k \in \mathbb{N}\). By Theorem \(3.1.10\), she also wins \(G^k_{\text{Del}}(A, B)\). The winning strategy for Duplicator in the delay simulation game \(G^k_{\text{Del}}(A, B)\) can be derived from the one in \(G^k_{\text{Del}}(A, B)\). In the first round of \(G^k_{\text{Del}}(L_{\text{Del}})\), after Spoiler reads the word \((p_0, a_1, p'_1)(p_1, a_1, p'_2)\ldots(p_k, a_{k+1}, p'_{k+1}) \in E^{A^*}\), Duplicator does as follows. If there is \(i \in \{1, \ldots, k\}\) such that \(p'_i \neq p_i\) or \(p_0\) is not an initial state then Duplicator simply chooses an arbitrary transition \((q, a, q') \in E^B\). Otherwise \(r = p_0a_1p_1\ldots p'_{k+1}\) is a valid run, and in this case, Duplicator considers what she would do if in the buffered simulation game \(G^k_{\text{Del}}(A, B)\), Spoiler forms \(r\). Since Duplicator wins \(G^k_{\text{Del}}(A, B)\), she will move the pebble one step along some transition \((q_0, a_1, q_1)\). Duplicator then reads this transition in the delay simulation game. Duplicator considers a similar procedure for the rest of the play.

Now suppose in \(G^k_{\text{Del}}(L_{\text{Del}})\), Spoiler forms an infinite word \(ρ = (p_0, a_1, p'_1)(p_1, a_2, p'_2)\ldots\) and Duplicator forms \(ρ' = (q_0, b_1, q'_1)(q_1, b_2, q'_2)\ldots\). Since Duplicator plays according
to the winning strategy, whenever \( p'_i = p_i \) for all \( i \in \mathbb{N} \), and \( p_0 a_1 p_1 \ldots \) is an accepting run then \( q'_i = q_i \) and \( a_i = b_i \) for all \( i \in \mathbb{N} \), and \( q_0 a_1 q_1 \ldots \) is also an accepting run. By definition, the word \( ((p_0, a_1, p'_1), (q_0, a_1, q'_1)) \) \( ((p_1, a_2, p'_2), (q_1, a_2, q'_2)) \ldots \) is in \( L_{\mathcal{A}, \mathcal{B}} \). Thus DUPLICATOR wins the play. In the case where \( p'_i \neq p_i \) for some \( i \in \mathbb{N} \) or \( p_0 a_1 p_1 \ldots \) not an accepting run, by the construction of the language \( L_{\mathcal{A}, \mathcal{B}} \), DUPLICATOR also wins the play. Hence whenever DUPLICATOR wins \( G^k_{\text{Full}}(\mathcal{A}, \mathcal{B}) \), she also wins \( G^f_{\text{Det}}(L_{\mathcal{A}, \mathcal{B}}) \). The other direction can also be shown similarly.

This theorem shows that we can reduce buffered simulation with one bounded buffer to delay simulation. One may also ask whether the other direction holds, i.e. whether we can reduce delay simulation to buffered simulation with a bounded buffer. The answer is positive. However, we need to consider buffered simulation between two parity automata.

Until now, we have only defined buffered simulation for Büchi automata. Nevertheless, we can also define buffered simulation game for any \( \omega \)-regular automata similarly. To define such a game formally, we need to modify the third component in the configuration which is used to define the winning condition. In the buffered simulation game for Büchi automata, the third component simply remembers whether DUPLICATOR has seen an accepting state or not. In the buffered simulation game for parity automata, we make the third component remember the highest priority that is seen by DUPLICATOR. The winning condition in buffered simulation over parity automata is essentially the same as the one over Büchi automata. DUPLICATOR wins iff she forms an accepting run or SPOILER does not form an accepting run. We formally define buffered simulation between two parity automata as follows.

**Definition 3.3.8.** Let \( \mathcal{A}, \mathcal{B} \) be two parity automata over \( \Sigma \) with priorities \( P^\mathcal{A}, P^\mathcal{B} \subseteq \mathbb{N} \) respectively and \( k \in \mathbb{N} \). Buffered simulation with one buffer of capacity \( k \) between \( \mathcal{A}, \mathcal{B} \) is \( G^k(\mathcal{A}, \mathcal{B}) = ((V, V_0, V_1, E), v_0, \text{Win}) \) where SPOILER’s and DUPLICATOR’s configurations are

\[
V_1 = Q^\mathcal{A} \times \Sigma^k \times Q^\mathcal{B} \times P^\mathcal{B} \cup \{0\} \times \{s\},
\]

\[
V_0 = Q^\mathcal{A} \times \Sigma^k \times Q^\mathcal{B} \times P^\mathcal{A} \times \{d\},
\]

\( V = V_0 \cup V_1 \), the edge relation \( E \) is defined as

\[(p, w, q, b, S) \to (p', wa, q, b, D) \text{ in } E \quad \text{iff} \quad p \xrightarrow{a} p', \]

\[(p, w, q, b, D) \to (p, w', q_n, b', S) \text{ in } E \quad \text{iff} \quad \exists u = a_1 \ldots a_n \in \Sigma^* \text{ such that} \]

\[
q \xrightarrow{a_1} q_1 \ldots \xrightarrow{u} q_n, \quad w = uw', \quad \text{and} \quad b' = \begin{cases} \max(\Omega^\mathcal{B}(q_1), \ldots, \Omega^\mathcal{B}(q_n)) & \text{if } u \neq \epsilon \\ 0 & \text{else,} \end{cases}
\]

the initial configuration is \( v_0 = (p_0, \epsilon, q_0, 0, S) \) where \( p_0, q_0 \) is the pair of the initial states of \( \mathcal{A}, \mathcal{B} \), and the play

\[(p_0, w_0, q_0, b_0, S)(p_1, w_1, q_0, b_0, D)(p_1, w_1, q_1, b_1, S)(p_2, w_1, q_1, b_1, D) \ldots \]

is in \( \text{Win} \) iff \( \max(\inf(b_0 b_1 \ldots)) \) is even or \( \max(\inf(\Omega^\mathcal{A}(p_0) \Omega^\mathcal{A}(p_1) \ldots)) \) is not even. We write \( \mathcal{A} \subseteq^k \mathcal{B} \) if DUPLICATOR wins the game \( G^k(\mathcal{A}, \mathcal{B}) \).
Example 3.3.9. Consider the following two parity automata $\mathcal{A}$, $\mathcal{B}$ where $\Omega^p(p_i) = \Omega^d(q_i) = i$.

![Parity Automata Diagram]

We have $\mathcal{A} \not\preceq^k \mathcal{B}$ for any $k \in \mathbb{N}$ since in the game $\hat{G}^k(\mathcal{A}, \mathcal{B})$, Spoiler has the following winning strategy. He loops in the initial state $p_2$ by reading $c$ until Duplicator goes to $q_4$, i.e. from any configuration

$$(p_2, w, q, b, S),$$

if $q \neq q_4$, Spoiler proceeds to $(p_2, wa, q, b, D)$.

If Duplicator eventually goes to $q_4$ then Spoiler goes to $p_1$ and loops there for the rest of the play by reading $c$. Formally, if we reach a configuration as in (3.21) with $q = q_4$, Spoiler proceeds to $(p_1, wc, q_4, b, S)$ and from any configuration $(p_1, wc, q_4, b, S)$, Spoiler proceeds to $(p_1, wcc, q_4, b, S)$. Duplicator eventually gets stuck from such a configuration since there is no $c$-transition from $q_4$.

However, if Duplicator never goes to $q_4$, there are two cases: either she eventually goes to $q_2$ or she never leaves the initial state. In the second case, Spoiler also wins since he forms an accepting run while Duplicator does not, i.e. we obtain a play $(p_0, w_0, q_0, b_0, S)$ $(p_1, w_0', q_0, b_0, D)$ $(p_1, w_1, q_1, b_1, S)$ ... where $\max(\inf(b_0 b_1 ...))$ is 1, but $\max(\inf(\Omega^d(p_0)\Omega^d(p_1) ...))$ is 2. In the first case, we reach some configuration $(p_2, w, q_2, b, D)$ where $w \in a^*$. Since from $q_2$ there is no $a$-transition, from such a configuration, Duplicator eventually gets stuck. Hence Spoiler wins the play. He wins $\hat{G}^k(\mathcal{A}, \mathcal{B})$ for any $k \in \mathbb{N}$.

We can reduce delay simulation to buffered simulation between two parity automata in which one of them is deterministic. Recall that deterministic parity automata (DPA) are as expressive as NBA. They both recognise exactly the class of $\omega$-regular languages [Sat88, Tho90]. Given an $\omega$-regular language $L \subseteq (\Sigma_1 \times \Sigma_2)^\omega$, let $C$ be a deterministic parity automaton that recognises $L$. We will consider buffered simulation between two parity automata $\mathcal{A}$, $\mathcal{B}$, in which $\mathcal{A}$ is deterministic and recognises $L_1 \subseteq \Sigma_1^\omega$, the projection of $L$ to $\Sigma_1$, and $\mathcal{B}$ is non-deterministic and obtained from $C$ by remembering the second component of the letters in its state space. We formally show the reduction as follows.

Theorem 3.3.10. Given an $\omega$-regular language $L \subseteq \Sigma_1 \times \Sigma_2$, there are two parity automata $\mathcal{A}$, $\mathcal{B}$ such that $\mathcal{A} \preceq^k \mathcal{B}$ for some $k \in \mathbb{N}$ if $L$ is solvable with some delay function $f$ with constant $k + 1$.

Proof. Let $C = (Q, \Sigma_1 \times \Sigma_2, E, q_0, \Omega)$ be a deterministic parity automaton such that $L(C) = L$. We construct two parity automata $\mathcal{A}$, $\mathcal{B}$ over $\Sigma_1$ as follows. The automaton $\mathcal{A}$ is a deterministic parity automaton that recognises the language

$$L_1 = \{a_1 a_2 \ldots \in \Sigma_1^\omega \mid \exists b_1 b_2 \ldots \in \Sigma_2^\omega : (a_1, b_1)(a_1, b_2) \ldots \in L\}. \quad (3.22)$$

There is such a deterministic parity automaton $\mathcal{A}$ since the language $L$ is regular, and hence $L_1$ is also regular. The automaton $\mathcal{B}$ is the tuple $(Q \times (\Sigma_2 \cup \{\epsilon\}), \Sigma_1, E', (q_0, \epsilon), \Omega')$ where $E'$ is defined as

$$((p, b'), a, (p', b)) \in E' \text{ iff } (p, (a, b), p') \in E.$$
and the priority function $\Omega'$ is defined as $\Omega'(p, b) = \Omega(p)$ for all $(p, b) \in Q \times (\Sigma_2 \cup \{\epsilon\})$.

Now suppose Duplicator wins the game $G_{Del}^f(L)$ with some delay function $f$ with constant $k + 1$. In the game $G^k(A, B)$, Duplicator wins with the following winning strategy: in the first $k$ rounds, she skips her turn. Hence in round $k + 1$, the play proceeds to some configuration $(p_{k+1}, a_1 \ldots a_{k+1}, (q_0, \epsilon), 0, D)$. In this case, Duplicator then considers what she would do in the first round of $G_{Del}^f(L)$ assuming that Spoiler reads $a_1 \ldots a_{k+1}$. If Duplicator reads $b_1$ then she considers the state $q_1$ in $C$ that can be reached by reading $(a_1, b_1)$ from $q_0$. There is such a unique $q_1$ since $C$ is deterministic. In the buffered simulation game $G^k(A, B)$, Duplicator proceeds to $(p_{k+1}, a_2 \ldots a_{k+1}, (q_1, b_1), \Omega(q_1), S)$, i.e. she moves the pebble from the initial state $(q_0, \epsilon)$ to the state $(q_1, b_1)$ by reading $a_1$. For the rest of the play, Duplicator considers the same procedure: if in round $i$ of the delay simulation game $G_{Del}^f(L)$, Duplicator extends her word with $b_i$ then in round $i + k$ of the game $G^k(A, B)$, from the state $(q_{i-1}, b_{i-1})$, Duplicator extends her run by reading $a_i$ and going to the state $(q_i, b_i)$ where $q_i$ is the state that can be reached in $C$ by reading $(a_i, b_i)$ from $q_{i-1}$.

Suppose in the game $G^k(A, B)$, Spoiler forms an accepting run over some word $a_1a_2 \ldots \in L_1$. By the construction of the winning strategy, Duplicator forms a run

$$\rho' = (q_0, \epsilon) \xrightarrow{a_1}(q_1, b_1) \xrightarrow{a_2}\ldots$$

over $a_1a_2 \ldots$. By the definition of $B$, there is a corresponding run $\rho = q_0(a_1, b_1) q_1(a_2, b_2) \ldots$ in $C$. Since $C$ is deterministic, such a run $\rho$ over $w = (a_1, b_1)(a_2, b_2)\ldots$ is unique. Moreover $w \in L$ since Duplicator wins $G_{Del}^f(L)$. Since $w$ is accepted by $C$, the run $\rho$ is accepting. This implies that $\rho'$ is also accepting. Hence Duplicator wins the play. Duplicator wins $G^k(A, B)$ if she wins $G_{Del}^f(L)$. The other direction can also be shown similarly.

Together with Theorem [3.3.7], this theorem shows that to some extent, delay simulation is equivalent to buffered simulation with one bounded buffer. The capacity of the buffer corresponds to the delay constant. However, note that in the case of unbounded buffer, the buffered simulation game cannot be reduced to any delay simulation game. The reason is simply because there is no corresponding constant for the unbounded capacity.

### 3.4 Simulation with $n \geq 1$ Buffers

We can naturally extend the definition of buffered simulation in Definition [3.1.1] to a more general case, where instead of only one buffer, we have several buffers. Duplicator can use multiple buffers to store Spoiler’s letters. However, unlike in the case where we only have one buffer, in this case, every time Spoiler reads a letter, we also have to determine to which buffer the letter should be put. There are several possibilities to define this. For example, we can consider a game where one of the players decides this or we can also consider a game where there is a fixed rule that tells to which buffer the letter should be put. In this work, we will consider a game where each letter determines the buffers where it should be put.

The motivation behind this choice comes from the area of formal languages. First note that the possibility to put letters to different buffers is strongly related to the correspondence between the words that are produced by Spoiler and Duplicator. If there is
only one buffer then **Duplicator** has no choice except to produce exactly the same word that is produced by **Spoiler**. However if there is more than one buffer then **Duplicator** may produce a different word than **Spoiler**. For instance, suppose we have two buffers in which the letters $a$ and $b$ should be put into the first buffer and the letter $c$ into the second one. If now **Spoiler** reads the word $abc$ and **Duplicator** skips her turns then the condition of the buffers is as follows.

The first buffer is filled with $a$, $b$ and the second one with $c$. **Duplicator** can respond to this by first popping the first buffer and then the second one. However, she can also pop the buffers with a different order: she first pops one letter from the first buffer, then the second one, and then the first one again. In such a case, she reads $acb$. The fact that $a$ and $b$ get stored in the same buffer introduces a dependency between the letters $a$ and $b$. **Duplicator** can only read a word in which $a$ and $b$ occur in the same order as in the **Spoiler**’s word. On the other hand, the fact that $a$ and $b$ get stored in a different buffer than $c$ introduces an independency between the letters $a$, $b$ and the letter $c$ with respect to the order in which they occur in **Spoiler**’s and **Duplicator**’s words. This is intuitively the reason why after **Spoiler** reads $abc$, **Duplicator** may respond with $abc$, $acb$, or even $cab$, i.e. by popping the two letters from the second buffer and then the first buffer. The words $abc$, $acb$, and $cab$ are considered to be equivalent to $abc$ modulo to such an independency. This equivalence is already known in the area of formal language by the name of (Mazurkiewicz) traces \cite{Maz89}. We will discuss more about Mazurkiewicz traces together with the application of buffered simulation in such area later in Chapter \ref{chapter:buffered_simulation}.

In general, the dependency between the letters is not necessarily transitive. For instance, we might have a case where the letters $a$, $b$ are dependent on each other, $b$, $c$ are also dependent on each other, but $a$, $c$ are independent of each other. If we want to model such a dependency then intuitively the letters $a$ and $c$ have to be stored in two different buffers, but $b$ in the same buffer as $a$, as well as, $c$. Thus in buffered simulation, we will allow a letter to be put into several buffers. For example, to model such a case, we consider a game with two buffers where the letter $a$ is stored in the first buffer, $c$ in the second one, and $b$ in both the first and the second buffers. Whenever **Spoiler** reads $b$ then two copies of $b$ are pushed each to the first and second buffers, and if **Duplicator** wants to read $b$ then $b$ has to be popped from the first and second buffers. **Duplicator** cannot read $b$ if $b$ is not in the top of the first and second buffers. To illustrate this, suppose **Spoiler** reads $acb$ and **Duplicator** skips her turns. The condition of the buffers then is as follows.

The first buffer is filled with $a$, $b$ and the second one with $c$, $b$. **Duplicator** then can respond to this by first popping $a$ from the first buffer, $c$ from the second one, and then $b$ from both of the first and the second buffers. In such a case, **Duplicator** will read $acb$. However, she can also pop $c$ and $a$ in the reverse direction. She first pops $c$ from the first buffer, $a$ from the second one, and then followed by popping $b$ from the first and
the second buffers. In such a case, DUPLICATOR reads *cab*. These, however, are the only possibilities for DUPLICATOR. DUPLICATOR, for instance, cannot pop *a* and then *b* since once she pops *b*, she has to pop it from both the first and second buffers.

We will formally define buffered simulation with multiple buffers, by using the notion of distributed alphabet \[\hat{\Sigma}\] [Zie87]. A distributed alphabet basically is a tuple of (not necessarily disjoint) alphabets \((\Sigma_1, \ldots, \Sigma_n)\). We will simply consider two NBA \(\mathcal{A}, \mathcal{B}\) over a distributed alphabet \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\) instead of an ordinary alphabet \(\Sigma\). Intuitively the NBA \(\mathcal{A}, \mathcal{B}\) are defined over the alphabet \(\Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n\) and for all \(i \in \{1, \ldots, n\}\), the alphabet \(\Sigma_i\) tells us the set of letters that are stored to the \(i\)-th buffer. We will assume that the distributed alphabet is part of the input.

In the buffered simulation game with multiple buffers, each of the buffers might have a different capacity. One buffer might be bounded and the other one might be unbounded. Hence instead of considering a single capacity, we will use a *capacity vector* to denote the capacity of the buffers. More precisely, we will define the game on two NBA \(\mathcal{A}, \mathcal{B}\) over \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\) with respect to some capacity vector \(\kappa = (k_1, \ldots, k_n) \in (\mathbb{N} \cup \{\omega\})^n\). For all \(i \in \{1, \ldots, n\}\), the capacity \(k_i\) is the capacity of the \(i\)-th buffer.

A buffered simulation game played on two NBA \(\mathcal{A}, \mathcal{B}\) over \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\) with capacity \(\kappa = (k_1, \ldots, k_n)\) proceeds as follows. In each round, SPeiler moves the pebble in \(\mathcal{A}\) one step by reading a letter \(a\) and pushes a copy of \(a\) to all buffers \(i \in \{1, \ldots, n\}\) where \(a \in \Sigma_i\), i.e. to all buffers that are associated with \(a\). DUPLICATOR can either skip her turn or move the pebble in \(\mathcal{B}\) by reading \(b_1 \ldots b_m\). If she reads \(b_1 \ldots b_m\) then for each \(b_j\), started from \(j = 1\), she pops \(b_j\) from all buffer \(i \in \{1, \ldots, n\}\) where \(b_j \in \Sigma_i\), i.e. from all buffers that are associated with \(b_j\). The winning condition is the same as the game with one buffer. DUPLICATOR wins if either SPeiler gets stuck or whenever SPeiler forms an accepting run, DUPLICATOR also forms an accepting run. DUPLICATOR also has to obey the capacity restriction. She loses immediately if she violates the capacity restriction of one of the buffers. Furthermore, we additionally require that every letter that is pushed to the buffers has to be eventually popped by DUPLICATOR. This is to make sure that DUPLICATOR plays fairly. She should not win the game if she only pops letters from some certain buffers and ignores other buffers.

Before we give the formal definition of buffered simulation with multiple buffers, let us consider the notion of projection. The projection of a word \(w\) over \(\Sigma\) to \(\Sigma_i \subseteq \Sigma\) is basically a word that is obtained from \(w\) by deleting all letters that do not belong to \(\Sigma_i\). We will use the notion of projection to denote the content of some buffer.

**Definition 3.4.1.** Given a distributed alphabet \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\), let \(\Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n\). For any \(i \in \{1, \ldots, n\}\), a projection \(\pi_i\) is a function \(\pi_i : \Sigma^n \rightarrow \Sigma_i^n\) such that \(\pi_i(a_1 a_2 \ldots) = \pi_i(a_1) \pi_i(a_2) \ldots\) where \(\pi_i(a) = a\) if \(a \in \Sigma_i\) and \(\pi_i(a) = \epsilon\) if \(a \notin \Sigma_i\).

For example, suppose we have a distributed alphabet \(\hat{\Sigma} = (\Sigma_1, \Sigma_2)\) in which \(\Sigma_1 = \{a, b\}\) and \(\Sigma_2 = \{a, c\}\). The projections of \(w = ababc\) to \(\Sigma_1\) and \(\Sigma_2\) are respectively \(\pi_1(w) = abab\) and \(\pi_2(w) = aac\).

We formally define the buffered simulation game with multiple buffers as follows.

**Definition 3.4.2.** Given two NBA \(\mathcal{A}, \mathcal{B}\) over \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\) and a capacity vector \(\kappa = (k_1, \ldots, k_n) \in (\mathbb{N} \cup \{\omega\})^n\), buffered simulation game denoted with \(G^\kappa_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})\), or simply \(G^\kappa(\mathcal{A}, \mathcal{B})\), is a tuple \(((V, V_0, V_1, E), v_0, \text{Win})\) where SPeiler’s and DUPLICATOR’s configurations are respectively

\[V_1 = Q^\mathcal{A} \times (\Sigma_1^{\leq k_1} \times \ldots \times \Sigma_n^{\leq k_n}) \times Q^\mathcal{B} \times \{1, \ldots, n, \tau, \perp\} \times \{S\},\]
$V_0 = Q^a \times (\Sigma_1^{\leq k_1} \times \ldots \times \Sigma_n^{\leq k_n+1}) \times Q^B \times \{1, \ldots, n, \top, \bot\} \times \{D\},$

where $\Sigma_i^{\leq k_i} = \Sigma_i^{\leq k_i+1} = \Sigma^*$ if $k_i = \omega$. Let $\Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n$, the edge relation $E$ is defined as

$(p, (w_1, \ldots, w_n), q, c, S) \rightarrow (p', (w_1\pi_1(a), \ldots, w_n\pi_n(a)), q, c, D)$ in $E$

iff $p \xrightarrow{a} p'$

$(p, (w_1, \ldots, w_n), q, c, D) \rightarrow (p, (w'_1, \ldots, w'_n), q', c', S)$ in $E$

\exists u = a_1 \ldots a_m \in \Sigma^*$ such that $q \xrightarrow{a} q'$

\begin{align*}
w_i = \pi_i(u)w'_i & \text{ for all } i \in \{1, \ldots, n\}, \quad \text{and} \\
c' & = \begin{cases} 
1 & \text{if } c = \top, \\
c + 1 & \text{if } c \in \{1, \ldots, n-1\} \text{ and either } w_c = \epsilon \text{ or } \\
\bot & \text{if } c = n \text{ and either } w_n = \epsilon \text{ or } \exists j \in \{1, \ldots, m\} : a_j \in \Sigma_c, \\
\top & \text{if } c = \bot, u \neq \epsilon, \text{ and } q \xrightarrow{a} q', \\
c & \text{otherwise},
\end{cases}
\end{align*}

the initial configuration is $v_0 = (p_0, \epsilon, q_0, \bot, S)$ where $p_0, q_0$ is the pair of the initial states of $A, B$, and we have $v_0v_1 \ldots \in \text{Win}$ iff there exist infinitely many $i$ such that $v_i = (p, w, q, \top, S)$ or there are only finitely many $i$ such that $v_i = (p, w, q, \bot, D)$ with $p \in F^A$. We write $A \sqsubseteq B$ if Duplicator wins $G^*(A, B)$.

The definition of $G^*(A, B)$ is similar to the one in Definition 3.1.1. The first and the third components of the configuration represent the positions of Spoiler’s and Duplicator’s pebbles and the second one represents the content of the buffer. In this case, instead of a single word, the second component is an $n$-tuple of words $(w_1, \ldots, w_n)$. For all $i \in \{1, \ldots, n\}$, the word $w_i$ represents the content of the $i$-th buffer. The last component of the configuration tells us the player that has the next turn and the second last one is used to determine the winning condition. In this case, instead of a bit, it is a counter. The counter starts from $\bot$. It changes to $\top$ if Duplicator moves her pebble through an accepting state, and from $\top$, it changes to 1. From 1, the counter increases gradually to $n$. Intuitively, the counter increases from $c$ to $c + 1$ if Duplicator pops at least one letter from buffer $c$ or buffer $c$ is empty. If the counter is $n$ and Duplicator pops a letter from buffer $n$ or buffer $n$ is empty then the counter resets to $\bot$. Thus if the counter reaches $\top$ infinitely often, this means that Duplicator never ignores a buffer and sees an accepting state infinitely often.

As in the case of buffered simulation with one buffer, the requirement where Duplicator should obey the capacity restriction is included in the definition of valid configurations. Spoiler’s configuration $(p, (w_1, \ldots, w_n), q, c, S)$ is only valid if $w_i \leq k_i$ for all $i \in \{1, \ldots, n\}$. Hence Duplicator can only proceed to a configuration where each buffer $i$ contains at most $k_i$ many letters. If such a move is not possible then Duplicator gets stuck and loses the play immediately. Since we only check the capacity restriction after Duplicator’s move, the configuration $(p, (w_1, \ldots, w_n), q, c, D)$ is valid if $w_i \leq k_i + 1$ for all $i \in \{1, \ldots, n\}$. Spoiler can push one more letter into “full” buffers and it is Duplicator’s responsibility to shorten the buffers again. Hence we can also consider buffered simulation in which some buffers have capacity 0. If buffer $i \in \{1, \ldots, n\}$ has a capacity 0 then this just means that Duplicator has to pop the letter that is pushed into buffer $i$ immediately.
Example 3.4.3. Consider a buffered simulation game that is played in the following two NBA \( \mathcal{A}, \mathcal{B} \) over the distributed alphabet \( \hat{\Sigma} = (\{a, b\}, \{b\}, \{c\}) \) and a capacity \( \kappa = (2, 2, 0) \).

\[
\begin{align*}
\mathcal{A} & : p_0 b p_1 b p_2 c p_3 a \\
\mathcal{B} & : q_0 c q_1 b q_2 b q_3 c q_4 a
\end{align*}
\]

In the game \( G^* (\mathcal{A}, \mathcal{B}) \), there are three buffers where the letter \( a \) will be stored in the first one, \( b \) in the first and the second ones, and \( c \) in the third one. 

**Duplicator** wins the game \( G^* (\mathcal{A}, \mathcal{B}) \) with the following winning strategy. Initially, she skips her turn in the first two rounds. Hence at the end of the first round, after **Spoiler** reads \( b \) and **Duplicator** skips her turn, we reach the configuration \( (p_1, (b, b, \epsilon), q_0, \bot, A) \). In the second round, after **Spoiler** reads another \( b \) and **Duplicator** skips her turn, we reach the configuration \( (p_3, (b, b, b, b), c, q_0, \bot, D) \). In this case, **Duplicator** empties the buffers by reading \( \text{cbb} \) and going to the accepting state \( q_3 \), i.e., she proceeds to the configuration \( (p_3, (\epsilon, \epsilon, \epsilon), q_3, \top, S) \). In the next round, **Spoiler** will read \( c \) and **Duplicator** cannot do anything except to skip her turn, i.e., she proceeds to the configuration \( (p_2, (a, \epsilon, \epsilon), q_3, 1, S) \). **Spoiler** then will read \( c \) and in this case, **Duplicator** pops both \( c \) and \( a \) from the buffers and goes back to \( q_3 \) by reading \( ca \). The play then proceeds to the configuration \( (p_3, (\epsilon, \epsilon, \epsilon), q_3, 2, S) \). **Duplicator** repeats this procedure for the rest of the play: she waits in \( q_3 \) until **Spoiler** pushes \( a \) and \( c \) to the buffers, and then goes back to \( q_3 \) by emptying the buffers. The counter resets infinitely often and we will reach the configuration \( (p_3, (\epsilon, \epsilon, \epsilon), q_3, \top, S) \) infinitely often. By definition, **Duplicator** wins the play.

As in the case of buffered simulation with one buffer, we can also consider a game where some buffers have an unbounded capacity.

Example 3.4.4. Consider the following two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (\{a, b\}, \{b\}, \{c\}) \) that are obtained from Example 3.4.3 by adding an \( a \)-loop from \( p_2 \).

\[
\begin{align*}
\mathcal{A} & : p_0 b p_1 b p_2 \overset{a}{\longrightarrow} c p_3 a \\
\mathcal{B} & : q_0 c q_1 b q_2 b q_3 c q_4 a
\end{align*}
\]

First note that to win a buffered simulation game that is played on such NBA, **Duplicator** needs an unbounded buffer to store unboundedly many \( a \). **Duplicator** loses any game \( G^{k_1,k_2,k_3} (\mathcal{A}, \mathcal{B}) \) if \( k_1 \in \mathbb{N} \) since **Spoiler** has the following winning strategy. He first reads \( bb \) and then loops in \( p_2 \) by reading \( a \) for the rest of the play. The play eventually reaches the configuration \( (p_2, (bba^{k_1-1}, bb, b), q_0, \bot, D) \) which does not have a valid successor. Hence **Duplicator** loses the play.

**Duplicator**, however, wins the game \( G^{\omega,2,0} (\mathcal{A}, \mathcal{B}) \). Intuitively, she skips her turn and moves her pebble only when **Spoiler** reads \( c \). Note that **Spoiler** will read \( c \) by going to \( p_3 \), infinitely often, since otherwise he will lose for not forming an accepting run, i.e., we will obtain a play \( v_0v_1 \ldots \) where there are only finitely many \( i \) such that \( v_i = (p, w, q, b, D) \) with \( p \in F^\mathcal{A} \).

Now suppose **Spoiler** reads his first \( c \) after reading \( a \), \( m_1 \geq 0 \) many times. We reach the configuration \( (p_3, (bba^{m_1}, bb, c), q_0, \bot, D) \). In this case, **Duplicator** empties the second and the third buffers by going to the accepting state \( q_3 \) i.e., she proceeds to the
configuration \((p_3, (a^m_2, \epsilon, \epsilon), q_2, \top, S)\). **Duplicate** then waits again until Spoiler reads \(c\), i.e. until the play proceeds to some configuration \((p_3, (a_1^m + m_2^m, \epsilon, c), q_3, 1, D)\) where \(m_2 \geq 0\). In such a case, **Duplicate** empties the last two buuffers again. She proceeds to \((p_3, (a_1^m + m_2^m, \epsilon, \epsilon), q_3, 2, S)\). We can repeat this principle for the rest of the play. The counter resets infinitely often and we will reach some configuration \((p_3, (w, \epsilon, \epsilon), q_3, \top, S)\) where \(w \in a^*\), infinitely often. **Duplicate** wins such a play. She wins \(G^0_{a,2,0}(A, B)\).

In this example, the content of the first buffer in the game \(G^{a,\omega,\omega}(A, B)\) might keep growing since **Duplicate** can pop at most one \(a\) each time she moves, but Spoiler can push several \(a\) before **Duplicate** moves. However, **Duplicate** still plays fairly since every \(a\) that is pushed to the buffer is eventually popped by **Duplicate**. In the following, we show an example where **Duplicate** can only form an accepting run by playing unfairly.

**Example 3.4.5.** Consider the following two NBA \(A, B\) over \(\Sigma = \{(a, b), (b, c)\}\) that are obtained by slightly modifying **Duplicate**’s automaton in Example 3.4.3. We change the label of the outgoing edge from \(q_1\) to \(c\) from \(c\) to \(a\).

\[
\begin{array}{ccccc}
p_0 & b & p_1 & b & c \\
p_2 & c & p_3 & a \\
q_0 & c & q_1 & b & q_2 & b & q_3 & a & q_4 \\
\end{array}
\]

In this case, Spoiler wins the game \(G^{a,\omega,\omega}(A, B)\) by reading the word \(bb(\epsilon a)\). First note that if Spoiler reads such a word, **Duplicate** loses if she does not move infinitely often since Spoiler forms an accepting run. Hence let us assume that **Duplicate** moves infinitely often. In the first two rounds, **Duplicate** cannot move her pebble because there is only \(c\)-transition from the initial state. However, in the third round, after Spoiler reads \(c\), we reach the configuration \((p_3, (bb, bb, c), q_0, \bot, d)\). **Duplicate** might pop everything from the buffer and go to the accepting state, i.e. she proceeds to the configuration \((p_3, (\epsilon, \epsilon, \epsilon), q_1, \top, S)\). From this configuration, after Spoiler reads \(acac\) and proceeds to \((p_3, (\epsilon, \epsilon, cc), q_3, 1, D)\), **Duplicate** might continue by reading \(aa\) and going back to the accepting state. Hence we reach the configuration \((p_3, (\epsilon, \epsilon, cc), q_3, 2, S)\). **Duplicate** then can repeat this procedure for the rest of the play and successively proceed to the configurations \((p_3, (\epsilon, \epsilon, ccc), q_3, 3, S)\), \((p_3, (\epsilon, \epsilon, ccccccc), q_3, 3, S)\) etc., each time after Spoiler reads \(acac\). **Duplicate**’s pebble visits an accepting state infinitely often. However the play never reaches a configuration in which the counter is \(\top\) because after the third round, **Duplicate** never pops \(c\) from the third buffer. **Duplicate** loses the play by considering such a strategy. In fact, there is no way for **Duplicate** to pop the second \(c\) that is pushed to the buffer. She loses the game \(G^{a,\omega,\omega}(A, B)\).

In the following, we give another example in which **Duplicate** loses the buffered simulation game. We consider the same NBA \(A, B\) as in Example 3.4.4 but with a slightly different distributed alphabet.

**Example 3.4.6.** Consider again the two NBA \(A, B\) from Example 3.4.4, but now over a distributed alphabet \(\Sigma = \{(a, b), (b, c)\}\). Hence we will consider a game with two buuffers in which the letter \(a\) is pushed to the first one, \(b\) to the first and the second ones, and \(c\) to the second one. In this case, we have \(A c_{\alpha_{ab}} B\). Spoiler wins the game \(G^{a,\omega,\omega}(A, B)\) by reading \(bb(\epsilon a)\). In the first three rounds, **Duplicate** cannot do anything except to skip her turn and hence in the third round, we reach the configuration

\[
(p_3, (bb, bhc), q_0, \bot, D).
\]

(3.23)
However from this configuration, Duplicator also cannot pop the buffer since $q_0$ only has a $c$-transition and $c$ is not at the top of the second buffer. From configuration (3.23), Duplicator can only skip her turn for the rest of the play. Hence we obtain a play $v_0v_1 \ldots$ in which there is no $i$ such that $v_i = (p, w, q, \tau, S)$, but there are infinitely many $i$ such that $v_i = (p, w, q, b, D)$ where $p \in F^q$. Thus Spoiler wins.

We can also consider the flushing variant of buffered simulation with multiple buffers in the same way as in the case of one buffer. Recall that the flushing variant is a more restricted case of buffered simulation in which Duplicator has to pop the entire content of the buffers once she decided to move her pebble. The formal definition of the flushing variant of buffered simulation with multiple buffers only differs from Definition 3.4.2 in the length of the word $u$ that is chosen by Duplicator. We have $|u| = 0$ or $|u| = |w|$ where $w$ is the word that satisfies $\pi_i(w) = w_i$ for all $i \in \{1, \ldots, n\}$. Hence by reading $w$, Duplicator empties all the buffers. For any two NBA $A$, $B$ over a distributed alphabet $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and a capacity vector $\kappa = (k_1, \ldots, k_n)$, we denote the flushing variant between two NBA $A$, $B$ by $G^\kappa_{\text{Flush}}(A, B)$. We write $A \preceq^\kappa_{\text{Flush}} B$ if Duplicator wins the flushing variant $G^\kappa_{\text{Flush}}(A, B)$.

Example 3.4.8. Consider the two NBA $A$ and $B$ over $\hat{\Sigma} = (\{a\}, \{b\})$.

Duplicator wins the game $G^{1,1}_{\text{Flush}}(A, B)$ with the following winning strategy. Initially, she skips her turn in the first three rounds. Hence at the end of the third round, we reach the configuration $(q_3, (aa, b), p_0, \tau, S)$. In the next round, after Spoiler proceeds to $(q_4, (aa, bb), p_0, \tau, D)$ or $(q_5, (aa, bb), p_0, \tau, D)$ by reading $b$, Duplicator responds to this by reading $abab$ and empties the buffer. She proceeds to $(q_6, (\epsilon, \epsilon), p_7, \tau, S)$ or $(q_6, (\epsilon, \epsilon), p_8, \tau, S)$ respectively. From such configurations, it is not hard to see that Duplicator can continue accordingly and win the play.

In a buffered simulation game with one buffer, restricting Duplicator to move only at most one step in each round does not make any difference to the general case where Duplicator is allowed to move several steps at each round. This, however, is not the case if we consider a game with multiple buffers. There are some cases in which Duplicator can only win if she is allowed to move more than one step in each round. To show this formally, let $G^\kappa_{\text{One}}(A, B)$ be a buffered simulation game between two NBA $A$, $B$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and capacity $\kappa = (k_1, \ldots, k_n)$ where Duplicator is restricted to pop at most one letter in each round. Hence the formal definition of $G^\kappa_{\text{One}}(A, B)$ is the same as in Definition 3.4.2 but with $|u| \leq 1$. In the following, we show that there are two NBA $A$, $B$ in which Duplicator wins $G^\kappa(A, B)$, but loses $G^\kappa_{\text{One}}(A, B)$.

Example 3.4.7. Consider the following two NBA $A$ and $B$ over $\hat{\Sigma} = (\{a\}, \{b\})$.
(q_4, (aa, bb), p_0, 1, D). Such a configuration has no valid successor in G^{2,1}_\text{Duplicator} (\mathcal{A}, \mathcal{B}) since Duplicator can only pop one a from the buffer, and this would leave the second buffer with two letters. Hence from such a configuration, Duplicator gets stuck and loses the play.

Now let us assume that Duplicator moves during the first three rounds. At the end of the third round, the play proceeds to some configuration \((q_3, (w_1, w_2), p_i, \bot, S)\) where \(i \in \{1, \ldots, 6\}\). From such a configuration, Spoiler then proceeds to the configuration \((q_4, (w_1, w_2), p_i, \bot, D)\) if \(i\) is even and to \((q_5, (w_1, w_2), p_i, \bot, D)\) if \(i\) is odd. In the first case, the play eventually proceeds to some configuration \((q_4, (w, \epsilon), p_8, \tau, D)\) where \(w \in a^+\), and in the second one, to \((q_5, (w, \epsilon), p_7, \tau, D)\) where \(w \in b^+\). Since from \(p_7\), there is no \(b\)-transition and from \(p_8\), there is no \(a\)-transition, such configurations do not have a valid successor. Hence Duplicator loses the game \(G^{2,1}_\text{Duplicator} (\mathcal{A}, \mathcal{B})\).

In the following section, we will characterise the expressive power of buffered simulation. We will see how expressive buffered simulation is with respect to the distributed alphabets and capacity vectors. We will also see some possibilities of reduction between buffered simulation itself.

## 3.5 Expressive Power

Before we show the expressive power of buffered simulation with multiple buffers, first note that there is no particular order on the tuples in the distributed alphabet. The distributed alphabet simply tells us how the letters are distributed among the buffers. For instance, the distributed alphabet \(\hat{\Sigma} = ((a, b), \{b, c\})\) and \(\hat{\Sigma}' = \{b, c\}, (a, b)\) intuitively tells us the same thing: there are two buffers in which one of them is used to store \(a, b\), and the other one for \(b, c\).

However, if we consider a pair of distributed alphabet and a capacity vector, there is a natural order in which they are written as a pair of \(n\)-tuples. For example, consider again the previous distributed alphabets \(\hat{\Sigma}, \hat{\Sigma}'\), and two distinct numbers \(k_1, k_2\). The games \(G^{k_1, k_2}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\) and \(G^{k_1, k_2}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\) are clearly different. In the first one, we can store at most \(k_1\) many \(a\)s and in the second one \(k_2\) many \(a\)s. The games \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\) and \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\) are equivalent if the pair of the distributed alphabet and capacity vectors \((\hat{\Sigma}, \kappa)\) and \((\hat{\Sigma}', \kappa')\) is a permutation. In such a case, if Duplicator wins \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\), she also wins the game \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\). She simply moves her pebble in the same way as in \(G^{\kappa}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\).

One important observation is that if during a play in \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\), Duplicator resets the counter once, it is not necessary that she also resets the counter once in the corresponding game \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\). The order of the buffers is different. For instance, in some round of \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\), Duplicator might pop a letter from the first buffer and increase the counter from 1 to 2, but in the corresponding game \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\), the letter might be popped from the last buffer and we do not increase the counter if it is 1. However, since in \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\), Duplicator eventually will pop the letter from the \(j\)-th buffer, where \(\sigma(j) = 1\), in the game \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\), the counter eventually will also increase from 1 to 2. Duplicator resets the counter infinitely often in \(G^{\kappa}_{\hat{\Sigma}} (\mathcal{A}, \mathcal{B})\) if she also does so in \(G^{\kappa'}_{\hat{\Sigma}'} (\mathcal{A}, \mathcal{B})\). This is not an overwhelming finding in the theory of buffered simulation but stating this observation allows us to formulate some results more easily.

**Theorem 3.5.1.** Let \(\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)\) be a distributed alphabet, \(\kappa = (k_1, \ldots, k_n)\) a capacity vector, and \(\sigma : \{1, \ldots, n\} \to \{1, \ldots, n\}\) a permutation. Let \(\hat{\Sigma}' = (\Sigma_{\sigma(1)}, \ldots, \Sigma_{\sigma(n)})\) and
\( \kappa' = (k_{\sigma(1)}, \ldots, k_{\sigma(n)}). \) We have
\[
\Theta^i_{\Sigma} = \Theta^{{\kappa'}}_{\Sigma}.
\]

**Proof.** Let \( \mathcal{A}, \mathcal{B} \) be two NBA over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) and suppose \textsc{Duplicator} wins the game \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \). We will show that \textsc{Duplicator} wins \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \) by playing in the same way as in \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \).

In the game \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), suppose from the initial round, \textsc{Spoiler} moves the pebble along \( p_0a_1p_1a_2 \ldots \). We look at what \textsc{Duplicator} would do in the game \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \) if \textsc{Spoiler} does the same move. If \textsc{Duplicator} skips her turn and only moves the pebble for the first time in some round \( m > 0 \) along a run \( r \) then in the game \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \), \textsc{Duplicator} also skips her turn and only moves the pebble in round \( m \) along \( r \). She then repeats this procedure indefinitely.

Now let \( v_0v'_1v_1v'_2 \ldots \) and \( u_0u'_1u_1u'_2 \ldots \) be the plays that are obtained in \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \) and in \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \). Since in the game \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \), \textsc{Duplicator} moves her pebble in the same way as in \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), we have
\[
\begin{align*}
v_i &= (p_i, \overline{w_i}, q_i, c_i, S), \\
u_i &= (p_i, \overline{w'_i}, q_i, c'_i, S),
\end{align*}
\]
for all \( i > 0 \). In other words, the configurations that are reached by \textsc{Duplicator} in every round of \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \) and \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \) only differ in the second and the fourth components. This similarly also holds for the configurations reached by \textsc{Spoiler}.

Since \textsc{Duplicator} wins the play \( v_0v'_1v_1v'_2 \ldots \), either there are only finitely many \( i \) such that \( v'_i = (p_i, \overline{w_i}, q_i, c_i, D) \) with \( p_i \in F^A \) or there are infinitely many \( i \) such that \( v_i = (p_i, \overline{w_i}, q_i, c_i, S) \) with
\[
c_i = \top.
\]
In the first case, there are also finitely many \( i \) such that \( u'_i = (p_i, \overline{w'_i}, q_i, c_i, D) \) with \( p_i \in F^A \) and hence \textsc{Duplicator} wins \( u_0u'_1u_1u'_2 \ldots \). In the second one, we will show that there are also infinitely many \( i \) such that \( u_i = (p_i, \overline{w_i}, q_i, c'_i, D) \) with \( c'_i = \top \). We will show this by contradiction.

Suppose there are only finitely many such \( i \). This implies that in the game \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \), there is a round \( i_0 > 0 \) where started from this round, the counter never changes: we have \( c \in \{1, \ldots, n, \bot, \top\} \) such that
\[
c'_i = c
\]
for all \( i \geq i_0 \). First note that \( c \neq \top \) since otherwise in the next round, i.e. round \( i_0 + 1 \), the counter will change to 1 and we have a contradiction to (3.27). We also have \( c \neq \bot \) since (3.26) holds for infinitely many \( i \). \textsc{Duplicator} sees an accepting state in \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \) as well as in \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), infinitely often, and hence if \( c = \bot \), there is a round \( i_1 > i_0 \) where the counter increases to \( \top \) and we again have a contradiction to (3.27). Thus \( c \in \{1, \ldots, n\} \).

We will show that this will also give us a contradiction. For all \( j \in \{1, \ldots, n\} \), let \( w_j, w'_j \) be the contents of the \( j \)-th buffer in round \( i_0 \) of the games \( G^*_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B}) \) and \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), respectively. First, note that \( w'_j \neq \epsilon \) since otherwise in round \( i_0 + 1 \) the counter will increase from \( c \) and we again have a contradiction to (3.27). Furthermore, since \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), \( \Sigma' = (\Sigma_{\sigma(1)}, \ldots, \Sigma_{\sigma(n)}) \), and \( \sigma \) a permutation, we have \( w'_j = w_d \) for \( c = \sigma(d) \). In the game \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), there is a round \( i_1 \geq i_0 \) where \textsc{Duplicator} pops the \( d \)-th buffer since otherwise the counter at one point never changes and we have a contradiction since (3.26) holds for infinitely many \( i \). Hence in round \( i_1 \) of the game \( G^*_{\Sigma}(\mathcal{A}, \mathcal{B}) \), \textsc{Duplicator} pops the \( c \)-th
buffer. The counter increases from \( c \) to \( c + 1 \) if \( c < n \) or resets to \( \bot \) if \( c = n \). This again a contradiction to (3.27). Hence there is no such round \( i_0 \). We have infinitely many \( i \) such that \( c'_i = \top \). DUPLICATOR wins the play \( u_0u_1'u_1'u_2'\ldots \). She wins the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). The other direction can be shown similarly.

**Eliminating Buffers**

There are some cases where we can eliminate some certain buffers without giving any players more power to win the game. For example, consider a buffered simulation game with two buffers in which the first one has more capacity than the second one, and every letter that is stored in the first buffer also gets stored in the second one. In such a case, the first buffer can be eliminated. This is intuitively because the first buffer is redundant to the second one. Whenever SPOILER reads a letter and a copy of the letter is pushed to the first buffer, one copy of the letter is also pushed to the second one. If DUPLICATOR never violates the capacity constraint of the second buffer, since the first buffer is bigger than the second one, DUPLICATOR also never violates the capacity constraint of the first buffer. Hence eliminating the first buffer does not give any disadvantage or advantage for DUPLICATOR.

Let \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \) be the game obtained from \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \) by eliminating the \( i \)-th buffer because of redundancy to the \( i' \)-th buffer. By Theorem 3.5.1 without loss of generality, we can assume that \( i = 1 \) and \( i' = 2 \). If DUPLICATOR wins the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \) then she also wins the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). She simply moves her pebble in the same way as in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). In this case, it is clear that if during the play in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), DUPLICATOR resets the counter once, she also resets the counter at least once in the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). The reason is because we now consider a game with less buffers and the order of the buffers does not change. If DUPLICATOR resets the counter infinitely often in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), she also does so in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \).

**Theorem 3.5.2.** For any two distributed alphabets \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), \( \hat{\Sigma}' = (\Sigma_2, \ldots, \Sigma_n) \) and two capacity vectors \( \kappa = (k_1, \ldots, k_n) \), \( \kappa' = (k_2, \ldots, k_n) \) in which \( k_1 \geq k_2 \) and \( \Sigma_1 \subseteq \Sigma_2 \), we have

\[
\subseteq^\kappa \subseteq \subseteq^\kappa'.
\]  

(3.28)

The other direction of (3.28) also holds. If DUPLICATOR wins the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), she also wins the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \) by moving her pebble in the same way as in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). However note if in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), DUPLICATOR resets the counter once, in the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), DUPLICATOR might not do so. In the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), the counter might not increase from 1. This is because DUPLICATOR pops a letter from \( \Sigma_2 \) that does not belong to \( \Sigma_1 \). However since \( \Sigma_1 \subseteq \Sigma_2 \), in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), DUPLICATOR eventually will pop the letter from \( \Sigma_1 \) in the first buffer, and in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), the counter increases from 1. DUPLICATOR resets the counter infinitely often in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \) if she also does so in the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \).

**Theorem 3.5.3.** For any two distributed alphabets \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), \( \hat{\Sigma}' = (\Sigma_2, \ldots, \Sigma_n) \) and two capacity vectors \( \kappa = (k_1, \ldots, k_n) \), \( \kappa' = (k_2, \ldots, k_n) \) in which \( k_1 \geq k_2 \) and \( \Sigma_1 \subseteq \Sigma_2 \), we have

\[
\subseteq^\kappa \supseteq \subseteq^\kappa'.
\]

**Proof.** Let \( \mathcal{A}, \mathcal{B} \) be two NBA over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \). Suppose DUPLICATOR wins \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \). In the game \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \), DUPLICATOR simply moves her pebble in the same way as in \( G_{\hat{\Sigma}}^\kappa(\mathcal{A}, \mathcal{B}) \).
Now let \( v_0, v_1, \ldots \) and \( u_0, u_1, \ldots \) be the plays that are obtained in \( G^c(\mathcal{A}, \mathcal{B}) \) and in \( G^c_i(\mathcal{A}, \mathcal{B}) \). Since in the game \( G^c(\mathcal{A}, \mathcal{B}) \), Duplicator moves the pebble in the same way as in \( G^c_i(\mathcal{A}, \mathcal{B}) \), we also have the properties as in (3.24) and (3.25) for all \( i > 0 \).

We will show that if there are infinitely many \( i \) such that \( u_i = (p_i, w_i, q_i, c_i, D) \) with
\[
c_i' = \top,
\]
(3.29)
there are also infinitely many \( i \) such that \( v_i = (p_i, w_i, q_i, c_i, D) \) with \( c_i = \top \). We will show this by contradiction.

Suppose there are only finitely many such \( i \). With the same reasoning as in the proof of Theorem 3.5.1 this implies that in the game \( G^c_i(\mathcal{A}, \mathcal{B}) \), there is a round \( i_0 \geq 0 \) where started from this round, the counter never changes from \( c \in \{1, \ldots, n\} \), i.e.
\[
c_i = c
\]
(3.30)
for all \( i \geq i_0 \).

For all \( j \in \{1, \ldots, n\} \), let \( w_j \) and \( w'_j \) be the content of the \( j \)-th buffer in round \( i_0 \) of the games \( G^c(\mathcal{A}, \mathcal{B}) \) and \( G^c_i(\mathcal{A}, \mathcal{B}) \), respectively. We have \( w_j \neq \epsilon \) since otherwise in round \( i_0 + 1 \) the counter will increase from \( c \) and we have a contradiction to (3.30). Furthermore, since \( \hat{\Sigma} = (\Sigma_2, \ldots, \Sigma_n), \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), we have \( w_{c_i}' = w_{c_i-1} \) for \( c > 1 \).

Now suppose \( c > 1 \). In the game \( G^c_i(\mathcal{A}, \mathcal{B}) \), there is a round \( i_1 \geq i_0 \) where Duplicator pops the \((c-1)\)-th buffer since otherwise, at one point the counter in \( G^c_i(\mathcal{A}, \mathcal{B}) \) never changes and this contradicts that (3.29) holds for infinitely many \( i \). Hence in round \( i_1 + 1 \), the counter increases from \( c \) to \( c + 1 \) if \( c < n \) or resets to \( \perp \) if \( c = n \). This is again a contradiction to (3.30).

In the case where \( c = 1 \), since \( \Sigma_1 \subseteq \Sigma_2 \), we have \( w_c = \pi_1(w_c') \) where \( \pi_1 \) is the projection to \( \Sigma_1 \). In the game \( G^c(\mathcal{A}, \mathcal{B}) \), there is a round \( i_2 \geq i_0 \) where Duplicator pops the first letter of \( \pi_1(w_c') \) from the first buffer. Otherwise, at one point the counter never changes and this again contradicts that (3.29) holds for infinitely many \( i \). Hence in round \( i_2 \) of \( G^c_i(\mathcal{A}, \mathcal{B}) \), Duplicator pops the first buffer and the counter increases from 1 which is again a contradiction to (3.30).

Hence there is no such round \( i_0 \). We have infinitely many \( i \) such that \( c_i = \top \). Since Duplicator wins \( u_0u'_1u_2u'_2 \ldots \), she also wins the play \( v_0v'_1v_1v'_2 \ldots \). Duplicator wins the game \( G^c(\mathcal{A}, \mathcal{B}) \). \( \square \)

### Hierarchy over Capacity Vectors

As in the case of one buffer, buffered simulation with multiple buffers also gets more expressive as the capacity of the buffers grows. We have a similar hierarchy as in Theorem 3.1.4. First, let us consider an order over the capacity vectors by considering the total order on \( \mathbb{N} \cup \{\omega\} \) that is extended to the point-wise comparisons on \( n \)-tuples of elements from \( \mathbb{N} \cup \{\omega\} \). For any two capacity vectors \( \kappa = (k_1, \ldots, k_n) \) and \( \kappa' = (k'_1, \ldots, k'_n) \), we have \( \kappa \leq \kappa' \) iff \( k_i \leq k'_i \) for all \( i \in \{1, \ldots, n\} \). Furthermore, we write \( \kappa < \kappa' \) iff \( \kappa \leq \kappa' \) and there is \( i \in \{1, \ldots, n\} \) such that \( k_i < k'_i \). For example, we have \((78, 6, 19) < (\omega, 6, 23) \) but \((3, 4) \not\leq (5, 2) \). By considering such an order, as the capacity vector grows, buffered simulation gets more expressive. This, however, only holds with respect to a fixed distributed alphabet.

**Theorem 3.5.4.** Let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be a distributed alphabet. For any two capacity vectors \( \kappa, \kappa' \) in which \( \kappa < \kappa' \), we have \( \kappa^c_{\hat{\Sigma}} \subseteq \kappa'^c_{\hat{\Sigma}} \).
Proof. For any two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma}$ and two capacity vectors $\kappa < \kappa'$, any winning strategy in $G^\kappa(\mathcal{A}, \mathcal{B})$ is also a winning strategy in $G^{\kappa'}(\mathcal{A}, \mathcal{B})$. Hence for all $\kappa < \kappa'$, we have $\Sigma^{\kappa} \preceq \Sigma^{\kappa'}$. For the strictness part, suppose $\kappa = (k_1, \ldots, k_n)$, $\kappa' = (k'_1, \ldots, k'_n)$, and $\kappa < \kappa'$. Since $\kappa < \kappa'$, we have $k_1 < k'_1$. Now consider the following two NBA $\mathcal{A}, \mathcal{B}$ where $a$ is some arbitrary letter in $\Sigma$.

We have $\mathcal{A} \preceq \mathcal{B}$. This is because in the game $G^{\kappa'}(\mathcal{A}, \mathcal{B})$, Duplicator wins by just skipping her turn. At the end of round $k'_1$, we reach the configuration $(p_{k'_1}, (a^{k'_1}, \epsilon, \ldots, \epsilon), q_0, \perp, S)$ which does not have any valid successor since the state $p_{k'_1}$ does not have a successor. Hence Spoiler gets stuck and Duplicator wins the play. However, we have $\mathcal{A} \preceq \mathcal{B}$. Spoiler wins $G^{\kappa}(\mathcal{A}, \mathcal{B})$ by reading $a^{k_1+1}$. This is possible because $k_1 < k'_1$. Hence at round $k_1 + 1$, after Spoiler reads $a$, we reach the configuration $(p_{k_1}, (a^{k_1+1}, \epsilon, \ldots, \epsilon), q_0, \perp, D)$ which does not have any valid successor since the state $q_0$ does not have a successor. Hence Duplicator loses the game $G^{\kappa}(\mathcal{A}, \mathcal{B})$. \hfill $\Box$

Hierarchy over Distributed Alphabets

Theorem 3.5.4 shows that for a fixed distributed alphabet, buffered simulations get more expressive as the capacity of the buffers grows. It turns out that for a fixed capacity vector, buffered simulation also gets more expressive as the distributed alphabet gets “less” distributed. By “less” distributed, we mean each buffer gets associated to the same or a smaller set of letters.

To show this formally, consider the order on the distributed alphabets by considering the inclusion that is extended to the point-wise comparisons of $n$-tuples of subset of $\Sigma$. For any two distributed alphabets $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and $\hat{\Sigma}' = (\Sigma'_1, \ldots, \Sigma'_n)$ where $\Sigma_1 \cup \ldots \cup \Sigma_n = \Sigma'_1 \cup \ldots \cup \Sigma'_n$, we say $\hat{\Sigma}'$ is finer than $\hat{\Sigma}$ and write $\hat{\Sigma}' \preceq \hat{\Sigma}$ if $\Sigma'_i \subseteq \Sigma_i$ for all $i \in \{1, \ldots, n\}$. The finer the distributed alphabet, the stronger is Duplicator to win the game. Intuitively, this is because in the game with a finer distributed alphabet, each letter that is read by Spoiler now is put to the same set of buffers or less. Hence Duplicator’s moves are less restricted.

If Duplicator wins the game $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$ then she also wins the game $G^{\kappa'}_{\hat{\Sigma}'}(\mathcal{A}, \mathcal{B})$ where $\hat{\Sigma}' \preceq \hat{\Sigma}$ by moving her pebble as in $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$. Note that if Duplicator resets the counter in $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$ infinitely often, she will also do so in the game $G^{\kappa}_{\hat{\Sigma}'}(\mathcal{A}, \mathcal{B})$. Since otherwise, there is a non-empty buffer, let us assume the $i$-th one, in $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$ that is ignored by Duplicator. Since every letter that gets stored to the $i$-th buffer in the game $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$ also gets stored to the $i$-th buffer in $G^{\kappa'}_{\hat{\Sigma}'}(\mathcal{A}, \mathcal{B})$, this means Duplicator also ignores the $i$-th buffer in $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$ and contradicts our initial assumption. We formally show this as follows.

**Theorem 3.5.5.** Let $\kappa = (k_1, \ldots, k_n)$ be a capacity vector. For any two $n$-tuples of distributed alphabets $\hat{\Sigma}, \hat{\Sigma}'$ in which $\hat{\Sigma} \preceq \hat{\Sigma}'$, we have $\Sigma^{\kappa} \preceq \Sigma^{\kappa'}$.

**Proof.** Let $\mathcal{A}, \mathcal{B}$ be two NBA over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and suppose Duplicator wins the game $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$. Let $\hat{\Sigma}' = (\Sigma'_1, \ldots, \Sigma'_n)$ be some distributed alphabet in which $\hat{\Sigma}' \preceq \hat{\Sigma}$ and $\pi, \pi'$ be the projections with respect to $\hat{\Sigma}, \hat{\Sigma}'$, respectively. In the game $G^{\kappa}_{\hat{\Sigma}'}(\mathcal{A}, \mathcal{B})$, Duplicator moves her pebble in the same way as in $G^{\kappa}_{\hat{\Sigma}}(\mathcal{A}, \mathcal{B})$. 
Now let \( v_0v'_1v_1 \ldots \) and \( u_0u'_1u_1 \ldots \) be the plays that are obtained in \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \) and in \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \). Since in the game \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), Duplicator plays as in \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), we also have the same properties as in (3.24) and (3.25).

We will show that if there are infinitely many round \( i \) such that \( v_i = (p_i, \overline{w}_i, q_i, c_i, D) \) with

\[
c_i = \top,
\]

there are also infinitely many round \( i \) such that \( u_i = (p_i, \overline{w}_i, q_i, c'_i, D) \) with \( c'_i = \top \). We will show this by contradiction.

Suppose there are only finitely many such \( i \). By the same reasoning as in Theorem [3.5.1] this implies that in the game \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), there is a round \( i_0 \geq 0 \) where started from this round, the counter never changes from \( c \in \{1, \ldots, n\} \), i.e.

\[
c'_i = c
\]

for all \( i \geq i_0 \).

For all \( j \in \{1, \ldots, n\} \), let \( w_j, w'_j \) be the contents of the \( j \)-th buffer in round \( i_0 \) in the games \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), respectively. Since \( \hat{\Sigma}' \leq \hat{\Sigma} \), we have \( \pi'_j(w_j) = w'_j \) for all \( j \in \{1, \ldots, n\} \). Note that we have \( w'_c \neq \epsilon \) since otherwise in round \( i_0 + 1 \), the counter will increase from \( c \) and this contradicts (3.32) holds for all \( i \geq i_0 \). In the game \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), there is some round \( i_1 \geq i_0 \) where Duplicator pops the first letter of \( \pi'_j(w'_j) \) from buffer \( c \). Otherwise, the counter in \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \) at one point, never changes and this contradicts that (3.31) holds for infinitely many \( i \). Hence in round \( i_1 \) of \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), Duplicator also pops a letter from buffer \( c \). In round \( i_1 + 1 \), the counter will increase to \( c + 1 \) if \( c < n \) or resets to \( \bot \) if \( c = n \). This again contradicts that (3.32) holds for all \( i \geq i_0 \). Hence there is no such round \( i_0 \). We have infinitely many \( i \) such that \( c'_i = \top \).

Since Duplicator wins \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \), she wins \( v_0v'_1v_1 \ldots \). Thus she also wins the play \( u_0u'_1u_1 \ldots \). Duplicator wins the game \( G^*_\Sigma(\mathcal{A}, \mathcal{B}) \).

\( \square \)

The comparison between buffered simulation games with different distributed alphabet, however, is not particularly meaningful. Buffered simulation games are defined with respect to a distributed alphabet, and hence each distributed alphabet defines its own class of structures and the corresponding buffered simulations become relations on different classes of structures. We will see in the following chapter that the complexity and decidability issues of buffered simulation games do not depend on how the letters are distributed among the buffers, but only on how many buffers are involved and how big they are.
Chapter 4

Decidability and Complexity

In the previous chapter, we have seen the formal definition of buffered simulation. It extends the game framework of the standard fair simulation with one or multiple buffers such that DuPliCatoR can store the letter that is read by SpoileR temporarily to the buffers before she executes it in her structure. DuPliCatoR can have a preview of SpoileR’s move and more chances to mimic it correctly. In general, each of the buffers might have a bounded or an unbounded capacity.

The definition of buffered simulation is quite simple and natural, but it is not clear whether such a simulation is still decidable. If all buffers are bounded, intuitively buffered simulation should still be decidable since the number of configurations is finite. However if some buffers are unbounded, the number of configurations is no longer finite. It is already infinite even in the case where we only have one unbounded buffer. Hence in the case where some buffers are unbounded, buffered simulation might be no longer decidable.

We study the decidability and complexity of buffered simulation in various cases. In general, we will consider the following decision problem.

Given: Two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) and a capacity vector
\[
\kappa = (k_1, \ldots, k_n) \in (\mathbb{N} \cup \{\omega\})^n
\]

Question: Does DuPliCatoR win the game \( \mathcal{G}^\kappa(\mathcal{A}, \mathcal{B}) \)?

Before we show the decidability and complexity of this problem, we will consider some of its simpler instances in the first three sections of this chapter. In the first one, we will consider the problem of deciding buffered simulation in which only one buffer is involved and the capacity is bounded, i.e. the instance of (4.1) in which \( n = 1 \) and \( k_1 \in \mathbb{N} \). In the second one, we will consider a more general problem, namely deciding buffered simulation where multiple buffers are involved and all of them have a bounded capacity, i.e. the instance of (4.1) where \( n \geq 1 \) and \( k_1, \ldots, k_n \in \mathbb{N} \). In the third section, we will consider the problem of deciding buffered simulation where only one buffer is involved but the capacity is unbounded, i.e. the instance of (4.1) where \( n = 1 \) and \( k_1 = \omega \). All of these three instances turn out to be decidable. The decidability of the first two is expected since the number of configurations in the game \( \mathcal{G}^\kappa(\mathcal{A}, \mathcal{B}) \) is finite. However the decidability of the third one is quite surprising. In such a case, the number of configurations in the buffered simulation game is infinite and questions about systems with an unbounded FIFO buffer are often undecidable. For instance in [CF05], it is shown that the linear-time properties of a system with two machines and one buffer are undecidable. Nevertheless, we will see that by adding one more buffer, even with a minimal capacity, buffered simulation
is no longer decidable. We will end this chapter with some sections that show the high undecidability of the problem stated in (4.1).

4.1 Simulation with One Bounded Buffer

Let us start with a simple case of buffered simulation where there is only one bounded buffer. Consider the following problem.

Given: Two NBA $\mathcal{A}, \mathcal{B}$ over $\Sigma$ and $k \in \mathbb{N}$

Question: Does DUPLICATOR win the game $G^k(\mathcal{A}, \mathcal{B})$?

In Theorem 3.1.8, it is shown that we can reduce any buffered simulation game $G^k(\mathcal{A}, \mathcal{B})$ where $k \in \mathbb{N} \cup \{\omega\}$ to a parity game $G$ where player 1 corresponds to SPÓILER and player 0 to DUPLICATOR. The parity game $G$ is played in the configuration graph of $G^k(\mathcal{A}, \mathcal{B})$ with a parity function that mimics the winning condition of $G^k(\mathcal{A}, \mathcal{B})$. The size of $G$ is the same as the size of the configuration graph of $G^k(\mathcal{A}, \mathcal{B})$. For a bounded capacity $k \in \mathbb{N}$, we can refine Theorem 3.1.8 to the following corollary.

Corollary 4.1.1. For any two NBA $\mathcal{A}, \mathcal{B}$ over $\Sigma$ and a capacity $k \in \mathbb{N}$, we can construct in polynomial time a parity game $G$ with priorities 0, 1, 2 that is played on a graph where the numbers of nodes and edges are

$$|V| = O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|^{k+2}),$$

$$|E| = O(|\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot |\Sigma|^{2k+3})$$

such that DUPLICATOR wins $G^k(\mathcal{A}, \mathcal{B})$ iff player 0 wins the parity game $G$.

Proof. Consider the parity game $G$ as described in the proof of Theorem 3.1.8. The nodes in the parity game $G$ are the configurations of $G^k(\mathcal{A}, \mathcal{B})$. By Definition 3.1.1, the set of configurations in $G^k(\mathcal{A}, \mathcal{B})$ is

$$V = Q^\mathcal{A} \times \Sigma^{\leq k+1} \times Q^\mathcal{B} \times \{T, F\} \times \{S, D\}.$$  

Since $|\Sigma^{\leq k+1}| = |\Sigma^0| + |\Sigma^1| + \ldots + |\Sigma^{k+1}| = O(|\Sigma|^{k+2})$, the number of nodes in $G$ is $O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma|^{k+2})$.

The edges in the parity game $G$ are also the same as the edges in the configuration graph of $G^k(\mathcal{A}, \mathcal{B})$. Recall also from Definition 3.1.1 that the outgoing edges from SPÓILER’s configurations are of the form

$$(p, w, q, b, S) \rightarrow (p', w, a, q, b, D)$$

where $w \in \Sigma^{\leq k}$ and $a \in \Sigma$. Since $|\Sigma^{\leq k}| = O(|\Sigma|^{k+1})$, the number of outgoing edges from SPÓILER’s configuration is $O(|\mathcal{A}|^2 \cdot |\mathcal{B}| \cdot |\Sigma|^{k+2})$. The outgoing edges from DUPLICATOR’s configuration, however, are of the form

$$(p, w, q, b, D) \rightarrow (p, w, q', b', S)$$

where $w \in \Sigma^{\leq k}$ and $w' \in \Sigma^{\leq k}$. Thus the number of outgoing edges from DUPLICATOR’s configuration is $O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^{2k+3})$. Hence we have the desired result.

Now recall that by Proposition 2.4.2 from Jur00, deciding whether player 0 wins a parity game with priorities 0, 1, and 2 on a graph of $n$ nodes and $m$ edges is in time $O(nm)$. Hence we have the following theorem.

Theorem 4.1.2. For any two NBA $\mathcal{A}, \mathcal{B}$ over $\Sigma$ and a capacity $k \in \mathbb{N}$, deciding $\mathcal{A} \subseteq^k \mathcal{B}$ is in time $O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^{3k+5})$. 
The Flushing Variant

In the case where we consider the flushing variant, solving buffered simulation can be done slightly easier than this. First note that the flushing variant \( G^k_{\text{Flush}}(A, B) \) can also be reduced to a parity game in the same way as we reduce \( G^k(A, B) \). We can reduce it to a parity game \( G' = (G', c', \Omega) \) where \( G' \) and \( c' \) are the configuration graph and the initial configuration of the game \( G^k_{\text{Flush}}(A, B) \), and \( \Omega \) is the priority function as in (3.6).

Let \( G \) and \( G' \) be the parity games for \( G^k(A, B) \) and \( G^k_{\text{Flush}}(A, B) \), respectively. The numbers of nodes in the parity game \( G \) and \( G' \) are the same since the configurations in \( G' \) and \( G_{\text{Flush}}^k(A, B) \) do not differ. The number of edges in \( G' \), however, is slightly less than the one in \( G \). This is because the move of Duplicator in \( G^k_{\text{Flush}}(A, B) \) is more restricted. In the configuration graph of the flushing variant \( G^k_{\text{Flush}}(A, B) \), there are two kinds of outgoing edges from Duplicator’s configuration: the one that corresponds to the case where Duplicator flushes the buffer and the one where she skips her turn. They are respectively of the form

\[
(p, w, q, c, D) \rightarrow (p, \epsilon, q', c', S)
\]

\[
(p, w', q, c, D) \rightarrow (p, w', q, \bot, S).
\]

where \( p \in Q^A \), \( q, q' \in Q^B \), \( w, w' \in \Sigma^{k+1} \), and \( c, c' \in \{\bot, \top\} \). Since \( |\Sigma^{k+1}| = O(|\Sigma|^{k+2}) \), the number of outgoing edges from Duplicator’s configuration in the configuration graph of \( G^k_{\text{Flush}}(A, B) \) is \( O(|A| \cdot |B|^2 \cdot |\Sigma|^{k+2}) \). The numbers of outgoing edges from Spoiler’s configuration in \( G \) and in \( G' \), however, are the same. It is \( O(|A|^2 \cdot |B| \cdot |\Sigma|^{k+2}) \).

There is no different in how Spoiler move in the game \( G^k(A, B) \) or \( G^k_{\text{Flush}}(A, B) \). Hence we have the following theorem.

**Theorem 4.1.3.** For any two NBA \( A, B \) over \( \Sigma \) and \( k \in \mathbb{N} \), we can construct in polynomial time a parity game \( G' \) with priorities 0, 1, and 2 that is played on a graph where the numbers of nodes and edges are

\[
|V| = O(|A| \cdot |B| \cdot |\Sigma|^{k+2}),
\]

\[
|E| = O(|A|^2 \cdot |B|^2 \cdot |\Sigma|^{k+2})
\]

such that Duplicator wins \( G^k_{\text{Flush}}(A, B) \) iff player 0 wins \( G' \).

Again, since deciding the winner of a parity game with priorities 0, 1, and 2 is linear in the products of the numbers of nodes and edges, we have the following corollary.

**Corollary 4.1.4.** For any two NBA \( A, B \) over \( \Sigma \) and \( k \in \mathbb{N} \), deciding whether \( A \models^{k}_{\text{Flush}} B \) is in time \( O(|A|^3 \cdot |B|^3 \cdot |\Sigma|^{2k+4}) \).

For the full-flushing variant, recall from Section 3.3 that the game can be reduced to the static \((k+1)\)-letter simulation game. Hence by Proposition 2.6.8, we have the following corollary.

**Corollary 4.1.5.** For any two NBA \( A, B \) over \( \Sigma \) and a capacity \( k \in \mathbb{N} \), deciding whether \( A \models^{k}_{\text{Flush}} B \) is in time and \( O(|A|^3 \cdot |B|^3 \cdot |\Sigma|^{2k+2}) \).

Buffered simulation with one bounded buffer together with its flushing variants, can be solved in time polynomially in the size of the automata and exponentially in the size of the alphabet where the exponent is the size of the buffer. Thus for a given fixed capacity, we can solve buffered simulation with one buffer and its flushing variant in polynomial time.

**Corollary 4.1.6.** For a fixed capacity \( k \in \mathbb{N} \), deciding \( \equiv^{k}_{\text{Flush}}, \equiv^{k}_{\text{Flush}} \) and \( \equiv^{k}_{\text{Flush}} \) are in PTIME.
4.2 Simulation with $n \geq 1$ Bounded Buffers

Now let us look at a more general problem. Consider the problem of deciding buffered simulation where multiple bounded buffers are involved.

**Given:** Two NBA $\mathcal{A}, \mathcal{B}$ over $\Sigma = (\Sigma_1, \ldots, \Sigma_n)$ and a $\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n$

**Question:** Does **Duplicator** win the game $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$?

As in the case of one buffer, this problem can also be reduced to a parity game. We can consider a parity game that is played on the configuration graph of $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$ with a priority function that mimics the winning condition of $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$. The following is a generalisation of Corollary 4.1.1.

**Theorem 4.2.1.** Given two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and $\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n$, we can construct in polynomial time a parity game $\mathcal{G}$ with priorities 0, 1, and 2 that is played on a graph where the numbers of nodes and edges are

$$|V| = O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma_1|^{k_1+2} \cdots |\Sigma_n|^{k_n+2} \cdot n),$$

$$|E| = O(|\mathcal{A}|^2 \cdot |\mathcal{B}|^2 \cdot |\Sigma_1|^{2k_1+3} \cdots |\Sigma_n|^{2k_n+3} \cdot n^2)$$

such that **Duplicator** wins $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$ iff player 0 wins the parity game $\mathcal{G}$.

**Proof.** Let $G = (V, V_S, V_D, E)$ be the configuration graph of $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$ and $v_0$ the initial configuration of $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$. The parity game $\mathcal{G}$ is a triple $(G, v_0, \Omega)$ where $\Omega$ is a priority function that mimics the winning condition in $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$, i.e. for any configuration $v \in V$,

$$\Omega(v) = \begin{cases} 2 & \text{if } v = (p, \bar{w}, q, \tau, S) \\ 1 & \text{if } v = (p, \bar{w}, q, c, D) \text{ where } p \in F^\mathcal{A} \\ 0 & \text{otherwise.} \end{cases} \quad (4.2)$$

With the same reasoning as in the proof of Theorem 3.1.8 we can show that **Duplicator** wins $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$ iff player 0 wins the parity game $\mathcal{G}$.

The nodes in the parity game $\mathcal{G}$ are the configurations of the game $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$. Recall from Definition 3.4.2 that the set of configurations in $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$ is

$$V = \mathcal{Q}^\mathcal{A} \times (\Sigma_1^{\leq k_1+1} \times \cdots \times \Sigma_n^{\leq k_n+1}) \times \mathcal{Q}^\mathcal{B} \times \{1, \ldots, n, \perp, \tau\} \times \{S, D\}.$$ 

Since $|\Sigma_i^{\leq k_i+1}| = O(|\Sigma_i|^{k_i+2})$ for all $i \in \{1, \ldots, n\}$, the number of nodes in $\mathcal{G}$ is $O(|\mathcal{A}| \cdot |\mathcal{B}| \cdot |\Sigma_1|^{k_1+2} \cdots |\Sigma_n|^{k_n+2} \cdot n)$.

The edges in the parity game $\mathcal{G}$ are also the same as the edges in the configuration graph of $\mathcal{G}^*(\mathcal{A}, \mathcal{B})$. By Definition 3.4.2, the outgoing edges from **Spoiler**’s configuration are of the form

$$(p, \bar{w}, q, c, S) \rightarrow (p', \bar{w}', q, c, D),$$

where

$$\bar{w} = (w_1, \ldots , w_n),$$

$$\bar{w}' = (w_1 \pi_1(a_1), \ldots , w_n \pi_n(a_n)),$$

and $w_i \in \Sigma_i^{\leq k_i}$, $\pi_i(a_i) = \epsilon$ or $a_i \in \Sigma_i$, for all $i \in \{1, \ldots, n\}$. Since $|\Sigma_i^{\leq k_i}| = O(|\Sigma_i|^{k_i+1})$ for all $i \in \{1, \ldots, n\}$, the number of outgoing edges from **Spoiler**’s configuration is $O ((|\mathcal{A}|^2 \cdot |\mathcal{B}| \cdot |\Sigma_1|^{k_1+2} \cdots |\Sigma_n|^{k_n+2} \cdot n)$.
Theorem 4.2.3. For any two NBA $A, B$ the following holds.

We can construct in polynomial time a parity game $G$ over $A, B$ such that $A \prec B$.

Since deciding the winner of a parity game with priorities 0, 1, and 2 over a graph with $n$ nodes and $m$ edges is in time $O(nm)$, we have the following theorem.

Theorem 4.2.2. For any two NBA $A, B$ over $\Sigma = \{\Sigma_1, \ldots, \Sigma_n\}$ and $\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n$, deciding $A \prec B$ is in time $O(|A|^3 \cdot |B|^3 \cdot |\Sigma_1|^{k_1+5} \cdots |\Sigma_n|^{k_n+5} \cdot n^3)$.

In the case of the flushing variant, i.e. deciding $A \prec_{\text{Flush}} B$, the complexity is slightly better. We can show this in a similar way as in the case of one buffer. The reason is because the number of edges in the configuration graph of $G^c_{\text{Flush}}(A, B)$ is slightly less than the one of $G^c(A, B)$. In the configuration graph of $G^c_{\text{Flush}}(A, B)$, the outgoing edges from $D$'s configurations that correspond to the case where $D$ flushes the $B$'s configuration are of the form

\[(p, w, q, c, D) \rightarrow (p, \bar{w}, q', c', S),\]

where

\[
\bar{w} = (w_1, \ldots, w_n),
\]

\[
\bar{w}' = (w'_1, \ldots, w'_n),
\]

and $w_i \in \Sigma_{i}^{k_i+1}$, $w'_i \in \Sigma_{i}^{k_i}$ for all $i \in \{1, \ldots, n\}$. Hence the number of outgoing edges from $D$'s configuration is $O(|A| \cdot |B|^2 \cdot |\Sigma_1|^{k_1+3} \cdots |\Sigma_n|^{k_n+3} \cdot n^2)$. Thus the number of edges in $G$ is $O(|A|^2 \cdot |B|^2 \cdot |\Sigma_1|^{2k_1+3} \cdots |\Sigma_n|^{2k_n+3} \cdot n^2)$. □

For any two NBA $A, B$ the following holds.

We can construct in polynomial time a parity game $G$ over $A, B$ such that $A \prec B$. Thus we have the following theorem.

Theorem 4.2.3. For any two NBA $A, B$ over $\Sigma = \{\Sigma_1, \ldots, \Sigma_n\}$ and $\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n$, we can construct in polynomial time a parity game $G'$ with priorities 0, 1, and 2 that is played on a graph where the numbers of nodes and edges are

\[|V| = O(|A| \cdot |B| \cdot |\Sigma_1|^{k_1+2} \cdots |\Sigma_n|^{k_n+2} \cdot n),\]

\[|E| = O(|A|^2 \cdot |B|^2 \cdot |\Sigma_1|^{k_1+2} \cdots |\Sigma_n|^{k_n+2} \cdot n^2)\]

such that $D$ wins $G^c_{\text{Flush}}(A, B)$ iff player 0 wins $G'$. 
Again, by Proposition 2.4.2 the winner of a parity game with priorities 0, 1, and 2 is linear in the products of the numbers of nodes and edges. Hence we have the following corollary.

**Corollary 4.2.4.** For any two NBA $A, B$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and $\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n$, deciding whether $A \sqsubseteq_{\text{Flush}}^\kappa B$ is in time $O(|A|^3 |B|^3 |\Sigma_1|^{2k_1+4} \cdots |\Sigma_n|^{2k_n+4} \cdot n^3)$.

Both of the flushing variant and the general case of buffered simulation with multiple bounded buffers can be solved in time polynomially in the size of the automata and in the number of the buffers. They are however exponential in the size of the alphabets where the exponent is the capacity of the buffers. Thus for a fixed capacity vector $\kappa$, buffered simulation with multiple bounded buffers and its flushing variant can be solved in polynomial time.

**Corollary 4.2.5.** For a fixed $\kappa \in \mathbb{N}^+$, deciding $\sqsubseteq^\kappa$ and $\sqsubseteq_{\text{Flush}}^\kappa$ are in PTIME.

### 4.3 Simulation with One Unbounded Buffer

Now let us consider a more general case where some unbounded buffer is involved. First consider the case where there is only one buffer. We will start with the flushing variant, i.e.

**Given:** Two NBA $A, B$ over $\Sigma$

**Question:** Does Duplicator win the game $G_\omega^{\text{Flush}}(A, B)$? (4.3)

Note that we can also reduce the game $G_\omega^{\text{Flush}}(A, B)$ to a parity game in the same way as we reduce the game $G^k(A, B)$ where $k \in \mathbb{N}$. We can see it as a parity game that is played in the configuration graph of $G_\omega^{\text{Flush}}(A, B)$ with the same priority function as in (3.6). However, recall that the set of configurations in the game $G_\omega^{\text{Flush}}(A, B)$, as well as $G^k(A, B)$, is

$$V = Q^A \times \Sigma^* \times Q^B \times \{\top, \bot\} \times \{S, D\}.$$  

Since the content of the buffer can be any finite word from $\Sigma^*$, there are infinitely many configurations. Reducing the game $G_\omega^{\text{Flush}}(A, B)$ to a parity game in the same way as we reduce the game $G^k(A, B)$, where $k \in \mathbb{N}$, will only give us a parity game on an infinite graph which does not help us in showing decidability or undecidability of (4.3).

Nevertheless, we will show that the problem in (4.3) is indeed decidable. We will first give the lower bound of solving such a problem and then its upper bound. After presenting the complexity characterisation of deciding $\sqsubseteq_{\text{Flush}}^\omega$ completely, we will continue with a more involved problem, namely deciding $\sqsubseteq^\omega$.

#### 4.3.1 The Flushing Variant

It turns out that deciding whether Duplicator wins $G_\omega^{\text{Flush}}(A, B)$ can no longer be done in PTIME. The problem is PSPACE-hard. We will present a reduction from the corridor tiling problem. Recall from Chapter 2 that in the corridor tiling problem, we are given a tiling system $T$, a corridor width $n > 0$, and are asked whether we can tile the region $\{1, \ldots, n\} \times \mathbb{N}^+$. Such a problem can be reduced to the one of deciding $\sqsubseteq_{\text{Flush}}^\omega$. Intuitively, we construct two NBA $A, B$ such that Spoiler’s role is to produce a tiling row by row in $A$ and Duplicator’s role is to make sure that there is no horizontal or vertical mismatch.
Similarly we denote by $B$ the tiling row by row and by the construction of \textnumero{4.1}, $S$ wins if there exists a corridor tiling. The strategy for $S$ is more complex. It consists of two components: $A$ and $B$.

Figure 4.1: NBA $A$ and $B$ for the corridor tiling problem.
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Figure 4.2: The components $B_{\text{hor}}$ and $B_{\text{ver}}$.}

by playing in $B$. The automaton $B$ is basically equipped with two accepting sinks: $s_{\text{hor}}$ and $s_{\text{ver}}$ such that whenever DUPLICATOR detects a horizontal or vertical mismatch, she simply flushes the buffer and reaches $s_{\text{hor}}$ or $s_{\text{ver}}$ to win the play.

Formally, given a tiling system $\mathcal{T} = (T, H, V)$ and a width $n > 0$, we construct two NBA $A$, $B$ as in Figure 4.1. They are defined over $\Sigma = T \cup \{\#\}$. The symbol $\#$ is used to denote the beginning of a tiling of a row. The automaton for Spoiler will produce a word of the form $\#w_1\#w_2\#\ldots$ where $w_1, w_2, \ldots \in T^n$. The words $w_1, w_2, \ldots$ correspond to the tiling of the first row, the second row, etc. The automaton for Duplicator, however, is more complex. It consists of two components: $B_{\text{hor}}$ that is used to detect the horizontal mismatch and $B_{\text{ver}}$ for the vertical mismatch. We illustrate $B_{\text{hor}}$ and $B_{\text{ver}}$ in Figure 4.2.

We assume that $T = \{a_1, \ldots, a_m\}$. Moreover, for any tile $t \in T$, we denote by $t^H$, the set of tiles that are not horizontally compatible with $t$, i.e. $t^H = \{t' \in T \mid (t, t') \notin H\}$. Similarly we denote by $t^V$, the set of tiles that are not vertically compatible with $t$, i.e. $t^V = \{t' \in T \mid (t, t') \notin V\}$.

Intuitively, any infinite word $w = \#t_{1,1} \ldots t_{n,1} \#t_{1,2} \ldots t_{n,2} \# \ldots \in (\# \cdot T^n)^\omega$ is accepted by $B$ if it contains a vertical or horizontal mismatch, i.e. there exist $i \in \{1, \ldots, n\}$ and $j > 0$ such that $(t_{i,j}, t_{i,j+1}) \notin H$ or $(t_{i,j}, t_{i,j+1}) \notin V$. Duplicator can read such a word $w$ from the initial state $q_0$ by going to the accepting sink $s_{\text{hor}}$ or $s_{\text{ver}}$ and loop there for the rest of the play.

**Lemma 4.3.1.** Given a tiling system $\mathcal{T} = (T, H, V)$ and a width $n > 0$, consider the two NBA $A$, $B$ in Figure 4.1. We have

\[ L(A) = (\# \cdot T^n)^\omega \]

\[ L(A) \cap L(B) = \{\#w_1\#w_2\#\ldots \in (\# \cdot T^n)^\omega \mid \exists i, j : (w_i(j), w_i(j + 1)) \notin H \text{ or } (w_i(j), w_{i+1}(j)) \notin V\}. \]

Now if we consider the game $G_{\text{Flush}}^\omega(A, B)$ between the two NBA $A$, $B$ as in Figure 4.1, Spoiler wins if there exists a corridor tiling. The strategy for Spoiler is simply to read the tiling row by row and by the construction of $B$, Duplicator will never reach any accepting sinks. However, if there is no corridor tiling, Duplicator simply waits until Spoiler produces a vertical or horizontal mismatch. At that point, she flushes the buffer by going to one of the accepting sinks.
Theorem 4.3.2. Given a tiling system \( T = (T, H, V) \) and a width \( n > 0 \), we can construct in polynomial time two NBA \( \mathcal{A}, \mathcal{B} \) such that Spoiler wins \( G_{\text{Flush}}^\omega(\mathcal{A}, \mathcal{B}) \) iff there exists a corridor tiling.

Proof. Consider the two NBA \( \mathcal{A}, \mathcal{B} \) as given in Figure 4.1. Suppose there exists a corridor tiling \( t \). The strategy for Spoiler is to read \( w = \#t_1, \ldots, t_n, \#t_1', \ldots, t_n' \) \in T, and there is \( i \in \{1, \ldots, n\} \) such that \( (t_i, t_{i+1}) \notin H \) or \( (t_i, t_i') \notin V \). In the first case, Duplicator pops \( w \) by looping in \( q_0 \), pops \( \#t_1, \ldots, t_{i-1} \) by going to \( q_1 \), and then pops \( t_i \) by going to the accepting sink \( s_{\text{hor}} \). In the second one, Duplicator pops \( w \#t_1, \ldots, t_{i-1} \) by looping in \( q_0 \) and then pops \( t_i \) \# by going to the accepting sink \( s_{\text{ver}} \).

If we never reach a configuration as in \( (4.4) \), then Spoiler produces the word \( \#t_1, \ldots, t_n, \#t_1', \ldots, t_n' \) \in T, for all \( i \in \{1, \ldots, n\} \) such that \( (t_i, t_{i+1}) \notin H \) or \( (t_i, t_i') \notin V \). In such a case, we can construct a corridor tiling \( t : \{1, \ldots, n\} \times \mathbb{N}^+ \rightarrow T \) where \( t(i, j) = t_i \) which contradicts our initial assumption. Hence the play eventually reaches a configuration as in \( (4.4) \) and Duplicator will reach the accepting sink \( s_{\text{hor}} \) or \( s_{\text{ver}} \). From the accepting sink, it is not hard to see that Duplicator can play accordingly and win the play.

Note that the size of the automata \( \mathcal{A}, \mathcal{B} \) in Figure 4.1 is polynomially larger than the given tiling system and corridor width. We also have a polynomial-time reduction from the corridor tiling problem to the flushing variant of buffered simulation with one unbounded buffer. Since by Proposition 2.2.4 solving the corridor tiling problem is PSPACE-hard, deciding whether Duplicator wins \( G_{\text{Flush}}^\omega(\mathcal{A}, \mathcal{B}) \) is also PSPACE-hard. Hence we have the following corollary.

Corollary 4.3.3. Deciding \( \equiv_{\text{Flush}}^\omega \) is PSPACE-hard.

Upper Bound

This lower bound is indeed tight. We will show that deciding whether Duplicator wins the flushing variant \( G_{\text{Flush}}^\omega(\mathcal{A}, \mathcal{B}) \) can be done in PSPACE. Before we show this, let us first denote the set of Spoiler’s configurations with an empty buffer by \( V_e \), i.e. the configuration \((p, w, q, b, S)\) is in \( V_e \) iff \( w = \epsilon \). Moreover, let us also denote the set of Spoiler’s configurations that are winning for Spoiler by \( W_S \), i.e. a configuration \((p, w, q, b, S)\) is in \( W_S \) iff Spoiler has a winning strategy to win the play that is started from \((p, w, q, b, S)\).

We will give an algorithm that computes the set of Spoiler’s configurations with an empty buffer that are winning for Spoiler, i.e. the set \( \text{Win}_S = W_S \cap V_e \). Once we have \( \text{Win}_S \), we can easily decide whether Spoiler wins \( G_{\text{Flush}}^\omega(\mathcal{A}, \mathcal{B}) \) by checking whether the initial configuration is in such a set.
Fixpoint Iteration for Computing \( \text{WinS} \)

The set \( \text{WinS} \) can be computed via fixpoint iteration. For the base case, we consider the set of configurations \( \text{WinS}^0 \subseteq V_e \) in which Spoiler wins by forming an accepting run that cannot be mimicked by Duplicator. First, for any automaton \( \mathcal{A} \) and a state \( p \), let us denote with \( \mathcal{A}_p \), the automaton \( \mathcal{A} \) where \( p \) is its initial state, i.e. \( \mathcal{A}_p = (Q^\mathcal{A}, \Sigma^\mathcal{A}, E^\mathcal{A}, p, F^\mathcal{A}) \). We define the set \( \text{WinS}^0 \) as follows.

**Definition 4.3.4.** For any two NBA \( \mathcal{A}, \mathcal{B} \),

\[
\text{WinS}^0 = \{(p, \epsilon, q, b, S) \in V_e \mid L(\mathcal{A}_p) \notin L(\mathcal{B}_q)\}. \tag{4.5}
\]

**Example 4.3.5.** Consider again two NBA \( \mathcal{A}, \mathcal{B} \) from Example 3.2.1. For convenience, we present them again as follows.

\[
\begin{array}{c}
\begin{array}{c}
\text{(p0)} \xrightarrow{a} (p1) \xrightarrow{b,c}
\end{array}
\end{array}
\quad
\begin{array}{c}
\begin{array}{c}
q_0 \quad a \quad b \quad c
\quad q_2
\quad q_1
\end{array}
\end{array}
\]

The initial configuration \( (p_0, \epsilon, q_a, \bot, S) \) does not belong to \( \text{WinS}^0 \) since \( L(\mathcal{A}) = L(\mathcal{B}) \), and hence \( L(\mathcal{A}_p) \subseteq L(\mathcal{B}_q) \). The configurations \( (p_1, \epsilon, q_b, \top, S) \) and \( (p_1, \epsilon, q_c, \top, S) \), however, are in \( \text{WinS}^0 \). Note that

\[
\begin{align*}
L(\mathcal{A}_p) &= (b \cup c)^\omega, \\
L(\mathcal{B}_q) &= b \cdot (b \cup c)^\omega, \text{ and} \\
L(\mathcal{B}_q) &= c \cdot (b \cup c)^\omega.
\end{align*}
\]

Thus \( L(\mathcal{A}_p) \notin L(\mathcal{B}_q) \) and \( L(\mathcal{A}_p) \notin L(\mathcal{B}_q) \). In fact, we have

\[
\text{WinS}^0 = \{(p, \epsilon, q, \bot, S), (p, \epsilon, q, \top, S) \in V_e \mid (p, q) \in Q^\mathcal{A} \times Q^\mathcal{B} \setminus \{(p_0, q_a)\}\}.
\]

From any configuration \( (p, \epsilon, q, \bot, S) \) or \( (p, \epsilon, q, \top, S) \) in \( \text{WinS}^0 \), Spoiler simply considers the word \( w \in L(\mathcal{A}_p) \setminus L(\mathcal{B}_q) \) and then plays the accepting run of \( w \) in \( \mathcal{A} \). Duplicator would never form a corresponding accepting run and loses the play.

**Proposition 4.3.6.** \( \text{WinS}^0 \subseteq \text{WinS} \).

*Proof.* Let \( (p, \epsilon, q, b, S) \in \text{WinS}^0 \). By definition of \( \text{WinS}^0 \), there is a word \( w \in L(\mathcal{A}_p) \) such that \( w \not\in L(\mathcal{B}_q) \). Let \( \rho \) be an accepting run over \( w \) in \( \mathcal{A}_p \). The winning strategy for Spoiler from the configuration \( (p, \epsilon, q, b, S) \) in \( G^{\text{flush}}_\mathcal{A}(\mathcal{B}) \) is to play \( \rho \). Since \( w \notin L(\mathcal{B}_q) \), there is no accepting run over \( w \) from \( q \). Hence Spoiler forms an accepting run, but Duplicator does not. We obtain a play \( v_0v_1 \ldots \) such that there are infinitely many \( i \) such that \( v_i = (p, w, q, b, D) \) with \( p \in F^\mathcal{A} \) and finitely many \( i \) such that \( v_i = (p, w, q, \top, S) \). Spoiler wins the play. \( \square \)

The set \( \text{WinS} \) indeed is the least set that contains \( \text{WinS}^0 \) such that from any configuration in \( \text{WinS} \), Spoiler can force Duplicator to eventually proceed to \( \text{WinS}^0 \). We will show this by considering the set of attractors. For any set of configurations \( U \subseteq V_e \), the set \( \text{Attr}_S(U) \) is defined as the set of configurations in \( V_e \) from which Spoiler can play a certain accepting run and force Duplicator to eventually flush the buffer and proceed to \( U \). We formally denote this as follows.
**Definition 4.3.7.** Let \( \mathcal{A}, \mathcal{B} \) be two NBA. For any \( U \subseteq V_e \), the set of *attractors* of \( U \) is

\[
\text{Attr}_3(U) = \{(p, \epsilon, q, b, S) \in V_e | \exists \rho = pa_1p_1a_2p_2 \cdots \in \text{AccRun}(\mathcal{A}_p) \text{ such that } \forall \rho' = qa_1q_1a_2q_2 \cdots \in \text{AccRun}(\mathcal{B}_q), \text{ there are finitely many } i \text{ with } (p_i, \epsilon, q_i, \top, S) \notin U \}.
\]

**Example 4.3.8.** Consider again the two NBA \( \mathcal{A}, \mathcal{B} \) in Example 4.3.5 and the set \( U = \{(p_1, \epsilon, q_b, \top, S), (p_1, \epsilon, q_c, \top, S)\} \). The initial configuration \((p_0, \epsilon, q_a, \bot, S)\) is in the set \( \text{Attr}_3(U) \) since we can consider the accepting run \( \rho = p_0a(p_1b_p1c)^\omega \) over the word \( a(bc)^\omega \). There is only one accepting run in \( \mathcal{B} \) over the same word, i.e. \( \rho' = q_a(a(q_bq_c))^\omega \), and we have \((p_1, \epsilon, q_b, \top, S), (p_1, \epsilon, q_c, \top, S) \in U \). Hence by definition, \((p_0, \epsilon, q_a, \bot, S) \in \text{Attr}_3(U)\).

The fixpoint-algorithm starts from \( \text{WinS}^0 \). In every step, we add the attractors of the current set until we reach a fixed point. We eventually reach a fixed point since we only add more configurations and there are only finitely many configurations that we can add. Let us denote such a fixed point with \( W \).

**Definition 4.3.9.** For all \( i \in \mathbb{N} \), let \( \text{WinS}^i \) as in (4.5),

\[
\text{WinS}^{i+1} = \text{WinS}^i \cup \text{Attr}_3(\text{WinS}^i),
\]

and \( W = \text{WinS}^{i_0} \) where \( \text{WinS}^{i_0} = \text{WinS}^i \) for all \( i > i_0 \).

Intuitively, if a configuration \((p, \epsilon, q, b, S)\) does not belong to the fixed point \( W \) then from such a configuration, \( \text{Duplicator} \) eventually can proceed to some other configuration \((p', \epsilon, q', \top, S)\) that does not belong to \( W \).

**Lemma 4.3.10.** Consider a play in \( G_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \) from some configuration \((p, \epsilon, q, b, S)\) \( \notin W \). \( \text{Duplicator} \) has a strategy such that either \( \text{Spoiler} \) loses or the play eventually proceeds to some configuration

\[
(p', \epsilon, q', \top, S) \notin W.
\]

**Proof.** The strategy for \( \text{Duplicator} \) is as follows. She skips her turn until the play reaches some configuration \((p', w, q, \bot, D)\) where there exists \( q' \) such that

\[
q \xrightarrow{w} q'
\]

and \((p', \epsilon, q', \top, S) \notin W \). In such a case, \( \text{Duplicator} \) flushes the buffer and proceeds to the configuration \((p', \epsilon, q', \top, S)\).

If \( \text{Spoiler} \) forms an accepting run \( \rho = pa_1p_1 \cdots \) then \( \text{Duplicator} \) eventually flushes the buffer. We will show this by contradiction. Suppose \( \text{Spoiler} \) forms such an accepting run \( \rho \), but \( \text{Duplicator} \) never flushes the buffer. Let \( \rho' = qa_1q_1 \cdots \) be an accepting run in \( \mathcal{B} \) and \( i_0 > 0 \) be the smallest index such that \( q_{i_0} \in F^\mathcal{B} \). By definition of the strategy, \( \text{Duplicator} \) does not flush the buffer in any round \( i \geq i_0 \) because \((p_i, \epsilon, q_i, \top, S) \in W \). Hence there are only finitely many indices \( i \) such that \((p_i, \epsilon, q_i, \top, S) \notin W \). By definition of attractor, \((p, \epsilon, q, b, S) \in \text{Attr}_3(W) \). Moreover, by definition of \( W \), \((p, \epsilon, q, \top, S) \in W \). This contradicts our initial assumption. Thus either \( \text{Spoiler} \) does not form an accepting run and in this case \( \text{Duplicator} \) wins, or \( \text{Duplicator} \) eventually flushes the buffer and proceeds to some configuration \((p', \epsilon, q', \top, S) \notin W \). \( \square \)
By using this lemma, we can show that \textsc{Duplicator} wins from any configuration \((p, \epsilon, q, b, S)\) that does not belong to the fixed point \(W\). She simply flushes the buffer only if she reaches some configuration \((p', \epsilon, q', \top, S)\) that also does not belong to \(W\).

**Lemma 4.3.11.** \(\text{WinS} \subseteq W\).

**Proof.** Let \((p, \epsilon, q, b, S) \notin W\). Thus we have \((p, \epsilon, q, b, S) \notin \text{WinS}^i\) for all \(i \in \mathbb{N}\). \textsc{Duplicator} wins \(G_{\text{Flush}}(A, B)\) from such a configuration. Initially, she plays with the strategy as we have described in the proof of Lemma 4.3.10. By doing so, either she wins, or the play eventually proceeds to some configuration \((p', \epsilon, q', \top, S) \notin W\). From configuration \((p', \epsilon, q', \top, S)\), since it does not belong to \(W\), we can repeat the procedure again. We do this indefinitely. Hence either \textsc{Duplicator} eventually wins by using the strategy as described in the proof of Proposition 4.3.10 or she proceeds to some configuration of the form \((p', \epsilon, q', \top, S)\) infinitely often. In such a case, \textsc{Duplicator} also wins the play. Hence \((p, \epsilon, q, b, S) \notin \text{WinS}\).

We will show that the reverse direction of this lemma also holds. If a configuration \((p, \epsilon, q, b, S)\) belongs to \(W\) then it also belongs to \(\text{WinS}^i\) for some \(i \in \mathbb{N}\). Hence \textsc{Spoiler} can force the play to proceed to some configuration that belongs to \(\text{WinS}^{i-1}\), then \(\text{WinS}^{i-2}\), and so on, until we reach the one that belongs to \(\text{WinS}^0\). From such a configuration, by Proposition 4.3.6, we know that \textsc{Spoiler} will win the play.

**Theorem 4.3.12.** \(\text{WinS} = W\).

**Proof.** The left-to-right direction holds by Lemma 4.3.11. For the right-to-left direction, let \((p, \epsilon, q, b, S) \in W\). By Definition 4.3.9, we have an \(i \in \mathbb{N}\) such that \((p, \epsilon, q, b, S) \in \text{WinS}^i\). If \(i = 0\), by Proposition 4.3.6, \((p, \epsilon, q, b, S) \in \text{WinS}\). Hence we have the desired result. Now suppose \(i > 0\). By Definition 4.3.9, either \((p, \epsilon, q, b, S) \in \text{WinS}^{i-1}\) or \((p, \epsilon, q, b, S) \in \text{Attr}_S(\text{WinS}^{i-1})\). In the first case, by the induction hypothesis, \((p, \epsilon, q, b, S) \in \text{WinS}\) and hence we also have the desired result. In the second case, by the definition of attractor, there exists an accepting run \(\rho = pa_1pa_2\ldots \) in \(A\) such that for any accepting run \(\rho' = qa_1qa_2\ldots\) in \(B\), there are only finitely many \(j\) such that \((p_j, \epsilon, q_j, \top, S) \notin \text{WinS}^{i-1}\). From \((p, \epsilon, q, b, S)\), the strategy for \textsc{Spoiler} is to play the run \(\rho\) indefinitely until \textsc{Duplicator} flushes the buffer and proceeds to some configuration \((p', \epsilon, q', \top, S) \in \text{WinS}^{i-1}\). If \textsc{Duplicator} never does so then either she does not form an accepting run, or she indeed forms an accepting run \(\rho'_0 = qa_1qa_2q_2\ldots\) but never proceeds to such a configuration. Let \(j_1, j_2, \ldots\) be the rounds where \textsc{Duplicator} flushes the buffer and sees some accepting state. Hence \((p_{j_1}, \epsilon, q_{j_1}, \top, S), (p_{j_2}, \epsilon, q_{j_2}, \top, S), \ldots \notin \text{WinS}^{i-1}\). There are infinitely many \(j\) such that \((p_j, \epsilon, q_j, \top, S) \notin \text{WinS}^{i-1}\). This contradicts \((p, \epsilon, q, b, S) \in \text{Attr}_S(\text{WinS}^{i-1})\). Thus if \textsc{Spoiler} plays \(\rho\), either \textsc{Duplicator} does not form an accepting run or she eventually flushes the buffer and proceeds to some configuration \((p', \epsilon, q', \top, S) \in \text{WinS}^{i-1}(W)\). In the first case, \textsc{Spoiler} wins because he forms an accepting run. In the second case, \textsc{Spoiler} also wins because by the induction hypothesis, such a configuration is winning for \textsc{Spoiler}. We have \((p, \epsilon, q, b, S) \in \text{WinS}\).

Hence the fixed point \(W\) is indeed \(\text{WinS}\). We can compute \(\text{WinS}\), by first computing \(W_0 = \text{WinS}^0\), then \(W_1 = W_0 \cup \text{Attr}_S(W_0)\), then \(W_2 = W_1 \cup \text{Attr}_S(W_1)\), etc. until we reach a fixed point.
The Complexity of Computing WinS

For any flushing variant game $G_{\text{Flush}}^u(\mathcal{A}, \mathcal{B})$, given a set $U \subseteq V_e$ and some configuration $(p, \epsilon, q, b, S) \in V_e$, it is not obvious how difficult it is to decide the membership $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$. It turns out that we can reduce such a membership problem to a language non-inclusion between two generalised Büchi automata (GNBA). Intuitively, we construct two GNBA $\mathcal{A}'$ and $\mathcal{B}'$ over the transitions of $\mathcal{A}$ such that $\mathcal{A}'$ accepts the sequence of transitions $(p, a_1, p_1) (p_1, a_2, p_2) \ldots$ that corresponds to the accepting run of $\mathcal{A}$, and the automaton $\mathcal{B}'$ only accepts such a sequence if there exists an accepting run $qa_1q_2a_2 \ldots$ in $\mathcal{B}$ such that there are infinitely many $i$ with $(p_i, \epsilon, q_i, \tau, S) \notin U$. In this way, if there is no language inclusion between $\mathcal{A}'$, $\mathcal{B}'$, there is an accepting run $pa_1p_1a_2 \ldots$ in $\mathcal{A}$ such that for all accepting run $qa_1q_2a_2 \ldots$ in $\mathcal{B}$, there are only finitely many $i$ where $(p_i, \epsilon, q_i, \tau, S) \in U$, and hence we have the membership $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$.

**Lemma 4.3.13.** Deciding whether $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$ is in PSPACE.

**Proof.** Suppose Spoiler’s and Duplicator’s automata are $\mathcal{A} = (Q^\mathcal{A}, \Sigma, E^\mathcal{A}, p_0, F^\mathcal{A})$ and $\mathcal{B} = (Q^\mathcal{B}, \Sigma, E^\mathcal{B}, q_0, F^\mathcal{B})$. Consider two GNBA

$$\mathcal{A}' = (Q^\mathcal{A}, \Sigma', E^\mathcal{A}, p, \{F^\mathcal{A}\})$$
$$\mathcal{B}' = (Q^\mathcal{A} \times Q^\mathcal{B}, \Sigma', E^\mathcal{B}, (p, q), \{Q^\mathcal{A} \times F^\mathcal{B}, U'\})$$

where $\Sigma' = E^\mathcal{A}$,

$$E^\mathcal{A} = \{r \xrightarrow{(r, a, r')} r' \mid (r, a, r') \in E^\mathcal{A}\},$$
$$E^\mathcal{B} = \{(r, s) \xrightarrow{(r, a, r')} (r', s') \mid (s, a, s') \in E^\mathcal{B}\},$$

and $U' = \{(p', q') \in Q^\mathcal{A} \times Q^\mathcal{B} \mid (p', \epsilon, q', \tau, S) \in V_e \setminus U\}$.

Now suppose $L(\mathcal{A}') \subseteq L(\mathcal{B}')$. Let $p = pa_1p_1a_2 \ldots$ be an accepting run in $\mathcal{A}$. Hence the word $w = (p, a_1, p_1) (p_1, a_2, p_2) \ldots$ is accepted by $\mathcal{A}'$. Since $L(\mathcal{A}') \subseteq L(\mathcal{B}')$, the word $w$ is also accepted by $\mathcal{B}'$. There is an accepting run

$$(p, q) \xrightarrow{(p, a_1, p_1)} (p_1, q_1) \xrightarrow{(p_1, a_2, p_2)} (p_2, q_2) \ldots$$

over $w$ in $\mathcal{B}'$. By the acceptance condition of $\mathcal{B}'$, the run $qa_1q_2a_2 \ldots$ is accepting in $\mathcal{B}$ and there are infinitely many $i$ such that $(p_i, \epsilon, q_i, \tau, S) \notin U$. Hence by definition, $(p, \epsilon, q, b, S) \notin \text{Attr}_5(U)$.

For the reverse direction, suppose $L(\mathcal{A}') \not\subseteq L(\mathcal{B}')$. There exists $w = (p, a_1, p_1) (p_1, a_2, p_2) \ldots \in \Sigma^\omega$ such that $w$ is accepted by $\mathcal{A}'$, but not by $\mathcal{B}'$. Let

$$(p, q) \xrightarrow{(p, a_1, p_1)} (p_1, q_1) \xrightarrow{(p_1, a_2, p_2)} (p_2, q_2) \ldots$$

be an infinite run in $\mathcal{B}'$ over $w$. Since $w \notin L(\mathcal{B}')$, the run is not accepting in $\mathcal{B}'$. Either $qa_1q_2a_2 \ldots$ is not accepting in $\mathcal{B}$ or there are only finitely many $i$ such that $(p_i, \epsilon, q_i, \tau, S) \notin U$. Thus $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$.

We have $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$ iff $L(\mathcal{A}') \not\subseteq L(\mathcal{B}')$. We can reduce the problem of deciding $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$ to the problem of deciding language non-inclusion $L(\mathcal{A}') \not\subseteq L(\mathcal{B}')$ between two GNBA $\mathcal{A}'$ and $\mathcal{B}'$. By Proposition 2.3.18, deciding whether $L(\mathcal{A}') \not\subseteq L(\mathcal{B}')$ is in PSPACE. Hence deciding whether $(p, \epsilon, q, b, S) \in \text{Attr}_5(U)$ is also in PSPACE. \qed
Algorithm 1 Deciding $\mathcal{A} \subseteq^\omega_{\text{Flush}} \mathcal{B}$.

1: $W \leftarrow \text{WinS}^0$
2: $W' \leftarrow \text{WinS}^0 \cup \text{Attr}_S(\text{WinS}^0)$
3: while $W \neq W'$ do
4: \hspace{1em} $W \leftarrow W'$
5: \hspace{1em} $W' \leftarrow W \cup \text{Attr}_S(W)$
6: end while
7:
8: if $(p_0, \epsilon, q_0, \bot, S) \in W$ then return no
9: else yes
10: end if

By using this lemma, for any set $U \subseteq V$, the set $\text{Attr}_S(U)$ can be computed in PSPACE. We simply check whether for every Spoiler’s configuration $(p, \epsilon, q, b, S)$, we have $(p, \epsilon, q, b, S) \in \text{Attr}_S(U)$. Since there are only polynomially many such configurations, we can also compute $\text{Attr}_S(U)$ in PSPACE.

**Corollary 4.3.14.** The set $\text{Attr}_S(U)$ can be computed in PSPACE.

The set $\text{WinS}^0$ can also be computed in PSPACE. Note that by Definition 4.5, deciding whether some configuration $(p, \epsilon, q, b, S)$ is in $\text{WinS}^0$ can be done by checking language non-inclusion between two Büchi automata. Since there are also polynomially many such configurations, we have the following corollary.

**Corollary 4.3.15.** The set $\text{WinS}^0$ can be computed in PSPACE.

We can then decide whether Spoiler wins $G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B})$, by first computing the set $\text{WinS}$. Corollary 4.3.15 and Corollary 4.3.14 show that such a set can be computed in PSPACE. After we have $\text{WinS}$, we check the membership of the initial configuration of $G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B})$ in $\text{WinS}$.

**Theorem 4.3.16.** Deciding whether Duplicator wins $G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B})$ is in PSPACE.

**Proof.** Consider the algorithm depicted in Algorithm 1. By Corollary 4.3.15 and Corollary 4.3.14, the first two steps can be done in PSPACE. Each while-loop iteration can also be done in PSPACE and there are at most $2 \cdot |\mathcal{A}| \cdot |\mathcal{B}|$ many iterations. Checking whether the initial configuration $(p_0, \epsilon, q_0, \bot, S)$ is in $W$ can also be done in polynomial time since $|W| \leq 2 \cdot |\mathcal{A}| \cdot |\mathcal{B}|$. Hence Algorithm 1 runs in PSPACE.

Together with Corollary 4.3.3, we have characterised the complexity for solving the flushing variant $G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B})$ completely.

**Corollary 4.3.17.** Deciding $\subseteq^\omega_{\text{Flush}}$ is PSPACE-complete.

### 4.3.2 Lower Bound for Deciding $\subseteq^\omega$

Now one might ask if the problem of deciding the general case, i.e. $\subseteq^\omega$, is also in PSPACE. Unfortunately this is not the case. We will show that for any two NBA $\mathcal{A}$, $\mathcal{B}$, the problem of deciding whether $\mathcal{A} \subseteq^\omega \mathcal{B}$ is indeed EXPTIME-hard. We will give a reduction from the game variant of the corridor tiling problem.
Corridor Tiling Game

Recall from Section 2.2 that there is a variant of the corridor tiling problem, where beside a tiling system \( \mathcal{T} = (T, H, V) \) and a corridor width \( n > 0 \), we are also given initial and final tiles \( t_1, t_F \in T \) and then asked whether there exists a height \( m \in \mathbb{N} \) and a tiling in the region \( [1, \ldots, n] \times [1, \ldots, m] \) that uses \( t_1 \) as the first tile and \( t_F \) in the last tile.

The game variant of this problem is played between two players: \textsc{Starter} (female) and \textsc{Completer} (male). The objective of \textsc{Completer} is to construct a valid tiling row by row whereas \textsc{Starter} tries to prevent this by choosing the first tile of each row. \textsc{Starter} considers the initial tile for the first row and \textsc{Completer} wins if eventually the final tile is used in some row. Hence in each round \( i > 0 \), the play proceeds as follows.

1. \textsc{Starter} chooses \( t_{1,i} \in T \), the first tile of row \( i \), such that \( (t_{1,i-1}, t_{1,i}) \in V \). If \( i = 1 \) then \( t_{1,1} = t_1 \).

2. \textsc{Completer} then completes row \( i \). She chooses \( t_{2,i}, \ldots, t_{n,i} \in T \) such that

   \( (t_{1,i}, t_{2,i}), (t_{2,i}, t_{3,i}), \ldots, (t_{n-1,i}, t_{n,i}) \in H \) and

   \( (t_{1,i-1}, t_{1,i}), (t_{2,i-1}, t_{2,i}), \ldots, (t_{n-1,i-1}, t_{n,i}) \in V \) if \( i > 1 \).

If one of the players gets stuck then the opponent wins. If the play goes on for infinitely many rounds and the final tile is never used then \textsc{Starter} wins. Otherwise \textsc{Completer} wins immediately if at some round \( m > 0 \), there exist \( j \) such that \( t_{j,m} = t_F \). We formally define the game as follows.

**Definition 4.3.18.** A corridor tiling game is \( G_{\text{tile}}(\mathcal{T}, t_1, t_F, n) = ((V, V_{\text{Comp}}, V_{\text{St}}, E), v_0, \text{Play}) \) where \( V_{\text{Comp}} \subseteq T^n \times \{\text{St}\} \) and \( V_{\text{St}} \subseteq T^n \cup \{\epsilon\} \times T \times \{\text{Comp}\} \) are respectively \textsc{Starter} and \textsc{Completer}’s configurations. The edge relation \( E \) is defined as follows.

\[
((t_1 \ldots t_n, \text{St}), (t_1 \ldots t_n, r_1, \text{Comp})) \in E \quad \text{iff} \quad (t_1, r_1) \in V \quad \text{and} \quad \text{for all } 1 \leq i \leq n, \ t_i \neq t_F, \text{ and } \text{for all } 1 \leq i < n, \ (r_i, r_{i+1}) \in H.
\]

\[
((t_1 \ldots t_n, r_1, \text{Comp}), (r_1 \ldots r_n, \text{St})) \in E \quad \text{iff} \quad \text{for all } 1 \leq i \leq n, \ (r_i, r_{i+1}) \in H \quad \text{and} \quad (t_1, r_i) \in V.
\]

The initial configuration is \( v_0 = (\epsilon, t_1, \text{Comp}) \) and the winning condition is \text{Play}, the set of all infinite plays in \( G_{\text{tile}}(\mathcal{T}, t_1, t_F, n) \).

Note that by definition of the winning condition, \textsc{Starter} wins any infinite play. However, the corridor tiling game is defined such that if \textsc{Completer} eventually produces a row with the final tile then \textsc{Starter} gets stuck, and hence she loses the play immediately. Thus \textsc{Completer} wins iff the final tile is eventually used or \textsc{Starter} gets stuck because he cannot choose a tile for the first row that obeys the vertical matching relation.

**Proposition 4.3.19** ([Boa97] [Chl86]). Deciding whether \textsc{Completer} wins the corridor tiling game \( G_{\text{tile}}(\mathcal{T}, t_1, t_F, n) \) where \( n \) is encoded unarily is EXPTIME-complete.

**Reduction from the Corridor Tiling Game**

We will use the corridor tiling game to show the EXPTIME-hardness of solving the buffered simulation game with one unbounded buffer. Intuitively, we can use the same principle as in the case of the flushing variant where \textsc{Spoiler}’s role is to produce a tiling.
row by row and Duplicator checks whether there is a horizontal or vertical mismatch. However, in this case, we also need to encode the interaction between the players. Spoiler, who will mimic Completer’s move, has to produce a row after Duplicator chooses the first tile and Duplicator, who will mimic Starter’s move, has to choose the first tile of the next row after Spoiler completes the current row. The players move alternatingly. This is in contrast to the nature of buffered simulation where the players may not move alternatingly. In the game $G^*(A, B)$, Duplicator can skip her turn, even for unboundedly many rounds.

Nevertheless, we will show that we can still encode the interaction in the corridor tiling game to the one between Spoiler and Duplicator in the buffered simulation game. The trick is that we consider two NBA $A$, $B$ such that after producing the tiling of a row, Spoiler can repeat it indefinitely until Duplicator announces the first tile of the next row. Duplicator will do so by moving her pebble to some certain state. Duplicator then mimics the repeated tiling indefinitely until Spoiler stops repeating and reading the tiling of the next row.

We illustrate the two NBA $A$, $B$ that encode such interactions in Figure 4.3. They are defined over $\Sigma = T \cup \{\#, \}$ where $\#$ is a special symbol that indicates the beginning of a row and $\$ for the repetition of a row. Without loss of generality, we assume that there are $m > 0$ many tiles, i.e. $T = \{a_1, \ldots, a_m\}$, and $a_1$ is the initial tile. For any tile $t \in T$, we denote with $\tilde{t}$ the set of tiles that are not $t$, i.e. $\tilde{t} = T \setminus \{t\}$.

The automaton $A$ is very simple. It accepts any word of the form $w = c_0 w_1 c_1 w_2 \ldots$ where $c_0 = \#$ and for all $i > 0$, $w_i \in T^n$ and $c_1 \in \{\#, \}$. The automaton $B$, however, is more involved. It basically consists of $m$ main states $q_{a_1}, \ldots, q_{a_m}$ and a component that starts from $q_2$ which can reach the accepting sink $s_{\text{id}}$. The state $q_2$ is reachable from any main state by a $\#$-transition. Any main state $q_i$ can reach the accepting sink $s_i$ by reading $\#i$. Moreover, the main states $q_{a_1}, \ldots, q_{a_m}$ are also reachable from one another by a $\#$-transition.

To illustrate what Duplicator can do in the game $G^*(A, B)$, consider a play that starts from the initial configuration $(p_0, \epsilon, q_{a_1}, \perp, S)$. Initially, Spoiler is forced to read $\#$ and then a word $w \in T^n$ that corresponds to the tiling of the first row where the first tile is $a_1$, i.e. $w(1) = a_1$. If the first tile is not $a_1$ then Duplicator can go to the accepting sink $s_{a_1}$ by reading $\#w(1)$ and win the play. Moreover, after reading $w$, Spoiler has to repeat it. She is forced to read $\$w\$w\$w\ldots$ since otherwise Duplicator can go to the accepting sink $s_{\text{id}}$ or one of the accepting sinks $s_{a_1}, \ldots, s_{a_m}$. We formulate this observation in the following lemma.

**Lemma 4.3.20.** Consider the two NBA $A$, $B$ as in Figure 4.4 and a play in $G^*(A, B)$ from some configuration
\[(p_1, w\#, q_t, b, D)\]
where $w \in T^n \cup \{\epsilon\}$, $t \in T$, and $b \in \{T, \perp\}$.

- **Duplicator has a strategy such that either Spoiler loses or the play proceeds to some configuration**
\[(p_1, w', q_t, \perp, D)\]  \hspace{1cm} (4.6)
where $w' \in T^n$ and $w'(1) = t$.

- From (4.6), for any $t' \in T$, Duplicator has a strategy such that either Spoiler loses or the play proceeds to
\[(p_1, w'\#, q_{t'}, T, D).\]  \hspace{1cm} (4.7)
Figure 4.3: NBA $\mathcal{A}$ (above) and $\mathcal{B}$ (below) to encode the interaction in the corridor tiling game.

**Proof.** For the first part, the strategy for Duplicator is simply to wait until Spoiler reads $w' \in T^n$. If $w'(1) \neq t$ then Duplicator loops in $q_1$ by reading $w$ and then goes to $s_1$ by reading $\#w'(1)$. From the accepting sink, it is not hard to see that Duplicator can play accordingly and win the play. In the case where $w'(1) = t$, Duplicator pops $w$ by looping in $q_1$. The play then proceeds to the configuration (4.6).

For the second part, the strategy is as follows. Initially, Duplicator pops $\#$ from the buffer and goes to $q_1'$, i.e. she proceeds to $(p_1, w', q_1', \top, S)$. (4.8)

If Spoiler responds to this by reading $\#$ then we have the desired result. Otherwise, Spoiler reads $\$ and in this case, Duplicator skips her turn for the next $n$ rounds. Hence we reach some configuration $(p_1, w'\$, w'\$, q_r, \bot, D)$ where $w'' \in T^n$.

If there exists $i \in \{1, \ldots, n-1\}$ such that $w'(i) \neq w''(i)$ then Duplicator goes to $s_d$: she pops $w'(1), \ldots, w'(i-1)$ by going to $q_2$, and then pops $w'(i), \ldots, w'(n), \$, $w''(1), \ldots, w''(i)$ by going to $s_d$. From $s_d$, Duplicator can play accordingly and win the play.

Otherwise, we have $w' = w''$. In this case, Duplicator pops $w'\$ by looping in $q_r$. Hence we reach the configuration (4.8) again.

Duplicator repeats this procedure indefinitely. If Spoiler never reads $\#$, the play reaches the configuration as in (4.8) infinitely often, and in this case Duplicator wins. Otherwise, Spoiler eventually reads $\#$ and we reach the configuration (4.7). \(\square\)

The first part of this lemma shows that after Spoiler reads $w\#$, where $w \in T^n$, by being in some state $q_t$ where $t \in T$, Duplicator forces Spoiler to produce a word $w' \in T^n$, the tiling of the next row, in which the first tile is $t$. The second part shows that Duplicator can choose any tile $t' \in T$ as the first tile of the next row, i.e. by moving to $q_r$, and then
force Spoiler to eventually stop repeating the current tiling by looping in \(q_r\) to mimic the repeated tiling. Spoiler eventually starts producing the tiling of the next row since otherwise he will lose because Duplicator forms an accepting run.

Now to illustrate what Spoiler can do in the game \(G^\omega(\mathcal{A}, \mathcal{B})\), consider the play from some configuration \((p_1, w\#, q_1, T, D)\) where \(w \in T^n\) or from any configuration of the form \((p_1, \hat{w}wsw\ldots\#, q_1, T, D)\) where \(\hat{w}\) is a suffix of \(w\). If Spoiler continues by reading a tiling \(w'\) in which \(w'(1) = t\) and repeating it, i.e. reading \(w'sw's\ldots\), then Duplicator will never reach any accepting sink in \(\mathcal{B}\). She is indeed forced to eventually pop \# from the buffer and move to some state \(q_r\). We formulate this observation as follows.

**Lemma 4.3.21.** Consider the two NBA \(\mathcal{A}, \mathcal{B}\) as in Figure 4.4 and a play in \(G^\omega(\mathcal{A}, \mathcal{B})\) from some configuration

\[(p_1, \tilde{w}\#, q_1, b, D)\]

where \(w \in T^n\), \(\tilde{w} \in \text{suffix}(w) \cdot (\#w')^*, t \in T\), and \(b \in \{T, \bot\}\). For any \(w' \in T^n\) where \(w'(1) = t\), Spoiler has a strategy such that either Duplicator loses or the play proceeds to some configuration

\[(p_1, \tilde{w}'\#, q_r, b', D)\] (4.9)

\(\tilde{w}' \in \text{suffix}(w') \cdot (\#w')^*, t' \in T\), and \(b' \in \{T, \bot\}\).

**Proof.** The strategy for Spoiler is as follows. He reads \(w'sw's\ldots\) indefinitely until Duplicator pops \# from the buffer. If Duplicator never does so then Spoiler wins because he forms an accepting run. Hence let us assume that Duplicator eventually pops \# from the buffer by going to some state \(q\). We have \(q \neq s_r\) because \(w'(1) = t\). We also have \(q \neq s_{id}\) for all \(t' \in T\), \(t' \neq t\), since there is only one \# in the buffer and we need at least two to reach such \(s_r\) from \(q_{id}\). Moreover, \(q \neq s_{id}\) because for all \(i > 0\), the \(i\)-th and the \(i + (n + 1)\)-th letters of \(w'sw'sw'\ldots\) are identical. Hence either \(q\) is one of the main states, i.e. \(q = q_r\) for some \(t' \in T\), or some other non-sink state. In the second case, Spoiler wins by keep reading \(w'sw'sw'\ldots\) since we have seen that Duplicator will never reach an accepting sink and form an accepting run. In the first case, Spoiler does as follows. If Duplicator pops \# when Spoiler reads \$ or the \(k\)-th letter of \(w'\), Spoiler continues reading until the last letter of \(w'\) and then reads \#. Hence we reach a configuration as in (4.9). □

This lemma basically shows that by repeating the tiling of the current row, Spoiler forces Duplicator to choose the first tile of the next row. Duplicator cannot reach any accepting sink. Note that the main states \(q_{a_1}, \ldots, q_{a_n}\) in \(\mathcal{B}\) intuitively correspond to the tiles that can be chosen by Duplicator. The move of Duplicator from \(q_i\) to \(q_r\) corresponds to the move of Starter that chooses the tile \(t'\) for the next row, after choosing \(t\) for the current row.

We can slightly extend the automata \(\mathcal{A}, \mathcal{B}\) to fully encode the corridor tiling game. To encode the vertical and horizontal mismatches, we simply extend Duplicator’s automaton with the components \(\mathcal{B}_{\text{hor}}\) and \(\mathcal{B}_{\text{ver}}\) that we have illustrated in Figure 4.2. We extend the automaton \(\mathcal{B}\) such that Spoiler is forced to produce a tiling that matches horizontal and vertically since otherwise Duplicator can reach the accepting sink \(s_{\text{hor}}\) or \(s_{\text{ver}}\). Furthermore, we can also force Duplicator to choose the first tile that matches vertically. We simply restrict the \#-transition from the main states \(q_{a_1}, \ldots, q_{a_n}\). For any main state \(q_t, t \in T\), we have

\[q_t \xrightarrow{\#} q_r\] iff \((t, t') \in V\].
Hence Duplicator can choose $t'$ as the first tile of the next row if $t'$ is vertically matched with the first tile $t$ of the current row. Moreover, we can also encode the situation where Completer immediately wins when the final tile is used. We simply disallow Duplicator to pop the final tile from the main states $q_{a_1}, \ldots, q_{a_m}$. Hence once Spoiler produces a row with a final tile, he can repeat it forever and win the play. Duplicator cannot mimic such a move because she cannot pop $t_F$ from the buffer. We illustrate such extended automata in Figure 4.4.

By considering such automata $\mathcal{A}, \mathcal{B}$, we can extend the property described in Lemma 4.3.20. Intuitively, after Spoiler produces a tiling $w \in T^n$, if $w$ does not contain the final tile, Duplicator can force Spoiler to produce a word $w' \in T$, the tiling of next row, that is horizontally compatible and also vertically compatible with $w$. We lift the property in Lemma 4.3.20 as follows.

**Lemma 4.3.22.** Consider the two NBA $\mathcal{A}, \mathcal{B}$ as in Figure 4.4 and a play in $G^\omega(\mathcal{A}, \mathcal{B})$ from configuration

$$(p_1, \#, q_t, b, D)$$

where $w \in T^n \cup \{\epsilon\}$, $t \in T$, and $b \in \{\top, \bot\}$.

- If $w(i) \neq t_F$ for all $i \in \{1, \ldots, n\}$, Duplicator has a strategy such that either Spoiler loses or the play proceeds to some configuration

$$(p, \#w', q_t, \bot, D)$$

where $w' \in T^n$ and the following holds.

- $w'(1) = t$,
- $(w'(i), w'(i + 1)) \in H$ for all $i \in \{1, \ldots, n - 1\}$, and
- \((w(i), w'(i)) \in V\) for all \(i \in \{1, \ldots, n\}\).

- From (4.10), if \(w'(i) \neq t_F\) for all \(i \in \{1, \ldots, n\}\) then for any \(t' \in T\) where \((t, t') \in T\), DUPLICATOR has a strategy such that either Spoiler loses or the play proceeds to

\[(p_1, w'#, q_r, \top, D).\]

**Proof.** For the first part, the strategy for DUPLICATOR is the same as in the first part of Lemma 4.3.20. He simply waits until Spoiler reads \(w' \in T^n\). Additionally, we have \((w'(i), w'(i + 1)) \in H\) for all \(i \in \{1, \ldots, n - 1\}\) and \((w(i), w'(i)) \in V\) for all \(i \in \{1, \ldots, n\}\) since otherwise DUPLICATOR can go to the accepting sink \(s_{hor}\) or \(s_{ver}\). Moreover, DUPLICATOR can pop \(w\) by looping in \(q_t\), since \(w\) does not contain \(t_F\).

For the second part, the strategy for DUPLICATOR is the same as in the second part of Lemma 4.3.20. \(\square\)

We can also extend Lemma 4.3.21 in a similar way. Intuitively, after DUPLICATOR announces the first tile and forces Spoiler to produce a new row, if Spoiler produces a tiling \(w' \in T^n\) that is vertically and horizontally compatible with the current row then whenever \(w'\) contains the final tile, Spoiler wins by repeating \(w'\) for the rest of the play. In the case where \(w'\) does not contain the final tile, by repeating \(w'\), Spoiler forces DUPLICATOR to eventually announce the first tile of the next row. We lift the property in Lemma 4.3.21 as follows.

**Lemma 4.3.23.** Consider the two NBA \(\mathcal{A}, \mathcal{B}\) as in Figure 4.4 and a play in \(\mathcal{G}^w(\mathcal{A}, \mathcal{B})\) from configuration

\[(p_1, \overline{w}', q_t, b, D)\]

where \(w \in T^n, \overline{w} \in \text{suffix}(w) \cdot (\$w)^*, t \in T,\) and \(b \in \{\top, \bot\}\). For any \(w' \in T^n\) with

- \(w'(1) = t,\)

- \((w'(i), w'(i + 1)) \in H\) for all \(i \in \{1, \ldots, n - 1\},\) and

- \((w(i), w'(i)) \in V\) for all \(i \in \{1, \ldots, n\},\)

the following holds.

- If there exists \(i \in \{1, \ldots, n\}\) such that \(w'(i) = t_F\) then Spoiler has a strategy to win the play.

- If for all \(i \in \{1, \ldots, n\}, w(i) \neq t_F,\) then Spoiler has a strategy such that either DUPLICATOR loses or the play proceeds to some configuration

\[(p_1, \overline{w}', q_r, b', D)\]

where \(\overline{w}' \in \text{suffix}(w') \cdot (\$w')^*, (t, t') \in V,\) and \(b' \in \{\top, \bot\}.

**Proof.** For the first part, let \(i_0 \in \{1, \ldots, n\}\) such that \(w'(i_0) = t_F\). The strategy for Spoiler is simpler than the one in Lemma 4.3.21. He reads \(w'$\$w'\$\ldots\) for the rest of the play. If DUPLICATOR never pops \# then Spoiler wins. If DUPLICATOR eventually pops \# then, as we have seen in the proof of Lemma 4.3.21 she does not go to the accepting \(s_{id}\) or any \(s_r, t \in T,\) and loses if she moves to some other states beside the main ones. Additionally, in this case, she also does not pop \# by going to the accepting sink \(s_{hor}\) or \(s_{ver}\) because
(w'(i), w'(i + 1)) ∈ H for all i ∈ {1, . . . , n − 1} and (w(i), w'(i)) ∈ V for all i ∈ {1, . . . , n}. Hence let us assume that Duplicator goes to some main state qf. By definition of B, we have (t, t') ∈ V. Moreover, since w'(i0) = tf and there is no tf-successor from qf, Duplicator cannot pop w'(i0) from the buffer. She will not form an accepting run from qf. Since Spoiler forms an accepting run and Duplicator does not, Spoiler wins the play.

For the second part, the strategy for Spoiler is the same as the one in Lemma 4.3.23.

We can use Lemma 4.3.22 and Lemma 4.3.23 to show that Completer wins G_{tile}(T, a1, tF, n) iff Spoiler wins G^{w}(A, B). We translate the winning strategy of Completer to Spoiler and Starter to Duplicator.

Theorem 4.3.24. Given a tiling system T = (T, H, V), initial and final tiles t_{1,1}, tF ∈ T, and a width n > 0, we can construct in polynomial time two NBA A, B such that Completer wins G_{tile}(T, t_{1,1}, tF, n) iff Spoiler wins G^{w}(A, B).

Proof. Consider A, B as given in Figure 4.4. Suppose Completer wins G_{tile}(T, t_{1,1}, tF, n). If in the initial round, he proceeds from the initial configuration (t_{1,1}, Comp) to

(t_{1,1}, . . . , t_{n,1}, St) \tag{4.11}

then in G^{w}(A, B), Spoiler proceeds as follows. Initially, he reads # and proceeds to (p_{1}, #, q_{11}, T, D). If one of t_{1,1}, . . . , t_{n,1} is the final tile then Spoiler follows the strategy as described in the first part of Lemma 4.3.23 to push w_{1} = t_{1,1}, . . . , t_{n,1} and win the play. Otherwise, he follows the strategy as in the second part to push w_{1} = t_{1,1}, . . . , t_{n,1} and according to the lemma, he either wins or the play proceeds to

(p_{1}, \overline{w_{1}#}, q_{12}, b_{1}, D) \tag{4.12}

where \overline{w_{1}} ∈ suffix(w_{1}) · ($w_{1}$)^{−1}, (t_{1,1}, t_{1,2}) ∈ V, and b_{1} ∈ {T, ⊥}. Spoiler then considers what Completer would do in the tiling game if from (4.11), Starter continues to (t_{1,2}, Comp). If Completer responds to this by going to (t_{1,2}, . . . , t_{n,2}, St) then from (4.12), Spoiler again follows the strategy as described in Lemma 4.3.23 to push w_{2} = t_{1,2}, . . . , t_{n,2}. We repeat this procedure indefinitely. Since Completer wins the tiling game, either the final tile is eventually used or Starter gets stuck because she cannot choose a first tile that matches vertically. In the first case, Spoiler wins by considering the strategy from the first part of Lemma 4.3.23 and in the second case, Spoiler wins by considering the strategy from the second part of Lemma 4.3.23. Spoiler wins G^{w}(A, B).

Now suppose Starter wins G_{tile}(T, t_{1,1}, tF, n). In the first round of G^{w}(A, B), Spoiler initially will read # and the play will proceed to (p_{1}, #, q_{11}, ⊥, D). Duplicator then follows the strategy as described in the first part of Lemma 4.3.22. According to Lemma 4.3.22, either she wins or the play eventually proceeds to some configuration

(p_{1}, #w_{1}, q_{11}, ⊥, D) \tag{4.13}

where w_{1} = t_{1,1} . . . t_{n,1} and (t_{i,1}, t_{i+1,1}) ∈ H for all i ∈ {1, . . . , n − 1}. Note that for all i ∈ {1, . . . , n}, we have t_{i,1} ≠ t_{F}, since otherwise Completer would have won the tiling game. Duplicator then considers what Starter would do in the tiling game if from the initial configuration, Completer proceeds to (t_{1,1} . . . t_{n,1}, St). If Starter responds to this by going to (t_{1,2}, Comp) then from (4.13), Duplicator follows the strategy as described
in the second part of Lemma 4.3.22 by moving to \( q_{1,2} \). According to the lemma, either Duplicator wins or the play eventually proceeds to

\[(p_1, w_1\#, q_{1,2}, T, D). \tag{4.14}\]

Duplicator then follows the strategy as described in Lemma 4.3.22 again. She repeats this procedure for the rest of the play. Hence either eventually Duplicator wins by following the strategy as described in Lemma 4.3.22 or the play reaches some configuration as in (4.14) infinitely often. In such a case, Duplicator forms an accepting run. She also wins the play. Duplicator wins \( G^\omega(\mathcal{A}, \mathcal{B}) \).

Note that the size of the automata \( \mathcal{A} \) and \( \mathcal{B} \) in Figure 4.4 is polynomially larger than the tiling system \( T \) and the corridor width \( n \). We also have a polynomial-time reduction from the corridor tiling game to the buffered simulation game with one unbounded buffer. Since solving the corridor tiling game is EXPTIME-hard, deciding whether Duplicator wins \( G^\omega(\mathcal{A}, \mathcal{B}) \) is also EXPTIME-hard. Hence we have the following corollary.

**Corollary 4.3.25.** Deciding \( \subseteq^\omega \) is EXPTIME-hard.

### 4.3.3 Upper Bound for Deciding \( \subseteq^\omega \)

Corollary 4.3.25 shows that deciding buffered simulation with one unbounded buffer is EXPTIME-hard. However, it is still not clear whether the problem is decidable. One might get tempted to consider a technique similar to what we have used for deciding \( \subseteq^\omega_{\text{Flush}} \). This, unfortunately, is not possible. It is true that in the game \( G^\omega(\mathcal{A}, \mathcal{B}) \) and \( G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \), Duplicator can skip her turn as long as she wants. However unlike \( G^\omega_{\text{Flush}}(\mathcal{A}, \mathcal{B}) \), in the game \( G^\omega(\mathcal{A}, \mathcal{B}) \), Duplicator can store some letters in the buffer as much as she wants after she moves the pebble. Recall that the PSPACE-algorithm for deciding \( \subseteq^\omega_{\text{Flush}} \) heavily relies on the fact that once Duplicator moves, the play always proceeds to some configuration with an empty buffer. Since there are only finitely many such configurations, we can check for each of them, whether it is winning for Spoiler. This technique however is not suitable for the game \( G^\omega(\mathcal{A}, \mathcal{B}) \). In the game \( G^\omega(\mathcal{A}, \mathcal{B}) \), after Duplicator moves, there might be some letters left in the buffer. There are infinitely many possible configurations that can be reached after Duplicator’s move.

Nevertheless we will show that the problem of deciding \( \subseteq^\omega \) is indeed still decidable. We will use a more involved technique. We will even show that the lower bound in Corollary 4.3.25 is tight.

Before we present the algorithm for deciding \( \subseteq^\omega \), let us recall the equivalence relation \( \approx \) defined in Definition 2.3.6. We will use this equivalence relation to show an important characterisation of accepting runs in \( \mathcal{A}, \mathcal{B} \) which will be the key of our algorithm. The characterisation is similar to the characterisation of infinite words that are used to show complementation of Büchi automata \([\text{Büc}62]\).

First recall that in Definition 2.3.6, the equivalence relation \( \approx \) is defined with respect to a single automaton \( \mathcal{A} \). Two words \( u, v \in \Sigma^* \) are equivalent, i.e. \( u \approx v \), if they both behave the same in the automaton \( \mathcal{A} \). We will consider a natural extension of \( \approx \) that is defined with respect to a pair of automata \( \mathcal{A}, \mathcal{B} \) instead of a single automaton \( \mathcal{A} \). Intuitively, two finite words \( u, v \) are equivalent if they both behave the same in the automata \( \mathcal{A}, \mathcal{B} \): if by reading \( u \) we can go from state \( p \) to \( p' \) in \( \mathcal{A} \) and \( q \) to \( q' \) in \( \mathcal{B} \) then we can also do the same by reading \( v \) and if by reading \( u \) from \( p \) to \( p' \) or from \( q \) to \( q' \) we see a final state, we also see a final state by reading \( v \). We refrain from giving a new definition for the relation \( \approx \).
Consider the two automata in Figure 4.5 where $A = (Q, \Sigma, \delta, q_1, F)$, $B = (Q, \Sigma, \delta, q_3, F)$, $Q = \{q_1, \ldots, q_5\}$, $\Sigma = \{a, b, c\}$, and $F = \{q_2, q_4, q_5\}$. We have $bb \approx bc$ since by reading $bb$ or $bc$, we either make an accepting cycle from $q_2$ or from $q_4$, or a path from $q_4$ to $q_5$ that goes through an accepting state. The equivalence class of $bb$ in fact consists of any word over $b$ or $c$ that starts with $b$, i.e. $[bb] = b \cdot (b, c)^\omega$. Hence the transition profile of the equivalence class $[bb]$ is as follows.

For the rest of this subsection, we will simply assume that the automata $A$ and $B$ share the same state space and only differ in their initial states.

**Example 4.3.26.** Consider the two automata $A, B$ in Figure 4.5 where $A = (Q, \Sigma, \delta, q_1, F)$, $B = (Q, \Sigma, \delta, q_3, F)$, $Q = \{q_1, \ldots, q_5\}$, $\Sigma = \{a, b, c\}$, and $F = \{q_2, q_4, q_5\}$. We have $bb \approx bc$ since by reading $bb$ or $bc$, we either make an accepting cycle from $q_2$ or from $q_4$, or a path from $q_4$ to $q_5$ that goes through an accepting state. The equivalence class of $bb$ in fact consists of any word over $b$ or $c$ that starts with $b$, i.e. $[bb] = b \cdot (b, c)^\omega$. Hence the transition profile of the equivalence class $[bb]$ is as follows.

![Figure 4.5: NBA $A, B$ for Example 4.3.26](image)

In the preliminary chapter, we have shown that the equivalence classes induced by the relation $\approx$ can be used to finitely characterise $\Sigma^\omega$. By Proposition 2.3.12, for every infinite word $w \in \Sigma^\omega$, there exists a pair of proper equivalence classes $[u], [v] \in \Sigma^*/\approx$ such that $w \in [u][v]^\omega$, and recall that by proper it means the pair $[u], [v]$ satisfies $[uv] = [u]$ and $[vv] = [v]$.

Now suppose we have an infinite run $\rho$ in $A$ or $B$ from $p \in Q$. Since the numbers of states in $A$ and $B$ are finite, there must be a state $p' \in Q$ that appears infinitely often in $\rho$. Hence for every accepting run $\rho$, we can see it as a run that initially goes from $p$ to $p'$ and then is followed by infinitely many cycles over $p'$. Moreover if $\rho$ is accepting, we can see $\rho$ as a run that initially goes from a starting state $p$ to some state $p'$ followed by infinitely many accepting cycles over $p'$, i.e.

$$\rho = p \xrightarrow{w_0} p' \xrightarrow{w_1} p' \xrightarrow{w_2} p' \ldots$$  \hspace{1cm} (4.15)

Now one interesting property holds if $\rho$ is an accepting run over some word $w \in [u][v]^\omega$ where $[u], [v]$ is a proper pair. In such a case, we can factorise $\rho$ into the form (4.15) where $w_0 \in [u]$ and $w_1, w_2, \ldots \in [v]$. This is simply because the pair $[u], [v]$ is proper.

**Lemma 4.3.27.** Let $\rho$ be an accepting run in $A, B$ from $p \in Q$ over a word $w \in \Sigma^\omega$. If $w \in [u][v]^\omega$ and $[u], [v]$ is a proper pair then we can factorise $\rho$ into:

$$\rho = p \xrightarrow{w_0} p' \xrightarrow{w_1} p' \xrightarrow{w_2} p' \ldots$$  \hspace{1cm} (4.16)

where $w_0 \in [u]$ and $w_1, w_2, \ldots \in [v]$.

**Proof.** Suppose we have an accepting run $\rho$ in $A$ or $B$ from $p \in Q$ over $w \in [u][v]^\omega$ where the pair $[u], [v]$ is proper. Since $w \in [u][v]^\omega$, the word $w$ can be factorised into $w = w_0w_1 \ldots$ where $w_0 \in [u]$ and $w_1, w_2, \ldots \in [v]$. This implies that we can also factorise the run $\rho$ into:

$$\rho = p \xrightarrow{w_0} p_1 \xrightarrow{w_1} p_2 \xrightarrow{w_2} p_3 \ldots$$  \hspace{1cm} (4.17)
for some \( p_1, p_2, \ldots \in Q \). Since \( \rho \) is accepting, there exist infinitely many \( i \) such that 
\( p_i \xrightarrow{w_i} p_{i+1} \). Moreover since the numbers of the states in \( \mathcal{A} \) and \( \mathcal{B} \) are finite, there exists a state \( p' \in Q \) and infinitely many \( j \) such that \( p_j = p' \). Hence we can find infinitely many indices \( i_1 < i_2 < \ldots \) such that 
\[
\rho = p \xrightarrow{w_0} p' \xrightarrow{w_{i_1}} p' \xrightarrow{w_{i_2}} p' \xrightarrow{w_{i_3}} p' \xrightarrow{w_{i_4}} p' \ldots .
\]

Note that the pair \([u], [v]\) is proper, that is, \([uv] = [u] \) and \([vv] = [v] \). Since \( w_1, w_2, \ldots \in [v] \) and \([vv] = [v] \), we have \( w_i \ldots w_j \in [v] \) for all \( 0 < i < j \). Moreover, since \( w_0 \in [u] \) and \([uv] = [u] \), we additionally have \( w_0 \ldots w_i \in [u] \) for all \( i > 0 \). Hence \( w_0 \ldots w_i \in [u] \) and \( w_{i+1} \ldots w_{i+k} \in [v] \) for all \( k > 0 \).

We can even simplify this property with Proposition 2.3.12. Recall that by Proposition 2.3.12 for any infinite word \( w \in \Sigma^\omega \), there exists a proper pair \([u], [v] \in \Sigma^* / \approx \) such that \( w \in [u][v]^\omega \) [Buc62, FV09]. Hence the premise in Lemma 4.3.27 is always true and we have the following corollary.

**Corollary 4.3.28.** For any accepting run \( \rho \) in \( \mathcal{A} \), \( \mathcal{B} \) from \( p \in Q \), the run \( \rho \) can be factorised into 
\[
\rho = p \xrightarrow{w_0} p' \xrightarrow{w_1} p' \xrightarrow{w_2} p' \xrightarrow{w_3} p' \ldots 
\]
where \( w_1, w_2, \ldots \in [w_1] \) and the pair \([w_0], [w_1] \) is proper.

**Proof.** Let \( \rho \) be an accepting run from \( p \in Q \) and \( w = \text{word}(\rho) \). By Proposition 2.3.12, there exists a proper pair \([u], [v] \) such that \( w \in [u][v]^\omega \). By Lemma 4.3.27, we can factorise \( \rho \) into \( \rho = p \xrightarrow{w_0} p_1 \xrightarrow{w_1} p_2 \xrightarrow{w_2} p_3 \ldots \) where \( w_0 \in [u] \) and \( w_1, w_2, \ldots \in [v] \). Hence we have the desired result.

Now let us formally call a finite run that ends in a cycle a *lasso*.

**Definition 4.3.29.** A finite run \( r = p_1 a_1 p_2 \ldots a_{n-1} p_n \) with \( n > 1 \), is a lasso if there exists \( i \in \{1, \ldots, n-1\} \) such that \( p_i = p_n \).

Intuitively, a finite run \( r \) is a lasso if \( r \) can be factorised into 
\[
r = p \xrightarrow{u} p' \xrightarrow{v} p'
\]
where \( u \in \Sigma^* \) and \( v \in \Sigma^+ \). In such a case, we will simply call \( r \) a lasso over the pair of words \( u, v \). A lasso basically consists of two parts: the initial part and the cycle part. If the cycle part of the lasso goes through an accepting state, let us call the lasso to be *accepting*, and if the words in the initial and cycle parts belong to some proper pair of equivalence classes, let us call the lasso to be *proper*.

**Example 4.3.30.** Consider again the two automata \( \mathcal{A}, \mathcal{B} \) in Figure 4.5. The finite runs 
\( r_1 = q_1 a q_2 b q_2 c q_2 \) and \( r_2 = q_3 a q_4 b q_3 c q_4 \) are accepting lassos over \( a, bc \) since they can be factorised into 
\[
r_1 = q_1 \xrightarrow{a} q_2 \xrightarrow{bc} q_2, \\
r_2 = q_3 \xrightarrow{a} q_4 \xrightarrow{bc} q_4.
\]
Moreover note that the pair \([a], [bc]\) is proper. We have \(a \approx abc\) since by reading \(a\) or \(abc\), we either go from \(q_1\) to \(q_2\), \(q_3\) to \(q_4\), or \(q_3\) to \(q_5\), through an accepting state. We also have \(bcbc \approx bc\) since in Example 4.3.26, we have seen that every finite words over \(b, c\) that are started with \(b\) are equivalent to each other. Hence \(r_1\) and \(r_2\) are indeed proper accepting lassos over \(a, bc\).

Corollary 4.3.28 shows that any accepting run always starts with a proper accepting lasso. Intuitively, an accepting run can be seen as a proper accepting lasso that repeats the cycle part infinitely often. By repeating the cycle part, we mean forming an accepting cycle over a word that is not necessarily the same, but equivalent with respect to \(\approx\). For example, the accepting run \(\rho\) in (4.18) is a proper accepting lasso over \(w_0, w_1\) that repeats the cycle part infinitely often by reading \(w_2, w_3, \ldots \approx w_1\).

For any NBA \(A\), a proper accepting lasso characterises the accepting words from some state. If there exists a proper accepting lasso from \(p\), suppose over \(u, v\), then for any word \(w \in [u]v^\omega\), the word \(w\) is accepted from \(p\). The converse also holds: if there is no proper accepting lasso over \(u, v\) from \(p\) then for any word \(w \in [u]v^\omega\), the word \(w\) is not accepted from \(p\). This idea is similar to the characterisation of infinite words with respect to some NBA \(A\) by using equivalence classes \(\Sigma^* / \approx\) [Bü62, FV09].

**Proposition 4.3.31.** Let \(u, v \in \Sigma^*\) be two finite words where the pair \([u], [v]\) is proper.

- If there exists an accepting lasso \(r\) where
  \[
  r = p \xrightarrow{u} p' \xrightarrow{F} p'
  \]  
  (4.19)
  then for any \(w \in [u]v^\omega\), there is an accepting run over \(w\) from \(p\).

- If there is no accepting lasso as in (4.19) then for any \(w \in [u]v^\omega\), there is no accepting run over \(w\) from \(p\).

**Proof.** For the first part, let \(w \in [u]v^\omega\). Hence \(w\) can be factorised into \(w = w_0w_1 \ldots\) where \(w_0 \in [u]\) and \(w_1, w_2, \ldots \in [v]\). Suppose we have an accepting lasso as in (4.19). Since \(w_0 \approx u\) and \(w_1, w_2, \ldots \approx v\), we can consider the accepting run \(\rho\) where
  \[
  \rho = p \xrightarrow{w_0} p' \xrightarrow{w_1} p' \xrightarrow{w_2} p' \ldots
  \]
  over \(w\).

  For the second part, let us show it by contradiction. Suppose there is no accepting lasso as in (4.19), but there is an accepting run \(\rho\) over \(w\) where \(w \in [u]v^\omega\). By Lemma 4.3.27, the run can be factorised into
  \[
  p \xrightarrow{w_0} p' \xrightarrow{w_1} p' \xrightarrow{w_2} p' \ldots
  \]
  where \(w_0 \in [u]\) and \(w_1, w_2, \ldots \in [v]\). Since \(w_0 \approx u\) and \(w_1 \approx v\), we also have an accepting lasso over \(u, v\) from \(p\) to \(p'\) which contradicts our initial assumption.

We will consider this observation to reduce the game \(G^\omega(A, B)\) into a simpler game.
Reduction to a Lasso Game

First let us look at some possible winning strategy for Duplicator in $G^\omega(\mathcal{A}, \mathcal{B})$. In the buffered simulation game $G^\omega(\mathcal{A}, \mathcal{B})$, Duplicator is equipped with an unbounded buffer. She can store as many letters as she wants to foresee Spoiler’s run. Hence one possible strategy for Duplicator is to wait indefinitely until she is sure that Spoiler indeed can form an accepting run. She waits until Spoiler forms a proper accepting run. Duplicator wins the play by waiting forever. However if Spoiler eventually forms a proper accepting lasso, suppose over $w_0, w_1$ then Duplicator needs to check whether she can also form a proper accepting lasso over $w_0, w_1$ from the initial state of $\mathcal{B}$. If Duplicator cannot form one then she will lose the play. Spoiler can keep repeating the accepting loop forever and form some accepting run over $w \in [w_0][w_1]^\omega$. By the second part of Proposition 4.3.31 there is no accepting run over $w$ that can be formed by Duplicator from the initial state of $\mathcal{B}$, and hence she loses the play. However if there is such an accepting lasso over $w_0, w_1$ then Duplicator should wait a bit more and not immediately form a corresponding accepting lasso. Duplicator should wait until Spoiler repeats the cycle part once, i.e. until Spoiler forms

$$p_0 \xrightarrow{w_0} p_1 \xrightarrow{w_1} p_1 \xrightarrow{w_2} p_1 \xrightarrow{w_2} p_1$$

where $w_2 \approx w_1$. After Spoiler forms such an extended lasso, Duplicator pops $w_0 w_1$ by forming a corresponding one over $w_0, w_1$, lets $w_2$ stay in the buffer, and waits again until Spoiler forms another proper accepting lasso from $p_1$ and repeats the procedure.

Now one might wonder whether waiting until Spoiler repeats the cycle part is necessary. It is indeed necessary to wait until Spoiler repeats the cycle part and we will show this in the following example.

Example 4.3.32. Let $\mathcal{A}$, $\mathcal{B}$ be the following two NBA.

According to the strategy that we have described before, to win the game $G^\omega(\mathcal{A}, \mathcal{B})$, Duplicator should wait until Spoiler forms a proper accepting lasso. In this case, initially Duplicator waits until Spoiler either reads $abb$, $abcc$, or $abdd$. Suppose Spoiler reads $abb$. If Duplicator immediately flushes the buffer then the play proceeds to the configuration $(p_2, \epsilon, q_1, \tau, S)$. From this configuration, Spoiler can continue by reading $c$ or $d$ and make Duplicator get stuck in $q_1$. Hence Duplicator loses. This, however, will not happen if Duplicator additionally waits until Spoiler repeats the cycle part, i.e. until Spoiler reads $abbb$. In this case, Duplicator forms a corresponding lasso by reading $abb$ and proceeding to the configuration $(p_2, b, q_1, \tau, S)$. From this configuration, Duplicator then waits again until Spoiler forms a proper accepting lasso and repeats the cycle part, i.e. until Spoiler either reads $bb$, $ccx$, or $ddx$. Duplicator again can respond to this by forming a corresponding lasso, that is, by reading $bb$, $bec$, or $bd$ respectively and proceeding to
cannot be mimicked by her. This intuitively allows us to reduce the game...Duplicator an accepting lasso infinitely often and hence forms an accepting run.

In the second case, Duplicator also wins because she forms...configuration (p_2, b, q_1, T, S), (p_3, c, q_4, T, S), or (p_4, d, q_5, T, S). By repeating such a procedure, Duplicator will never get stuck and win the play.

Note that if Duplicator plays according to the strategy as described before, there are three possibilities: first, at one point she waits for the rest of the play because Spoiler does not form a proper accepting lasso and repeat the cycle part as in (4.20), second, Spoiler infinitely often forms a proper accepting lasso and repeats the cycle part, and Duplicator always forms a corresponding lasso, or third, at one point Spoiler forms a proper accepting lasso and repeats the cycle part, but Duplicator cannot form a corresponding one. In the first case, Duplicator wins because by Lemma 4.3.27, we know that Spoiler does not form an accepting run. In the second one, Duplicator also wins because she forms an accepting lasso infinitely often and hence forms an accepting run. In the third case, Duplicator loses the play because Spoiler can extend the lasso into an accepting run that cannot be mimicked by her. This intuitively allows us to reduce the game $G^\omega(A, B)$ into a game where both of the players move alternatingly by choosing a proper accepting lasso. In every round $i > 0$, Spoiler forms a proper accepting lasso over $u_i, v_i$ and repeats the cycle part once by reading $v'_i \approx v_i$. Duplicator responds to this by forming a corresponding accepting lasso over $u_i, v_i$ after reading $v'_{i-1}$. If one of the players cannot do so then the opponent wins. We illustrate how such a game proceeds in Figure 4.6.

In such a game, the number of configurations is still infinite. There are infinitely many possible lassos that can be chosen by Spoiler. However, we can finitely represent lassos by using the equivalence classes from $\Sigma^*/\approx$. First note that in the transition profile of some equivalence class $[u]$, if there is an edge $(p, p')$ then there is a path from $p$ to $p'$ by reading $u$. Moreover, if the edge is labeled with 1 then there is such a path that goes through an accepting state. Let us denote with $p \xrightarrow{[u]} q$ if there exists an edge from $p$ to $q$ in the transition profile of $[u]$ and $p \xrightarrow{[u]}_F q$ if the edge is labeled with 1. Hence instead of choosing a proper accepting lasso from $p$, Spoiler can choose a proper pair of equivalence classes $[u], [v] \in \Sigma^*/\approx$ and a state $p'$ such that $p \xrightarrow{[u]}_F p'$ and $p' \xrightarrow{[v]}_F p'$.

We can equivalently consider a game where in each round the players do not choose a lasso, but its representation. In every round $i > 0$, Spoiler chooses a pair of proper equivalence classes $[u_i], [v_i]$ and a state $p_i$ such that

$$p_{i-1} \xrightarrow{[u_i]} p_i \xrightarrow{[v_i]}_F p_i$$

and Duplicator chooses a state $q_i$ such that

$$q_{i-1} \xrightarrow{[v_{i-1}]}_F q_i \xrightarrow{[v_i]}_F q_i.$$
Let us call such a game lasso game. It is formally defined as follows.

**Definition 4.3.33.** For any two NBA \( \mathcal{A}, \mathcal{B} \) over \( \Sigma \), a lasso game is \( G_L(\mathcal{A}, \mathcal{B}) = ((V, V_0, V_1, E), v_0, \text{Play}) \) where Duplicator’s and Spoiler’s configurations are \( V_0 = Q \times (\Sigma^*/\approx)^3 \times Q \times \{D\} \), and \( V_1 \subseteq Q \times \Sigma^*/\approx \times Q \times \{S\} \), \( V = V_0 \cup V_1 \), the edge relation \( E \) is defined as

\[
(p, [w], q, S) \rightarrow (p', [w], [u], [v], q, D) \text{ in } E \quad \text{iff} \quad p \xrightarrow{[u]} p' \xrightarrow{[v]} p' \text{ and } [u], [v] \text{ is proper}
\]

\[
(p, [w], [u], [v], q, D) \rightarrow (p, [v], q', S) \text{ in } E \quad \text{iff} \quad q \xrightarrow{[w][u]} q' \xrightarrow{[v]} q',
\]

the initial configuration is \( v_0 = (p_0, [e], q_0, S) \) where \( p_0, q_0 \) is the pair of the initial states of \( \mathcal{A}, \mathcal{B} \), and the winning condition is \( \text{Play} \), the set of all infinite plays in \( G_L(\mathcal{A}, \mathcal{B}) \).

Note that by the definition of the winning condition, Duplicator wins any infinite play in the lasso game. Hence we can also see the lasso game \( G_L(\mathcal{A}, \mathcal{B}) \) as a parity game where every node has an even priority. Consider a parity game \( G \) that is played on the configuration graph of \( G_L(\mathcal{A}, \mathcal{B}) \) with a priority function that assigns priority 0 to all the nodes in \( G \). It is not hard to see that Duplicator wins the lasso game \( G_L(\mathcal{A}, \mathcal{B}) \) iff player 0 wins the parity game \( G \).

The size of the parity game \( G \) is the same as the size of the configuration graph of \( G_L(\mathcal{A}, \mathcal{B}) \). In the preliminary chapter, we have seen that the number of equivalence classes in \( \Sigma^*/\approx \) is exponential in the size of the automata. If \( Q \) is the set of states of \( \mathcal{A} \) and \( \mathcal{B} \), we have \( |\Sigma^*/\approx| = O(3^{|Q|}) \). Hence the number of nodes and edges in the lasso game \( G_L(\mathcal{A}, \mathcal{B}) \) is \( |V| = |E| = O(3^{|Q|}) \). By Proposition 2.4.2 since we can decide whether player 0 wins such a parity game of \( n \) nodes and \( m \) edges in time \( O(n \cdot m) \), we have the following theorem.

**Theorem 4.3.34.** Deciding whether Duplicator wins \( G_L(\mathcal{A}, \mathcal{B}) \) is in \( O(3^{|\mathcal{A}| + |\mathcal{B}|} \cdot |Q|^3) \).

We will show that the winning strategy for Duplicator in the buffered simulation game \( G^\omega(\mathcal{A}, \mathcal{B}) \) can be derived from the one in the lasso game \( G_L(\mathcal{A}, \mathcal{B}) \). First note that in every round of the lasso game \( G_L(\mathcal{A}, \mathcal{B}) \), Spoiler chooses a representative of a proper accepting lasso and Duplicator responds to this by choosing the corresponding representative of the accepting lasso. This intuitively corresponds to the situation where in the buffered simulation game \( G^\omega(\mathcal{A}, \mathcal{B}) \), Duplicator lets Spoiler play indefinitely until he forms a proper accepting lasso and repeats the cycle part. Once Spoiler does this then Duplicator moves by forming a corresponding accepting lasso that she would have chosen in the lasso game. Duplicator keeps playing in such a way for the rest of the play. If in the lasso game Duplicator never gets stuck then Duplicator can mimic any accepting lasso that is formed by Spoiler in the buffered simulation game.

**Theorem 4.3.35.** If Duplicator wins \( G_L(\mathcal{A}, \mathcal{B}) \) then she also wins \( G^\omega(\mathcal{A}, \mathcal{B}) \).

**Proof.** Suppose Duplicator wins \( G_L(\mathcal{A}, \mathcal{B}) \). We will show a winning strategy for Duplicator in \( G^\omega(\mathcal{A}, \mathcal{B}) \) where she only pops the buffer and proceeds to some configuration \((p, w, q, \top, S)\) where \( w \) is idempotent, i.e. \( [w] = [ww] \).

Suppose we are at some configuration \((p, w, q, b, S)\) where \( b \in \{\top, \bot\} \) and \( w \in \Sigma^* \) is idempotent. Duplicator waits until Spoiler forms a proper accepting lasso and repeats the cycle part once, i.e. until Spoiler forms

\[
r = p \xrightarrow{w} p' \xrightarrow{w} p' \xrightarrow{w} p'.
\]
where \( u \approx uv \) and \( v \approx v' \approx vv' \). Note that if Spoiler never forms such a run then by Lemma 4.3.27 he does not form an accepting run from \( p \). Duplicator wins \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \) by waiting forever. However if Spoiler forms such a run then we reach a configuration \((p', wuvv', q, b', D)\). In this case, Duplicator considers what she would do in the lasso game \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \) if we are at some configuration \( c = (p, [w], q, S) \) and Spoiler moves to \( c' = (p', [w], [u], [v], q, D) \). If Duplicator chooses \( q' \) and proceeds to \( c'' = (p', [v], q', S) \) then by definition of the lasso game \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \), there is a path

\[
q \xrightarrow{w} q' \xrightarrow{v} q'
\]

in \( \mathcal{B} \). In the game \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \), Duplicator takes such a path and proceeds to the configuration

\[
(p', v', q', \top, S).
\]

(4.21)

Now the buffer contains the word \( v' \). Since \( v' \approx v \) and \( v \) is idempotent, \( v' \) is also idempotent.

By considering this strategy either at one point Duplicator skips her turn for the rest of the play or Duplicator moves infinitely often. In the first case, by Lemma 4.3.27 Spoiler does not form an accepting run and in the second one, Duplicator reaches the configuration of the form (4.21) infinitely often. She forms an accepting run. Hence in both cases, Duplicator wins the play. She wins the game \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \).

The reverse direction of this theorem also holds. We can derive a winning strategy for Duplicator in the lasso game from the winning strategy in the buffered simulation game.

**Theorem 4.3.36.** Duplicator wins \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \) if she wins \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \).

**Proof.** Suppose Duplicator wins \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \). The winning strategy for Duplicator in \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \) is as follows. Suppose we are at some configuration \((p, [w], q, S)\). If Spoiler moves to some \((p', [w], [u], [v], q, D)\) then Duplicator considers what she would do in the game \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \) if we are at some configuration \((p, w, q, \bot, S)\) and Spoiler plays an accepting run over \( uv^\omega \) by reading \( u \) from \( p \) to \( p' \) followed by infinitely many accepting cycles over \( v \) from \( p' \). If Duplicator plays according to the winning strategy in \( \mathcal{G}^\omega(\mathcal{A}, \mathcal{B}) \) then at one point she forms a run of the form

\[
q \xrightarrow{wuv^\omega} q' \xrightarrow{v^\omega} q'.
\]

(4.22)

Otherwise she does not form an accepting run over \( wuv^\omega \) and loses the play which contradicts that Duplicator plays according to some winning strategy. Note that by the definition of the lasso game \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \), the pair \([u], [v]\) is proper, that is, \([uv] = [u] \) and \([vv] = [v] \). Hence any word of the form \( wuv^\omega \) and \( v^\omega \) belongs to \([w][u] \) and \([v] \), respectively. In the lasso game \( \mathcal{G}_L(\mathcal{A}, \mathcal{B}) \), Duplicator responds to this by proceeding to the configuration \((p', [v], q', S)\).

Hence from any configuration \((p, [w], q, S)\), if Spoiler moves to some arbitrary configuration \((p', [w], [u], [v], q, D)\), Duplicator can always respond to it. Hence either Spoiler gets stuck or the play goes on for infinitely many rounds. In both cases, Duplicator wins.

\[\Box\]

Theorem 4.3.35 and Theorem 4.3.36 show that we can polynomially reduce buffered simulation with an unbounded buffer to a lasso game. The reduction is even linear because it is just the identity mapping. By Theorem 4.3.34 since we have seen that solving the
Simulation with \( n \geq 1 \) Unbounded Buffers

Now the only question left regarding the decidability of buffered simulation is in the case where multiple buffers are involved and some of them have an unbounded capacity. Unfortunately, in this case, buffered simulation is not only undecidable, but also highly undecidable. This even already holds in the case where we only consider buffered simulation with two buffers in which one is unbounded and the other one has a capacity 0.

We will first show that deciding the negative instance of buffered simulation, i.e. whether **Spoiler** wins \( G^\omega(A, B) \), is \( \Sigma_1 \)-hard by a reduction from the recurrent octant tiling problem. We then show that deciding the positive instance is also \( \Sigma_1 \)-hard by considering a more involved reduction. We combine these two results and obtain a higher undecidability degree of buffered simulation. The problem is indeed hard for the class \( \mathbb{B} \Sigma_1 \), a class that is strictly bigger than the first level of the analytical hierarchy. We will also show that deciding buffered simulation is in the second level of the analytical hierarchy, i.e. it is in \( \Delta_2 \).

### 4.4.1 \( \Sigma^0_1 \) - and \( \Pi^1_1 \) - Hardness

First we will show that deciding buffered simulation is \( \Sigma^0_1 \)-hard by a reduction from the octant tiling problem. Recall that the octant tiling problem asks us whether there exists a tiling for the octant of the Cartesian plane \([BGG97]\). Hence the width of the area that has to be tiled is not fixed. The width of the first row is one, the second row is two, etc. The octant tiling problem is clearly more complex than the corridor tiling problem. Recall that in the corridor tiling problem, the width of the area that has to be tiled is fixed. We can reduce it to the flushing variant \( G^\omega_{\text{Flush}}(A, B) \) where the role of **Spoiler** is to produce a tiling of width \( n > 0 \) and **Duplicator**’s role is to make sure that the tiling is valid. Since the width is fixed, we can encode any possible tilings in **Spoiler**’s automaton and the vertical and horizontal mismatches in **Duplicator**’s automaton. However, if now we consider the octant tiling problem, it is not clear anymore how to make **Duplicator** detect the horizontal or vertical mismatch.

Nevertheless, we will show that we can still reduce the octant tiling problem to the buffered simulation game with a similar principle as the corridor tiling problem. We construct two NBA \( A, B \) such that **Spoiler**’s role is to produce a tiling row by row in \( A \) and **Duplicator**’s role is to check whether there is a mismatch.

First we will show that we can construct two NBA \( A, B \) such that **Spoiler** is forced to produce a tiling where the length of each row keeps growing by one, i.e. he is forced to produce a word \(#w_1#w_2#\ldots\) where \( w_i \in T \). The trick is to consider a second buffer of capacity 0 that is used to store two new symbols \( c \) and \( c_\# \). We construct the automaton \( A \) such that each time **Spoiler** reads a tile or \#, and pushes it to the first buffer, he also reads \( c \) or \( c_\# \) respectively, and pushes it to the second buffer. Since the capacity of the second buffer is 0, **Duplicator** has to pop \( c \) or \( c_\# \) immediately. The automaton \( B \) is constructed such that each time **Duplicator** pops \( c \) or \( c_\# \), she compares it with the top symbol of the
first buffer. If the top symbol is #, DUPLICATOR pops # and then forcesSpoiler to read exactly a tile and a #. However, if the top symbol is a tile then DUPLICATOR pops it and forcesSpoiler to read only a new tile. In this way, whenever the content of the first buffer is \( t_1 \ldots t_n # \), DUPLICATOR will force Spoiler to push \( t'_1, \ldots, t'_{n+1}, # \) consecutively to the first buffer.

We illustrate such NBA \( \mathcal{A}, \mathcal{B} \) in Figure 4.7. They are defined over \( \hat{\Sigma} = (T \cup \{\#\}, \{c, c_#\}) \). We denote by \( \Sigma \) the set of all letters in \( \mathcal{A}, \mathcal{B} \), i.e. \( \Sigma = T \cup \{\#, c, c_#\} \). The automaton \( \mathcal{A} \) is very simple. It accepts any word of the form \( t_1 c_1 t_2 c_2 \ldots \) where for all \( i \geq 0, t_i \in T \cup \{\#\} \), and \( c_i = c \) if \( t_i \in T \) and \( c_i = c_# \) if \( t_i = \# \). The automaton \( \mathcal{B} \), however, is more involved. It basically consists of two parts. The first one that starts from \( q_0 \) and the second one from \( q_1 \). From \( q_0 \) we can reach the accepting sink \( s_1 \) by reading \( c \), and from \( q_1 \) we can reach the accepting sink \( s_2 \) by reading \( xc_# \) where \( x \in T \cup \{\#\} \). The state \( q_1 \) is reachable from \( q_0 \) by a \( c_# \)-transition.

Now consider the game \( \mathcal{G}^{\omega,0}(\mathcal{A}, \mathcal{B}) \). From the initial configuration \((p_0, (\epsilon, \epsilon), q_0, \bot, S)\), Spoiler is forced to read \# since otherwise DUPLICATOR can go to the accepting sink \( s_1 \) and win the play. Furthermore, from any configuration \((p_0, (w\#, \epsilon), q_1, \bot, S)\) where \( w \in T^i \) and \( i \geq 0 \), Spoiler is forced to proceed to some configuration \((p_0, (w'\#, \epsilon), q_1, \bot, S)\) where \( w' \in T^{i+1} \). We show this formally in the following lemma.

**Lemma 4.4.1.** Consider the two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (T \cup \{\#\}, \{c, c_#\}) \) as in Figure 4.7 and a play in \( \mathcal{G}^{\omega,0}(\mathcal{A}, \mathcal{B}) \) from a configuration

\[
(p_0, (t_1 \ldots t_n \#, \epsilon), q_1, \bot, S)
\]

where \( t_1 \ldots t_n \in T^* \).

- **DUPLICATOR has a strategy such that either **Spoiler** loses or the play proceeds to some configuration** \((p_0, (t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \bot, S)\) **where** \( t'_1, \ldots, t'_{n+1} \in T \).

- **For any** \( t'_1, \ldots, t'_{n+1} \in T \), **Spoiler** has a strategy such that either **DUPLICATOR loses or the play proceeds to** \((p_0, (t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \bot, S)\).

**Proof.** For the first part, from the configuration \((p_0, (t_1 \ldots t_n \#, \epsilon), q_1, \bot, S)\), if **Spoiler** initially reads \#\( c_# \) then **DUPLICATOR** goes to the accepting sink \( s_2 \) by popping \( t_1 \) from the first buffer and reading \( t_1 c_# \). From the accepting sink, **DUPLICATOR** can play accordingly and win the play. However if **Spoiler** reads \( t'_1 c \) for some \( t'_1 \in T \), **DUPLICATOR** loops in \( q_1 \) by
popping \( t_1 \) from the first buffer and reading \( t_1c \). She proceeds to \((p_0, (t_2 \ldots t_n\#t'_1, \epsilon), q_1, \perp, S)\). **Duplicator** then repeats this procedure for \( n \) many times. Hence either **Duplicator** wins by reaching the accepting sink \( s_2 \) and looping there forever or the play eventually proceeds to some configuration \((p_0, (\#t'_1 \ldots t'_n, \epsilon), q_1, \perp, S)\) where \( t'_1, \ldots, t'_n \in T \). Now from such a configuration, if **Spoiler** reads \#c then **Duplicator** goes to the accepting sink \( s_2 \) by popping \# from the buffer and reading \#c. However if **Ster** reads \( t'_{n+1}c \) for some \( t'_{n+1} \in T \), **Duplicator** pops \# from the first buffer, reads \#c by going to \( q_0 \) and proceeding to \((p_0, (t'_1 \ldots t'_{n+1}, \epsilon), q_0, \perp, S)\). From this configuration, if **Ster** reads \( tc \) where \( t \in T \) then **Duplicator** goes to the accepting sink \( s_1 \) by letting \( t \) go to the first buffer and reading \( c \). Otherwise, **Ster** reads \#c and in this case **Duplicator** proceeds to \((p_0, (t'_1 \ldots t'_{n+1}\#c, \epsilon), q_1, \perp, S)\).

For the second part, the strategy for **Ster** is to initially read \( t'_1 \). **Duplicator** either skips her turn or pops \( t_1 \) from the buffer by going to \( q_2 \) or \( q_3 \). If **Duplicator** goes to \( q_3 \), we reach the configuration \((p_1, (t_2 \ldots t_n\#t'_1, \epsilon), q_2, \perp, S)\). In the next round, after **Ster** reads \( c \), **Duplicator** gets stuck because there is no \( c \)-transition from \( q_3 \). Hence let us assume that **Duplicator** skips her turn or goes to \( q_2 \). **Ster** then reads \( c \) and goes back to \( p_0 \). In both cases, **Duplicator** has no choice except to pop \( c \) immediately and proceed to the configuration \((p_0, (t_2 \ldots t_n\#t'_1, \epsilon), q_1, \perp, S)\). **Ster** repeats this procedure \( n \) many times to push \( t'_1, \ldots, t'_n \) consecutively to the buffer. Hence either **Duplicator** loses or the play eventually proceeds to \((p_0, (\#t'_1 \ldots t'_n, \epsilon), q_1, \perp, S)\). From such a configuration **Ster** then pushes \( t'_{n+1} \) in the same way. However in this case, after **Ster** reads \( t'_{n+1} \), **Duplicator** either skips her turn or pops the top symbol of the buffer by going to \( q_2 \) or \( q_3 \). If **Duplicator** goes to \( q_3 \), we can show similarly as before, that **Duplicator** eventually gets stuck and loses the play. Now assume that she skips her turn or goes to \( q_2 \). **Ster** then reads \( c \) and goes back to \( p_0 \). **Duplicator** has no choice except to pop \( c \) immediately by going to \( q_0 \). She proceeds to \((p_0, (t'_1 \ldots t'_{n+1}, \epsilon), q_0, \perp, S)\). **Ster** then reads \#c and **Duplicator** has no choice except to proceed to \((p_0, (t'_1 \ldots t'_{n+1}c, \epsilon), q_1, \perp, S)\) \( \Box \).

The second part of this lemma tells us that if the first buffer contains a tiling of a row of length \( n \) then **Ster** can continue by producing a tiling of a row of length \( n+1 \). The first part of the lemma then tells us that this is in fact the only way for **Ster** to continue since otherwise **Duplicator** can reach one of the accepting sinks and win the play.

**Reduction from the Octant Tiling Problem**

We can slightly extend these two NBA to reduce the octant tiling problem. We can encode the horizontal and vertical mismatches into **Duplicator**’s automaton. Encoding the horizontal mismatch is not hard. We simply allow **Duplicator** to read \( tt' \in T^2 \) if \((t, t') \notin H \) from \( q_1 \) to the accepting sink \( s_2 \). Thus **Ster** is forced to produce a tiling that matches horizontally since otherwise **Duplicator** can go to \( s_2 \). Encoding the vertical mismatch, however, is a bit more involved. First recall that every time **Ster** reads a tile, he announces it by reading the new symbol \( c \). We extend the automata such that instead of using a single symbol \( c \) for each tile \( t \in T \), we use a new symbol \( c_t \) for each tile \( t \in T \). If **Ster** and **Duplicator** are in \( p_0 \) and \( q_1 \), after **Ster** reads a tile \( t \in T \) and pushes it to the first buffer, she reads \( c_t \) instead of \( c \), and pushes it to the second buffer. **Duplicator** then compares \( c_t \) with the top symbol of the first buffer. If it is \#s, **Duplicator** does the same move as before. She pops \# and forces **Ster** to read exactly a tile and a \#. However, if the top symbol is some \( t' \in T \) then **Duplicator** pops it and forces **Ster** to read a new tile \( t \) that matches vertically, i.e. \((t', t) \in V \), or otherwise he goes to the accepting sink.
s_2 by reading t'_1 c_\#. Hence if the content of the first buffer is t_1 \ldots t_n \#, Spoiler is forced to push t'_1, \ldots, t'_{n+1} \# where (t'_1, t'_{i+1}) \in H and (t_i, t'_i) \in V for all i \in \{1, \ldots, n\}.

We illustrate such extended automata in Figure 4.8. For simplicity, we assume that there are only two tiles, i.e. T = \{a, b\}. If there are more, we can extend the automata accordingly. Moreover, for any tile t \in T, we denote by t^V the set of tiles that can be put below t, i.e. t^V = \{t' \in T \mid (t', t) \in V\}, and by t^H the set of tiles that cannot be put below t, i.e. t^H = \{t' \in T \mid (t, t') \not\in H\}. Moreover, we abbreviate the transitions q_1 \xrightarrow{a} q_1 \xrightarrow{b} s_2 with q_1 \xrightarrow{a} s_2. By considering such extended automata, we can extend the property in Lemma 4.4.1 as follows.

Lemma 4.4.2. Consider the two NBA \mathcal{A}, \mathcal{B} over \Sigma = (T \cup \#, \{c_\#, c_i \mid t \in T\}) as in Figure 4.8 and the play in G^{n,0}(\mathcal{A}, \mathcal{B}) from configuration

\[(p_0, (t_1 \ldots t_n \#, \epsilon), q_1, \bot, S)\]

where t_1 \ldots t_n \in T^*.

- If (t_i, t_{i+1}) \in H for all i \in \{1, \ldots, n-1\} then for any t'_1, \ldots, t'_{n+1} \in T where (t_1, t'_1), \ldots, (t_n, t'_n) \in V, Spoiler has a strategy such that either duplicator loses or the play proceeds to

\[(p_0, (t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \bot, S).\]

- If (t_i, t_{i+1}) \not\in H for some i \in \{1, \ldots, n-1\}, duplicator has a strategy to win the play.

- If (t_i, t_{i+1}) \in H for all i \in \{1, \ldots, n-1\}, duplicator has a strategy such that either spoiler loses or the play proceeds to some configuration

\[(p_0, (t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \bot, S)\]

where t'_1, \ldots, t'_{n+1} \in T and (t_1, t'_1), \ldots, (t_n, t'_n) \in V.

Proof. For the first part, the strategy for Spoiler is the same as in the proof of Lemma 4.4.1. Initially Spoiler reads t'_1c_\#. Since (t_1, t'_1) \in V, Duplicator cannot go to the accepting sink s_2 by reading t_1c_\# because t_1 \not\in t'_1^V. Duplicator also cannot go to there by
reading \( t_1 t_2 \) because \( t_2 \notin t_1^H \). \textsc{Duplicator} can only pop \( t_1 \) and loop in \( q_1 \) by reading \( t_1 c'_i \). Hence by reading \( t'_1 c'_i \ldots t'_{n+1} c'_i \), and then \#_c_i, either \textsc{Duplicator} loses because she gets stuck as in the proof of Lemma 4.4.1 or the play eventually proceeds to the configuration \((p_0, t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \perp, S)\).

For the second part, let \( i_0 \in \{1, \ldots, n-1\} \) be the minimal index such that \((t_{i_0}, t_{i_0+1}) \notin H\). In the initial round, if \textsc{Spoiler} reads \#_c_i or \( i_0 = 1 \) then \textsc{Duplicator} goes to the accepting sink \( s_2 \) by reading \( t_1 c'_i \) or \( t_1 t_2 \) respectively. Otherwise, \textsc{Spoiler} reads \( t'_1 c'_i \) for some \( t'_1 \in T \) and \( i_0 \neq 1 \). In this case, \textsc{Duplicator} pops \( t_1 \) from the first buffer and reads \( t_1 c'_i \) by looping in \( q_i \). \textsc{Duplicator} repeats this procedure for \( i_0 - 1 \) many times. Hence either \textsc{Duplicator} eventually reaches the accepting sink \( s_2 \) and wins or the play proceeds to \((p_0, (t_{i_0} \ldots t_i \#t'_1 \ldots t'_{i_0-1}, \epsilon), q_1, \perp, S)\). From this configuration, since \((t_{i_0}, t_{i_0+1}) \notin H\), \textsc{Duplicator} can go to the accepting sink \( s_2 \) by reading \( t_{i_0} t_{i_0+1} \) and win the play.

For the third part, \textsc{Duplicator} plays similarly as in the proof of Lemma 4.4.1. Additionally, from any configuration \((p_0, (t_{i_0} \ldots t_i \#t'_1 \ldots t'_{i_0-1}, \epsilon), q_1, \perp, S)\), if \textsc{Spoiler} reads \( t'_i c'_i \) in which \((t_i, t'_i) \notin V\) then \textsc{Duplicator} goes to the accepting sink \( s_2 \) by popping \( t_i \) from the first buffer and reading \( c'_i \). Hence either \textsc{Duplicator} loses because \textsc{Duplicator} reaches an accepting sink and loops there forever or the play eventually proceeds to \((p_0, (t'_1 \ldots t'_{n+1} \#, \epsilon), q_1, \perp, S)\) where \((t_i, t'_i) \in V\) for all \( i \in \{1, \ldots, n\}\).

We can reduce the octant tiling problem to the buffered simulation game \(G^{\omega0}(\mathcal{A}, \mathcal{B})\) by considering the two NBA in Figure 4.8. If there exists an octant tiling then \textsc{Spoiler} simply reads the tiling row by row. Since \textsc{Duplicator} cannot reach any accepting sink, \textsc{Spoiler} will win the play. On the other hand, if there is no octant tiling then \textsc{Duplicator} simply makes sure that \textsc{Spoiler} is constructing an octant tiling row by row until he forms a vertical or horizontal mismatch. At that point, \textsc{Duplicator} reaches one of the accepting sinks.

**Theorem 4.4.3.** Given a tiling system \( T = (T, H, V) \), we can construct in polynomial time two NBA \( \mathcal{A}, \mathcal{B} \) such that \textsc{Spoiler} wins \( G^{\omega0}(\mathcal{A}, \mathcal{B}) \) iff there exists an octant tiling.

**Proof.** Consider the two NBA \( \mathcal{A}, \mathcal{B} \) in Figure 4.8. Suppose there exists an octant tiling \( t \). From the initial configuration \((p_0, (\epsilon, \epsilon), q_0, \perp, S)\), \textsc{Spoiler} first reads \#_c_i. \textsc{Duplicator} cannot do anything except to let \# go to the first buffer and then pop \( c_i \) immediately from the second one. Hence we are in the configuration

\[(p_0, (\#, \epsilon), q_1, \perp, S).\]  

(4.23)

\textsc{Spoiler} then follows the strategy as described in the first part of Lemma 4.4.2 to push the tiling of the first row: \( t_{1,1} \). Either \textsc{Duplicator} loses or the play proceeds to \((p_1, (t_{1,1} \#, \epsilon), q_1, \perp, S)\). \textsc{Spoiler} again follows the strategy as described in Lemma 4.4.2 to push the tiling of the second row: \( t_{1,2} t_{2,2} \), and repeats the same procedure for the rest of the play. Hence either \textsc{Duplicator} loses or both \textsc{Spoiler} and \textsc{Duplicator} visit \( p_0 \) and \( q_1 \) infinitely often. Since \textsc{Spoiler} forms an accepting run and \textsc{Duplicator} does not, \textsc{Spoiler} wins.

For the other direction, suppose there is no octant tiling. Initially, if \textsc{Spoiler} reads \( t_1 c_i \) for some \( t_1 \in T \), then \textsc{Duplicator} goes to the accepting sink \( s_1 \). Otherwise, \textsc{Spoiler} reads \#_c_i and in this case, \textsc{Duplicator} has no choice except to proceed to the configuration (4.23). \textsc{Duplicator} then follows the strategy as described in the third part of Lemma 4.4.2. According to the lemma, either she wins or the play proceeds to \((p_1, (t_{1,1} \#, \epsilon), q_1, \perp, S)\) for some \( t_{1,1} \in T \). From this configuration, \textsc{Duplicator} again follows the strategy as described in the third part of Lemma 4.4.2. Hence either she wins or the play proceeds to
(\(p_1, (t_{2,1}, t_{2,2}, \#), \epsilon, q_1, \perp, S\)) for some \(t_{2,1}, t_{2,2} \in T\) where \((t_{1,1}, t_{1,2}) \in V\). Now if \((t_{2,1}, t_{2,2}) \notin H\) then DUPICATOR follows the strategy as described in the second part of Lemma 4.4.2 to win the play. Otherwise she follows the strategy as described in the third part of Lemma 4.4.2 again. She repeats this procedure for the rest of the play. Hence either DUPICATOR wins or both SPOILER and DUPICATOR visit the states \(p_0\) and \(q_1\) infinitely often. In such a case, let

\[
\# t_{i,1} \# t_{i,2} \# t_{i,3} t_{i,3} \# t_{i,4} t_{i,4} t_{i,4} \# \ldots
\]

be the sequence of letters that are pushed by SPOILER to the first buffer. By Lemma 4.4.2 we have \((t_{i,j}, t_{i,j+1}) \in V\) and \((t_{i,j}, t_{i+1,j}) \in H\) for all \(i \leq j\). Hence we can construct an octant tiling \(t\) where \(t(i, j) = t_{i,j}\). This however contradicts our initial assumption. Hence DUPICATOR wins the play. \(\square\)

We have a polynomial-time reduction from the octant tiling problem to the problem of deciding whether DUPICATOR wins buffered simulation game \(\mathcal{G}^{\omega,0}(A, B)\). Thus we have the following corollary.

**Corollary 4.4.4.** Deciding \(\subseteq^{\omega,0}\) is \(\Sigma_1^0\)-hard.

We can lift the reduction in Theorem 4.4.3 to reduce a highly undecidable problem, namely the recurrent octant tiling problem \([Har85]\). We encode the situation where the final tile is used as the first tile of a row infinitely often by slightly modifying the automaton for SPOILER. Instead of the automaton \(\mathcal{A}\) as in Theorem 4.4.3 we consider a new automaton \(\mathcal{A}'\) that simulates \(\mathcal{A}\) and remembers the tile that is used as the first tile of a row in its structure. The automaton \(\mathcal{A}'\) is obtained from \(\mathcal{A}\) by adding a copy of it. We construct \(\mathcal{A}'\) such that SPOILER uses the original part to push the first tile of a row and the copy part to push the rest of the tiles. Instead of the initial state \(p_0\), we make the state that corresponds to the final tile \(t_f\), i.e. \(p_{t_f}\), in the original part, to be accepting, and the rest of the states are not. In this way, SPOILER produces an accepting run iff the final tile is used as the first tile infinitely often. We illustrate such an automaton \(\mathcal{A}'\) in Figure 4.9.

We assume that \(a\) is the final tile, and hence the state \(p_a\) is accepting and the rest of the states are not.

**Theorem 4.4.5.** Given a tiling system \(\mathcal{T} = (T, H, V)\) and a final tile \(t_f \in T\), we can construct two NBA \(\mathcal{A}', B\) such that SPOILER wins \(\mathcal{G}^{\omega,0}(\mathcal{A}', B)\) iff there exists a recurrent octant tiling.
Proof. Consider the two automata $\mathcal{A}'$, $\mathcal{B}$, in which $\mathcal{A}'$ is the automaton that is obtained from the automaton $\mathcal{A}$ from Theorem 4.4.3 by adding a copy of it as we have illustrated in Figure 4.9 and $\mathcal{B}$ is the automaton as in Theorem 4.4.3. Suppose there exists a recurrent octant tiling $t$. The winning strategy for Spoiler is the same as the one in Theorem 4.4.3. He pushes $s_{t_{1,1}}$, $s_{t_{1,2}}$, $s_{t_{2,2}}$, ... to the first buffer. Since there exist infinitely many $i$ such that $t_{1,i} = t_F$, he visits the accepting state $q_{v_{t_F}}$ infinitely often and hence forms an accepting run. Since Duplicator does not form an accepting run, Spoiler wins.

For the reverse direction, suppose there is no recurrent octant tiling. The winning strategy for Duplicator is also the same as the one in the proof of Theorem 4.4.3. Hence either Duplicator wins or both Spoiler and Duplicator respectively visit $p_0$ and $q_1$ infinitely often. In such a case, Spoiler pushes a sequence of letters as in (4.24) that obeys the vertical and horizontal compatibility relation, i.e. for all $i \leq j$, $(t_{i,j}, t_{i+1,j}) \in H$ and $(t_{i,j}, t_{i,j+1}) \in V$. Now suppose there are infinitely many $j$ such that $t_{1,j} = t_F$. In this case, we can construct a recurrent octant tiling $t$ where $t(i, j) = t_{i,j}$. This, however, contradicts our initial assumption. Hence there are only finitely many $j$ such that $t_{1,j} = t_F$. Spoiler visits $q_{t_F}$ finitely often and hence does not form an accepting run. Duplicator wins the play. □

Since we can polynomially reduce the recurrent octant tiling problem to the problem of deciding $\sqsubseteq_{\omega,0}$, we have the following corollary.

**Corollary 4.4.6.** Deciding $\sqsubseteq_{\omega,0}$ is $\Pi_1^1$-hard.

### 4.4.2 $\Pi_1^0$- and $\Sigma_1^1$- Hardness

Corollary 4.4.6 shows that we can reduce the recurrent octant tiling problems to the negative instance of buffered simulation. One then can equally ask whether the problem can also be reduced to the positive instance of buffered simulation in a similar way. It is however not clear how to do so since we need to switch the role of the players. We have to make Duplicator as the one that produces the tiling, and not Spoiler. This seems to be against the nature of buffered simulation since the player that has the role to produce is Spoiler, whereas Duplicator’s role is simply to mimic what Spoiler has produced. Nevertheless, we will show that it is possible to make Duplicator the player that chooses the tiling. The trick is to use the following special structure.
CHAPTER 4. DECIDABILITY AND COMPLEXITY

F-structure

Given a tiling system \( T = (T, H, V) \), consider the two NBA \( \mathcal{A}_T, B_T \) as in Figure 4.10 on the distributed alphabet \( \hat{\Sigma} = (\Sigma_1, \Sigma_2) \) where \( \Sigma_1 = T \) and \( \Sigma_2 = \{c\} \cup \{c_t \mid t \in T\} \). For simplicity, we again assume that the set of tiles \( T \) consists only two tiles \( a \) and \( b \). If there are more, the automata can be extended accordingly. For any tile \( t \in T \), we denote by \( \overline{c} \), the set of letters in \( \Sigma_2 \) that are not \( c \), i.e. \( \overline{c} = \Sigma_2 \setminus \{c\} \). We also denote by \( \bar{\Sigma} \) the set of all letters in \( \mathcal{A}, \mathcal{B} \), i.e. \( \bar{\Sigma} = \Sigma_1 \cup \Sigma_2 \).

Consider the game \( G^{\omega,0}(\mathcal{A}_T, B_T) \) and a play from the initial configuration. DUPLICATOR can choose a tile \( t \in T \) and force SPOILER to push it to the first buffer. The strategy is simply to read \( cc_1tc \). SPOILER will push \( t \) to the first buffer since otherwise DUPLICATOR can reach the accepting sink \( s_1 \). We generalise such a property to the following lemma that will be the key of our reduction.

**Lemma 4.4.7.** Consider the two NBA \( \mathcal{A}_T, B_T \) over \( \hat{\Sigma} = (T, \{c\} \cup \{c_t \mid t \in T\}) \) as in Figure 4.7 and a play in \( G^{\omega,0}(\mathcal{A}_T, B_T) \) from some configuration

\[
(p_1, (t_1 \ldots t_n, \epsilon), q_1, x, S) \tag{4.25}
\]

where \( t_1, \ldots, t_n \in T, n > 0, \) and \( x \in \{2, \bot, \top\} \).

- For any \( t \in T \), DUPLICATOR has a strategy such that either SPOILER loses or the play proceeds to

\[
(p_1, (t_2 \ldots t_n t, \epsilon), q_1, x', S)
\]

where \( x' = \top \) if \( x \in \{2, \bot\} \) and \( x' = 2 \) if \( x = \top \).

- SPOILER has a strategy such that the play proceeds to some configuration

\[
(p_1, (t_2 \ldots t_n t, \epsilon), q_1, x', S)
\]

where \( t \in T, x' = \top \) if \( x \in \{2, \bot\} \) and \( x' \in \{2, \bot\} \) if \( x = \top \).

**Proof.** For the first part, the strategy for DUPLICATOR is as follows. From the configuration (4.25), after SPOILER reads \( c \), DUPLICATOR pops \( c \) by going to \( q_1 \), i.e. she proceeds to

\[
(p_2, (t_1 \ldots t_n, \epsilon), q_1, x', S)
\]

where by definition of \( G^{\omega,0}(\mathcal{A}_T, B_T) \), \( x' = \bot \) if \( x \in \{2, \bot\} \) and \( x' = 1 \) if \( x = \top \). SPOILER then will read some tile \( t' \in T \) by going to \( p_r \) and DUPLICATOR cannot do anything except to skip her turn and proceed to

\[
(p_r, (t_1 \ldots t_n t', \epsilon), q_1, x', S).
\]

From this configuration, SPOILER will read \( c_r \). If \( t' \neq t \), DUPLICATOR goes to the accepting sink \( \bar{c}_1 \) by reading \( c_r \in \bar{\Sigma} \). From the accepting sink, DUPLICATOR can continue accordingly and win the play. However, if \( t' = t \) then DUPLICATOR goes to \( \bar{q}_t \) by popping \( c \) from the buffer. We reach the configuration \( (p_1, (t_1 \ldots t_n t, \epsilon), \bar{q}_t, x', S) \). SPOILER then will read \( c \) and DUPLICATOR responds to this by going to \( q_1 \), i.e. she proceeds to

\[
(p_1, (t_1 \ldots t_n t, \epsilon), q_1, x'', S)
\]

where by definition of \( G^{\omega,0}(\mathcal{A}_T, B_T) \), \( x'' \) is \( \top \) if \( x' = \bot \) and \( 2 \) if \( x' = 1 \).

For the second part, the strategy for SPOILER is as follows. First he reads \( c \). If DUPLICATOR responds to this by going to \( \bar{q}_t \), then SPOILER reads \( t \) by going to \( p_r \) and will skip her turn and we reach the configuration \( (p_1, (t_1 \ldots t_n t, \epsilon), q_1, x', S) \) where \( x' = \bot \) if \( x \in \{2, \bot\} \) and \( x' = 1 \) if \( x = \top \). SPOILER then reads \( c_t \). DUPLICATOR cannot go to the accepting sink since \( c_t \notin \overline{c} \). However, she can read \( c_t \) by going to \( \bar{q}_t \) or read \( c_t t_1 \) by going to \( \bar{q}_t \). Hence the play respectively proceeds to the configuration

\[
(p_1, (t_1 \ldots t_n t, \epsilon), \bar{q}_t, x', S) \quad \text{or} \quad (p_1, (t_1 \ldots t_n t, \epsilon), \bar{q}_t, x', S) \quad \text{or} \quad (p_1, (t_1 \ldots t_n t, \epsilon), \bar{q}_t, x', S) \quad \text{or} \tag{4.26}
\]
where \( x'' = \bot \) if \( x' = \bot \) and \( x'' = 2 \) if \( x' = 1 \). In the next round, Spoiler will read \( c \) and Duplicator does not have any choice except to go to \( p_1 \) and proceed to some configuration \((p_1, (t_2 \ldots t_n, t, \epsilon), q_1, x''', S)\) where \( x''' \in \{2, \bot, \top\} \). If she comes from (4.26) then \( x''' \) is \( \top \) if \( x' = \bot \), and \( 2 \) if \( x' = 1 \). However if she comes from (4.27) then \( x''' \) is \( \top \) if \( x'' = \bot \), and \( \bot \) if \( x'' = 2 \).

The first part of this lemma shows that Duplicator can choose any tile and force Spoiler to push it to the first buffer. The second part then shows that this is the only thing that Duplicator can do. She cannot reach the accepting sink if Spoiler reads the tile of Duplicator’s choice accordingly.

We will use such an F-structure to enable Duplicator to choose a tiling of a row and force Spoiler to push the tiles one by one to the first buffer.

**Reduction from the Octant Tiling Problem**

For a given tiling system \( T \), first we will show that we can construct two NBA \( A, B \) such that Duplicator has to choose the words \( w_1, w_2, \ldots \) where \( w_i \in T^i \) and force Spoiler to push \#\(w_1\)#\(w_2\)\ldots to the buffer. The principle is similar to the automata given in Lemma 4.4.1 but we use the F-structure to make Spoiler reads the tiles that Duplicator chooses. Initially, Spoiler is forced to push \# and then a tile \( t_i \) of Duplicator’s choice. Each time Spoiler pushes a tile \( t_i, i > 0 \), Duplicator pops the top symbol of the first buffer. If the top symbol is a tile, Spoiler is forced to push only the tile \( t_i \). However if it is \#, Spoiler is forced to push \# after he pushes the tile \( t_i \). Duplicator then continues to force Spoiler to push some tile \( t_{i+1} \) of her choice. Thus if the content of the first buffer is \( t_1 \ldots t_n \), Spoiler then is forced to push \( t_1', \ldots, t_{n+1}' \), \# consecutively to the buffer.

We illustrate such NBA \( A, B \) in Figure 4.11. They are defined over the distributed alphabet \( \Sigma = (\Sigma_1, \Sigma_2) \) where \( \Sigma_1 = T \cup \{\#\} \) and \( \Sigma_2 = \{c, c_b\} \cup \{c_i \mid t \in T\} \). Each of the automata \( A \) and \( B \) intuitively consists of two parts. The left parts that start from \( p_0 \) and \( q_0 \), and the right parts that start from \( p_1 \) and \( q_1 \). Note that the right parts are nonetheless the F-structure.

Consider the game \( G^{o,0}(A, B) \). From the initial configuration \((p_0, (\epsilon, \epsilon), q_0, \bot, S)\), Spoiler will read \# and then \( c_b \). The play then proceeds to the configuration \((p_1, (\#), q_1, \cdot, S)\).
Finally, from any configuration \((p_1, (w\#, \epsilon), q_1, \tau, S)\) where \(w \in T^i\) and \(i \geq 0\), by Lemma 4.4.7 we can show that Duplicator can choose \(w' \in T^{i+1}\) and force Spoiler to push the letters of \(w'\) one by one to the first buffer and proceed to the configuration \((p_1, (w'\#, \epsilon), q_1, \tau, S)\). We show this formally in the following lemma.

**Lemma 4.4.8.** Consider the two NBA \(A, B\) over \(\Sigma = (T \cup \{\#\}, \{c, c_\#\} \cup \{c_i \mid t \in T\})\) as in Figure 4.11 and a play in \(G^{w\#}(A, B)\) from some configuration

\[
(p_1, (t_1 \ldots t_n\#, \epsilon), q_1, \tau, S)
\]  

(4.28)

where \(t_1 \ldots t_n \in T^*\).

- For any \(t_1', \ldots, t'_{n+1} \in T\), Duplicator has a strategy such that either Spoiler loses or the play proceeds to some configuration

\[
(p_1, (t_1' \ldots t'_{n+1}\#, \epsilon), q_1, \tau, S).
\]

- Spoiler has a strategy such that the play eventually proceeds to some configuration

\[
(p_1, (t_1' \ldots t'_{n+1}\#, \epsilon), q_1, \tau, S)
\]

where \(t_1' \ldots t'_{n+1} \in T\).

**Proof.** For the first part, from the configuration (4.28), Duplicator follows the strategy as described in the first part of Lemma 4.4.7 to push the tile \(t_1'\). Hence either Duplicator wins or the play proceeds to \((p, (t_2 \ldots t_n\#t_1', \epsilon), q_1, 2, S)\) where \(p \in \{p_0, p_1\}\). If \(p = p_0\), Spoiler then will read \# and then \(c_\#\). In such a case, Duplicator first skips her turn and then goes to the accepting sink \(s_1\) by reading \(c_\#\in \overline{c}\). Duplicator can play accordingly from the accepting sink and win the play. However if \(p = p_1\), Duplicator again follows the strategy from the first part of Lemma 4.4.7 to push \(t_1'\). She repeats this procedure \(n\) many times to push \(t_1', \ldots, t'_n\) to the buffer. According to Lemma 4.4.7, either Duplicator wins or the play eventually proceeds to \((p_1, (\#t_1' \ldots t'_n, \epsilon), q_1, x, S)\) where \(x \in \{2, \top\}\). From such a configuration, Duplicator again follows the same strategy to force Spoiler to push \(t'_{n+1}\) to the buffer. In this case, either Duplicator wins or the play proceeds to \((p, (t_1' \ldots t'_{n+1}, \epsilon), q_0, x', S)\) where \(p \in \{p_0, p_1\}\). If \(p = p_1\) then Spoiler will continue by reading \(c\). Duplicator goes to the accepting sink \(s_1\) by reading \(c \in \overline{c}\) and plays accordingly from the accepting sink to win the play. However if \(p = p_0\) then we reach the configuration \((p_0, (t_1' \ldots t'_{n+1}, \epsilon), q_0, x', S)\) where \(x' \in \{2, \bot\}\). Spoiler then will read \#. Duplicator skips her turn, and hence proceeds to the configuration \((p_0, (t_1' \ldots t'_{n+1}, \epsilon), q_0, \bot, S)\). Spoiler will continue by reading \(c_\#\) and Duplicator responds to this by popping \(c_\#\) immediately. The play then proceeds to \((p_1, (t_1' \ldots t'_{n+1}, \epsilon), q_1, \tau, S)\).

For the second part, Spoiler first follows the strategy as described in the proof of Lemma 4.4.7. He lets Duplicator force him to push some \(t_1' \in T\) and then goes back to \(p_1\). Hence we reach the configuration \((p_1, (t_2 \ldots t_n\#t_1', \epsilon), q_1, x, S)\) where \(x \in \{2, \bot\}\). Spoiler repeats this procedure for \(n\) many times. By Lemma 4.4.7, the play eventually proceeds to \((p_2, (\#t_1' \ldots t'_n, \epsilon), q_1, x', S)\) where \(t_1', \ldots, t'_n \in T\) and \(x' \in \{2, \bot, \top\}\). From such a configuration, Spoiler again lets Duplicator force him to push some \(t'_{n+1} \in T\). However now he goes to \(q_0\). Hence we reach some configuration \((p_0, (t_1' \ldots t'_{n+1}, \epsilon), q_0, x', S)\) where \(x' = \bot\) if \(x \in \{\bot, 2\}\) and \(x' \in \{2, \bot\}\) if \(x = \top\). Spoiler reads \# and then \(c_\#\). Duplicator first skips her turn and proceeds to \((p_1, (t_1' \ldots t'_{n+1}, \epsilon), q_1, \bot, S)\). She then pops \(c_\#\) and proceeds to \((p_1, (t_1' \ldots t'_{n+1}, \epsilon), q_1, \tau, S)\).
The first part of this lemma tells us that if the first buffer contains a tiling of a row of length \( n \) then DUPLICATOR can choose a tiling of a row of length \( n + 1 \) and force SPOILER to push the tiles one by one to the buffer. The second part tells us that this is in fact the only way for DUPLICATOR to continue.

We can slightly extend these two automata to reduce the octant tiling problem. We encode the horizontal mismatch by adding two new components \( A_{\text{check}} \) and \( B_{\text{check}} \) as illustrated in Figure 4.12. The new components \( A_{\text{check}} \) and \( B_{\text{check}} \) are defined over \( T \cup \{#, \}$\) where $ is a new symbol that belongs to the first buffer. The component \( A_{\text{check}} \) is very simple. It accepts the word $^\omega$ from the state \( p_1 \). The component \( B_{\text{check}} \) is more involved. It consists of an accepting sink and a state \( h_i \) for each tile \( t \in T \). The accepting sink is reachable from \( q_1 \) by reading # and from each state \( h_i \) by reading \( t \). Moreover for all \( t \in T \), we have \( h_i \xrightarrow{t} h' \text{ iff } (t, t') \in H \). Hence from \( q_1 \), the component \( B_{\text{check}} \) accepts any word of the form \( t_1 \ldots t_m #^\omega \) where \( m > 0 \) and \( (t_i, t_{i+1}) \in H \) for all \( i \in \{1, \ldots, m - 1\} \).

Now if we extend the automata \( A, B \) with \( A_{\text{check}}, B_{\text{check}} \) then from any configuration \((p_1, (t_1 \ldots t_n #, \epsilon), q_1, \tau, S)\), where \( t_1, \ldots, t_n \in T \), if there is some \( i \in \{1, \ldots, n\} \) such that \((t_i, t_{i+1}) \notin H \), SPOILER wins by going to the accepting sink \( s_4 \) in \( A_{\text{check}} \) and loops there forever. DUPLICATOR will never reach the accepting sink \( s_5 \) in \( B_{\text{check}} \) and lose the play. SPOILER, however, should not go to \( s_4 \) if there is no such \( i \) since DUPLICATOR can reach \( s_5 \) and win the play. Hence SPOILER should only use the new component \( A_{\text{check}} \) if there is a horizontal mismatch.

Encoding the vertical mismatch to the automata \( A, B \) is also simple. First recall that each time after DUPLICATOR forces SPOILER to read a new tile, she pops a tile or # from the top of the first buffer. The tile that DUPLICATOR pops is indeed the one that is put below the new tile. Up to now, DUPLICATOR can pop any tile. Hence to encode the vertical compatibility, we simply restrict the tile that DUPLICATOR can pop. It should only be the one that matches vertically with the new tile. Hence from any state \( q_i \), DUPLICATOR can only reach \( q_i \) by reading \( t' \) where \((t', t) \in V \). Let us denote with \( V' \) the set of tiles that can be put below \( t \), i.e. \( V' = \{(t', t) \in V \} \). We illustrate the extended two NBA \( A, B \) that encode the horizontal and vertical mismatch in Figure 4.12. By considering such automata, we can extend the property in Lemma 4.4.8 as follows.

**Lemma 4.4.9.** Consider the two NBA \( A, B \) over \( \Sigma = (T \cup \{#, \}, \{c, c#\} \cup \{c_i | t \in T\}) \) as in Figure 4.13 and a play in \( G^{\omega,0}(A, B) \) from

\[(p_1, (t_1 \ldots t_n #, \epsilon), q_1, \tau, S)\]

where \( t_1 \ldots t_n \in T' \).
For the first part, the strategy for Duplicator is as follows. If initially Spoiler goes to the accepting sink s4 in $A_{\text{check}}$, Duplicator then goes to the accepting sink s5 in $B_{\text{check}}$ by reading $t_1 \ldots t_n\#$. This is possible because $(t_i, t_{i+1}) \in H$ for all $i \in \{1, \ldots, n-1\}$. From the accepting sink, Duplicator can play accordingly and win the play. However, if Spoiler does not go to the accepting sink s4 then Duplicator follows the strategy as described in the first part of Lemma 4.4.8.

For the second part, the strategy for Spoiler is simply to go to the accepting sink s4 in $A_{\text{check}}$, i.e. he proceeds to $(s_4, (t_1 \ldots t_n\#S, \epsilon), q_1, \top, D)$, and then loops in s4 forever. Since $(t_i, t_{i+1}) \notin H$ for some $i \in \{1, \ldots, n-1\}$, Duplicator will never be able to pop $\$\$ from the buffer. Spoiler wins by looping in s4 forever.

For the third part, Spoiler follows the strategy as described in the proof of Lemma 4.4.8. Note that from any configuration $(p_1, (t_1 \ldots t_n\#t'_1 \ldots t'_{n-1}, \epsilon), q_1, x, S)$ where $x \in \{\top, \bot\}$, Duplicator reads $c$. Duplicator will read $c$ by going to some $q'_i$ and proceeding to some configuration $(p_2, (t_1 \ldots t_n \#t'_1 \ldots t'_{n-1}, \epsilon), q'_i, x, S)$ where $x \in \{\top, \bot\}$. From this configuration, Spoiler reads $t'_i$ and then $c_i$. If $(t_i, t'_i) \notin V$, since there is no $t_i$-transition from $q'_i$, Duplicator will get stuck and lose the play. Otherwise the play proceeds as in the proof of Lemma 4.4.8 to some configuration $(p_1, (t_{i+1} \ldots t_n \# t'_1 \ldots t'_{n-1}, \epsilon), q_1, x'', S)$ where $x'' \in \{\top, \bot, \top\}$. Hence either Duplicator loses or the play eventually proceeds to some configuration $(p_1, (t'_1 \ldots t'_{n+1}, \epsilon), q_1, \top, S)$ where $(t_i, t'_i) \in V$ for all $i \in \{1, \ldots, n\}$. 

We can reduce the octant tiling problem to the buffered simulation game $G_\sigma^0(\mathcal{A}, \mathcal{B})$ by considering such NBA $\mathcal{A}, \mathcal{B}$. If there exists an octant tiling then Duplicator simply forces Spoiler to read the tiling row by row. If Spoiler does not obey, Duplicator can reach one of the accepting sinks and win the play, otherwise she goes through the accepting state

---

**Figure 4.13:** NBA $\mathcal{A}, \mathcal{B}$ for the octant tiling problem.

- If $(t_i, t_{i+1}) \in H$ for all $i \in \{1, \ldots, n-1\}$ then for any $t'_1, \ldots, t'_{n+1} \in T$ where $(t_i, t'_i)$, $\ldots, (t_i, t'_i) \in V$, Duplicator has a strategy such that either Spoiler loses or the play proceeds to $(p_1, (t'_1 \ldots t'_{n+1}, \epsilon), q_1, \top, S)$.

- If $(t_i, t_{i+1}) \notin H$ for some $i \in \{1, \ldots, n-1\}$ then Spoiler has a strategy to win the play.

- If $(t_i, t_{i+1}) \in H$ for all $i \in \{1, \ldots, n-1\}$ then Spoiler has a strategy such that either Duplicator loses or the play proceeds to $(p_1, (t'_1 \ldots t'_{n+1}, \epsilon), q_1, \top, S)$ where $(t_i, t'_i) \in V$ for all $i \in \{1, \ldots, n\}$.

**Proof.** For the first part, the strategy for Duplicator is as follows. If initially Spoiler goes to the accepting sink s4 in $A_{\text{check}}$, Duplicator then goes to the accepting sink s5 in $B_{\text{check}}$ by reading $t_1 \ldots t_n\#$. This is possible because $(t_i, t_{i+1}) \in H$ for all $i \in \{1, \ldots, n-1\}$. From the accepting sink, Duplicator can play accordingly and win the play. However, if Spoiler does not go to the accepting sink s4 then Duplicator follows the strategy as described in the first part of Lemma 4.4.8.

For the second part, the strategy for Spoiler is simply to go to the accepting sink s4 in $A_{\text{check}}$, i.e. he proceeds to $(s_4, (t_1 \ldots t_n\#S, \epsilon), q_1, \top, D)$, and then loops in s4 forever. Since $(t_i, t_{i+1}) \notin H$ for some $i \in \{1, \ldots, n-1\}$, Duplicator will never be able to pop $\$\$ from the buffer. Spoiler wins by looping in s4 forever.
infinitely often. On the other hand, if there is no octant tiling, Spoiler simply reads every tile that is chosen by Duplicator until there is a vertical or horizontal mismatch. In the first case, Duplicator eventually gets stuck and loses the play, and in the second one, Spoiler can go to the accepting sink in $\mathcal{A}_{\text{check}}$ and win the play. We show this formally in the following theorem.

**Theorem 4.4.10.** Given a tiling system $\mathcal{T} = (T, H, V)$, we can construct in polynomial time two NBA $\mathcal{A}, \mathcal{B}$ such that Duplicator wins $G^{\omega 0}(\mathcal{A}, \mathcal{B})$ iff there exists an octant tiling.

*Proof.* Consider the two NBA $\mathcal{A}, \mathcal{B}$ that are illustrated in Figure 4.13. Suppose there exists an octant tiling $t$. In the game $G^{\omega 0}(\mathcal{A}, \mathcal{B})$, initially Spoiler will read $#$ then $c_\#$, and Duplicator has no choice except to proceed to

$$(p_1, (#, \epsilon), q_1, \top, \mathcal{S}). \tag{4.29}$$

From this configuration, Duplicator follows the strategy as described in Lemma 4.4.9. She forces Spoiler to read the tiling of the first row: $t_{1,1}$. According to the lemma, either Duplicator wins or the play proceeds to $(p_1, (t_{1,1}#, \epsilon), q_1, \top, \mathcal{S})$. Duplicator then follows the strategy as described in Lemma 4.4.9 again. She forces Duplicator to read the tiling of the second row: $t_{1,2}t_{2,2}$. She repeats this procedure for the rest of the play. Hence either Duplicator wins by following the strategy as described in Lemma 4.4.9 or both Spoiler and Duplicator go through the states $p_1$ and $q_1$ infinitely often. In the second case, Duplicator also wins the play.

For the other direction, suppose there is no octant tiling. Initially, Spoiler reads $#c_\#$. The play then proceeds to (4.29). From such a configuration, Spoiler follows the strategy as in the third part of Lemma 4.4.9. Hence either Duplicator loses or the play proceeds to $(p_1, (t_{1,1}#, \epsilon), q_1, \top, \mathcal{S})$ for some $t_{1,1} \in T$. From this configuration, Spoiler again follows the strategy as described in the third part of Lemma 4.4.9. Either Duplicator loses or the play proceeds to $(p_1, (t_{2,1}t_{2,2}#, \epsilon), q_1, \top, \mathcal{S})$ for some $t_{2,1}, t_{2,2} \in T$. Now if $(t_{2,1}, t_{2,2}) \notin H$, Spoiler follows the strategy as in the second part of Lemma 4.4.9 to win the play. Otherwise, he follows the strategy as described in the third part again. Spoiler repeats this procedure indefinitely. Hence either he wins by following the strategy as described in Lemma 4.4.9 or both Spoiler and Duplicator go through $p_1$ and $q_1$ infinitely often. In such a case, let $# t_{1,1} # t_{1,2} t_{2,2} # t_{1,3} t_{2,3} t_{3,3} # t_{1,4} t_{2,4} t_{3,4} t_{4,4} # \ldots$ be the sequence of letters that are pushed by Spoiler to the first buffer. By Lemma 4.4.9, $(t_{i,j}, t_{i,j+1}) \in V$ and $(t_{i,j}, t_{i+1,j}) \in H$ for all $i \leq j$. Hence we can construct an octant tiling $t$ where $t(i,j) = t_{i,j}$. This however contradicts our initial assumption. Spoiler wins the play. \hfill $\Box$

We have a polynomial-time reduction from the octant tiling problem to the game $G^{\omega 0}(\mathcal{A}, \mathcal{B})$. Thus we have the following corollary.

**Corollary 4.4.11.** Deciding $\Sigma^{\omega 0}$ is $\Pi^0_1$-hard.

We can also lift the reduction in Theorem 4.4.10 to reduce the recurrent octant tiling problem. Instead of the automaton $\mathcal{B}$, we will consider a new automaton $\mathcal{B}'$ for Duplicator, that simulates $\mathcal{B}$ and remembers the tile that is used as the first tile of a row in its structure. The automaton $\mathcal{B}'$ is obtained from $\mathcal{B}$ by simply adding a copy of the F-structure of $\mathcal{B}$. We construct $\mathcal{B}'$ such that Duplicator uses the original F-structure to
force \textsc{Spoiler} to read the first tile of a row, and then uses the copy for the rest of the tiles. Instead of the state \(q_1\), we make the state in the original \(F\)-structure that corresponds to the final tile \(t_F\), i.e. \(q_{t_F}\), to be accepting, and the rest of the non-sink nodes non-accepting. In this way, \textsc{Duplicator} forms an accepting run iff the final tile is used as the first tile of a row infinitely often. We illustrate such an extended automaton \(B'\) in Figure 4.14.

We assume that \(a\) is the final tile, and hence the state \(q_a\) is accepting and the rest of the non-sink states are not.

**Theorem 4.4.12.** Given a tiling system \(T = (T, H, V)\) and a final tile \(t_F \in T\), we can construct two NBA \(A, B'\) such that \textsc{Duplicator} wins \(G^\omega(\mathcal{A}, \mathcal{B}')\) iff there exists a recurrent octant tiling.

**Proof.** Consider two NBA \(\mathcal{A}, \mathcal{B}'\) where \(\mathcal{A}\) is the automaton as in Theorem 4.4.10 and \(\mathcal{B}'\) is obtained from the automaton \(\mathcal{B}\) from Theorem 4.4.10 by adding a copy of the \(F\)-structure as we have illustrated in Figure 4.14. Suppose there exists a recurrent octant tiling \(t\). The winning strategy for \textsc{Duplicator} is intuitively the same as the one in Theorem 4.4.10. She forces \textsc{Spoiler} to push \#1,1#1,2#2,2#... to the first buffer. Since there exist infinitely many \(i\) such that \(t_{1,i} = t_F\), \textsc{Duplicator} visits the accepting state \(q_{t_F}\) infinitely often and hence wins the play.

For the reverse direction, suppose there is no recurrent octant tiling. The winning strategy for \textsc{Spoiler} is also the same as the one in Theorem 4.4.10. She simply reads every letter that is forced by \textsc{Duplicator} and reaches the accepting sink in \(\mathcal{A}_{\text{check}}\) if there is a horizontal mismatch. Hence either \textsc{Spoiler} wins because \textsc{Duplicator} produces a vertical or horizontal mismatch, or both \textsc{Spoiler} and \textsc{Duplicator} visit the states \(p_1\) and \(q_1\) infinitely often. In the second case, let

\[
\#t_{1,1} \#t_{1,2}t_{2,2} \#t_{1,3}t_{2,3}t_{3,3} \#t_{1,4}t_{2,4}t_{3,4}t_{4,4} \# \ldots
\]

be the sequence of letters that are pushed to the first buffer. Since there is no vertical or horizontal mismatch, we have \((t_{i,j}, t_{i+1,j}) \in H\) and \((t_{i,j}, t_{i,j+1}) \in V\) for all \(i \leq j\). Now suppose
there are infinitely many $j$ such that $t_{i,j} = t_F$. In this case, we can construct a recurrent octant tiling $t$ where $t(i, j) = t_{i,j}$. This however contradicts our initial assumption. Hence there are only finitely many $j$ such that $t_{i,j} = t_F$. Duplicator visits $q_{i_F}$ finitely often and hence does not form an accepting run. Spoiler, on the other hand, forms an accepting run. Thus Spoiler wins. □

Since we can polynomially reduce the recurrent octant tiling problem to the problem of deciding whether Duplicator wins buffered simulation game $G^{e_{ij}}(A, B)$, we have the following corollary.

**Corollary 4.4.13.** Deciding $e_{ij}$ is $\Sigma_1^1$-hard.

In the next subsection, we will show that we can use Corollary 4.4.13 and Corollary 4.4.13 to show that solving buffered simulation is not only hard for the first level of the analytical hierarchy, but also hard for a higher class $\mathbb{B}\Sigma_1^1$ that strictly contains $\Sigma_1^1$ and $\Pi_1^1$.

### 4.4.3 $\mathbb{B}\Sigma_1^1$-Hardness

Before we show the $\mathbb{B}\Sigma_1^1$-hardness of buffered simulation, let us shortly recall a decision problem that asks whether a property $P(x_1, \ldots, x_n)$ holds for given $x_1, \ldots, x_n \in \mathbb{N}$, $P$. Since the outcome of $P$ is either positive or negative, we can also see the boolean combination of decision problems as a decision problem. Intuitively, for a problem $P$, $\neg P$ is a problem that asks whether the outcome of $P$ is not positive, $P_1 \land P_2$ asks whether the outcome of both $P_1$ and $P_2$ are positive, and $P_1 \lor P_2$ asks whether the outcome of one of $P_1$ and $P_2$ is positive.

Let us denote by $\mathbb{B}\Sigma_1^1$ the set of all boolean combinations of problems in $\Sigma_1^1$, i.e. a problem $P$ is in $\mathbb{B}\Sigma_1^1$ if either $P$ is in $\Sigma_1^1$, $P = \neg P'$ and $P'$ is in $\mathbb{B}\Sigma_1^1$, $P$ is $P_1 \land P_2$ and $P_1, P_2$ are in $\mathbb{B}\Sigma_1^1$, or $P$ is $P_1 \lor P_2$ and $P_1, P_2$ are in $\mathbb{B}\Sigma_1^1$. Note that the class $\mathbb{B}\Sigma_1^1$ is strictly larger than $\Sigma_1^1$ and $\Pi_1^1$ since it contains the problems which are in $\Pi_1^1$, but not in $\Sigma_1^1$, and also the ones which are in $\Sigma_1^1$, but not in $\Pi_1^1$. We will show that buffered simulation is not only hard for the classes $\Sigma_1^1$ and $\Pi_1^1$, but also for $\mathbb{B}\Sigma_1^1$.

For any decision problem $P_1 \land P_2$ where $P_1$ and $P_2$ are in $\Sigma_1^1$, we can reduce it to the buffered simulation game. First note that by Corollary 4.4.13, we can construct two pairs of automata $A_1$, $B_1$ and $A_2$, $B_2$ such that for all $i \in \{1, 2\}$, Duplicator wins $G^{e_{ij}}(A_i, B_i)$ iff $P_i$ has a positive outcome. Thus we can construct two NBA $A$ and $B$ from $A_1$, $A_2$ and $B_1$, $B_2$ respectively, such that in the game $G^{e_{ij}}(A, B)$, Spoiler can force the play to proceed to the component that corresponds to $A_1$, $B_1$ or $A_2$, $B_2$. If both $P_1$ and $P_2$ have positive outcomes then no matter how Spoiler plays, Duplicator can win the play. On the other hand, if one of $P_1$ and $P_2$ has a negative outcome, suppose $P_1$, then Spoiler can force the play to proceed to $A_1$, $B_1$ and win the play.

**Lemma 4.4.14.** Let $P_1, P_2 \in \Sigma_1^1$. There are two NBA $A$, $B$ over $\Sigma = (\Sigma_1^1, \Sigma_2^1)$ such that $P_1 \land P_2$ has a positive outcome iff $A \in e_{ij} B$.

**Proof.** Since $P_1, P_2 \in \Sigma_1^1$, by Corollary 4.4.13, we can reduce them to the problem of deciding $e_{ij}$. There are two pairs of NBA $A_i$, $B_i$ and $A_2$, $B_2$ such that for all $i \in \{1, 2\}$, $A_i \in e_{ij} B_i$ iff $P_i$ has a positive outcome. Suppose $A_i$, $B_i$ are defined over a distributed alphabet $\Sigma = (\Sigma_i, \Sigma_2)$, consider two NBA $A$ and $B$ that are defined over $\Sigma = (\Sigma_1^1, \Sigma_2^1)$ where

$$\Sigma_1 = \Sigma_{1,1} \cup \Sigma_{2,1},$$
Λ
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Figure 4.15: Reduction from $P_1 \land P_2$ to $\mathcal{A} \models^{\omega,0} \mathcal{B}$.

Figure 4.16: Reduction from $P_1 \lor P_2$ to $\mathcal{A} \models^{\omega,0} \mathcal{B}$.

$$\Sigma_2 = \Sigma_{1,2} \cup \Sigma_{2,2} \cup \{e_1, e_2\},$$

and $e_1, e_2$ are two additional new letters that are not in $\Sigma_{i,j}$ for all $i, j \in \{1, 2\}$. The automata $\mathcal{A}, \mathcal{B}$ are constructed from $\mathcal{A}_1, \mathcal{A}_2$ and $\mathcal{B}_1, \mathcal{B}_2$, respectively, as we have illustrated in Figure 4.15.

Now consider the game $\mathcal{G}^{\omega,0}(\mathcal{A}, \mathcal{B})$. If $P_1 \land P_2$ has a positive outcome then in the first round, after Spoiler proceeds to some configuration $(p_{i0}^i, (\epsilon, e_i), q_0, \bot, D)$ where $p_{i0}^i$ is the initial state of $\mathcal{A}_i$ and $i \in \{1, 2\}$, Duplicator has no choice except to pop $e_i$ from the second buffer and go to $q_{i0}^i$, the initial state of $\mathcal{B}_i$. Hence the play proceeds to $(p_{i0}^i, (\epsilon, e_i), q_{i0}^i, \bot, S)$, which are the initial configuration of the game $\mathcal{G}^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i)$. Since $P_1$ has a positive outcome for all $i \in \{1, 2\}$, from such a configuration, Duplicator can play according to the winning strategy in $\mathcal{G}^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i)$ and win the play. On the other hand, if $P_1 \land P_2$ has a negative outcome, let $i_0 \in \{1, 2\}$ such that $P_{i_0}$ has a negative outcome. In the first round, Spoiler reads $e_{i_0}$, and hence proceeds to $(p_{i_0}^i, (\epsilon, e_{i_0}), q_0, \bot, D)$. Duplicator then will continue to $(p_{i_0}^i, (\epsilon, e_i), q_{i_0}^i, \bot, S)$. Since this corresponds to the initial configuration of the game $\mathcal{G}^{\omega,0}(\mathcal{A}_{i_0}, \mathcal{B}_{i_0})$, Spoiler can play according to the winning strategy in $\mathcal{G}^{\omega,0}(\mathcal{A}_{i_0}, \mathcal{B}_{i_0})$ and win the play. \hfill \qed

We can also show similarly that any decision problem $P_1 \lor P_2$ where $P_1$ and $P_2$ are in $\Sigma_1^1$ can be reduced to buffered simulation game. Consider again the two pairs of automata $\mathcal{A}_1, \mathcal{B}_1$ and $\mathcal{A}_2, \mathcal{B}_2$ where for all $i \in \{1, 2\}$, Duplicator wins $\mathcal{G}^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i)$ iff $P_i$ has a positive outcome. We then construct two NBA $\mathcal{A}$ and $\mathcal{B}$ from $\mathcal{A}_1, \mathcal{A}_2$ and $\mathcal{B}_1, \mathcal{B}_2$ respectively, such that in the game $\mathcal{G}^{\omega,0}(\mathcal{A}, \mathcal{B})$, Duplicator is the player that chooses whether to proceed to $\mathcal{A}_1, \mathcal{B}_1$ or $\mathcal{A}_2, \mathcal{B}_2$. This is possible by using a similar structure as the $F$-structure in the initial part of $\mathcal{A}, \mathcal{B}$. If one of $P_1$ and $P_2$ has a positive outcome, suppose $P_1$, then Duplicator proceeds to $\mathcal{A}_1, \mathcal{B}_1$ and wins the play. On the other hand, if both $P_1$ and $P_2$ have negative outcomes then no matter how Duplicator plays, Spoiler wins.

**Lemma 4.4.15.** Let $P_1, P_2 \in \Sigma_1^1$. There are two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \Sigma_2)$ such that $P_1 \lor P_2$ has a positive outcome iff $\mathcal{A} \models^{\omega,0} \mathcal{B}$.

**Proof.** Again, since $P_1, P_2 \in \Sigma_1^1$, by Corollary 4.4.13 we can reduce them to the problem of deciding buffered simulation $\models^{\omega,0}$. There are two pairs of NBA $\mathcal{A}_1, \mathcal{B}_1$ and $\mathcal{A}_2, \mathcal{B}_2$, respectively.
such that for all \( i \in \{1, 2\}, \mathcal{A}_i \in \Sigma^{=0}_1 \) iff \( P_i \) has a positive outcome. Suppose \( \mathcal{A}_i, \mathcal{B}_i \) are over the distributed alphabet \( \hat{\Sigma} = (\Sigma_{i,1}, \Sigma_{i,2}) \). Consider two NBA \( \mathcal{A} \) and \( \mathcal{B} \) that are defined over \( \hat{\Sigma} = (\Sigma_1, \Sigma_2) \) where

\[
\begin{align*}
\Sigma_1 &= \Sigma_{1,1} \cup \Sigma_{2,1}, \\
\Sigma_2 &= \Sigma_{1,2} \cup \Sigma_{2,2} \cup \{e, e_1, e_2\},
\end{align*}
\]

and \( e, e_1, e_2 \) are three additional new letters that are not in \( \Sigma_{i,j} \) for all \( i, j \in \{1, 2\} \). The automata \( \mathcal{A}, \mathcal{B} \) are constructed from \( \mathcal{A}_1, \mathcal{A}_2 \) and \( \mathcal{B}_1, \mathcal{B}_2 \) as illustrated in Figure 4.16.

Now consider the game \( G^{\omega,0}(\mathcal{A}, \mathcal{B}) \). If \( P_1 \lor P_2 \) has a positive outcome then in the first round, after Spoiler proceeds to \( (p_1, (\epsilon, \epsilon), q_0, \bot, D) \), Duplicator goes to \( q_i \) such that \( P_i \) has a positive outcome. Hence the play proceeds to the configuration \( (p_1, (\epsilon, \epsilon), q_0, \bot, S) \). If Spoiler reads \( e_i \) where \( i \in \{1, 2\} \) \( \setminus \{i\} \), Duplicator goes to the accepting sink \( s \) by reading \( e_i \). Otherwise, Spoiler reads \( e_i \) and in this case, Duplicator proceeds to the configuration \( (p'_0, (\epsilon, \epsilon), q'_0, \bot, S) \) where \( p'_0, q'_0 \) are the initial states of \( \mathcal{A}_i, \mathcal{B}_i \). Such a configuration corresponds to the initial configuration of the game \( G^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i) \). Since \( P_i \) has a positive outcome, from such a configuration, Duplicator can play according to the winning strategy in \( G^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i) \) and win the play. Now suppose \( P_1 \lor P_2 \) has a negative outcome. The strategy for Spoiler is as follows. If in the first round, after Spoiler reads \( e \), Duplicator goes to some state \( q_i \), \( i \in \{1, 2\} \), Spoiler then continues the play by reading \( e_i \). The play then proceeds to some configuration \( (p'_0, (\epsilon, \epsilon), q'_0, \bot, S) \) where \( p'_0, q'_0 \) are the initial states of \( \mathcal{A}_i, \mathcal{B}_i \). Such a configuration corresponds to the initial configuration of the game \( G^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i) \). Since for all \( i \in \{1, 2\}, P_i \) has a negative outcome, Spoiler can play according to the winning strategy in \( G^{\omega,0}(\mathcal{A}_i, \mathcal{B}_i) \) and win the play. 

By considering a similar reduction as in Lemma 4.4.14 and Lemma 4.4.15, we can show that any problem in \( \Sigma^{=0}_1 \) can be reduced to a buffered simulation game.

**Theorem 4.4.16.** For any decision problem \( P \in \Sigma^{=0}_1 \), there are two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (\Sigma_1, \Sigma_2) \) such that \( P \) has a positive outcome iff \( \mathcal{A} \sqsubseteq^{\omega,0} \mathcal{B} \).

**Proof.** Let \( P \in \Sigma^{=0}_1 \). Without loss of generality, let us assume that \( P \) is in normal form where negation is only applied to the atomic problems. We will show that the property holds by induction on the structure of \( P \). If \( P \in \Sigma_1^1 \) then by Corollary 4.4.13 we have the desired result. If \( P = \neg P' \) and \( P' \in \Sigma_1^1 \) then \( P \in \Pi_1^1 \). By Corollary 4.4.6 we also have the desired result. If \( P \) is \( P_1 \land P_2 \) and \( P_1, P_2 \in \Sigma^{=0}_1 \), by induction hypothesis, there are two pairs of NBA \( \mathcal{A}_1, \mathcal{B}_1 \) and \( \mathcal{A}_2, \mathcal{B}_2 \) such that for all \( i \in \{1, 2\}, \) the problem \( P_i \) has a positive outcome iff \( \mathcal{A}_i \sqsubseteq^{\omega,0} \mathcal{B}_i \). We can construct two NBA \( \mathcal{A}, \mathcal{B} \) as in the proof of Lemma 4.4.14 such that \( \mathcal{A} \sqsubseteq^{\omega,0} \mathcal{B} \) iff \( P \) has a positive outcome. Similarly, if \( P \) is \( P_1 \lor P_2 \) and \( P_1, P_2 \in \Sigma^{=0}_1 \), by induction hypothesis, there are two pairs of NBA \( \mathcal{A}_1, \mathcal{B}_1 \) and \( \mathcal{A}_2, \mathcal{B}_2 \) such that for all \( i \in \{1, 2\}, \) the problem \( P_i \) has a positive outcome iff \( \mathcal{A}_i \sqsubseteq^{\omega,0} \mathcal{B}_i \). We can construct two NBA \( \mathcal{A}, \mathcal{B} \) as in the proof of Lemma 4.4.15 such that \( \mathcal{A} \sqsubseteq^{\omega,0} \mathcal{B} \) iff \( P \) has a positive outcome.

Since every problems in \( \Sigma^{=0}_1 \) can be reduced to the problem of deciding buffered simulation \( \sqsubseteq^{\omega,0} \), we have the following theorem.

**Theorem 4.4.17.** Deciding \( \sqsubseteq^{\omega,0} \) is \( \Sigma^{=0}_1 \)-hard.

In the following subsection, we will show that the problem of deciding whether Duplicator wins the buffered simulation game \( G^\kappa(\mathcal{A}, \mathcal{B}) \) for two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = \Sigma_1 \cup \Sigma_2 \).
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($\Sigma_1, \ldots, \Sigma_n$) and a $\kappa = (k_1, \ldots, k_n)$ is indeed in the second level of the analytical hierarchy. Such a problem is in the class $\Sigma_2^1 \cap \Pi_2^1$, a class that does not contain any complete problem [RJ87].

4.4.4 Membership in $\Sigma_2^1 \cap \Pi_2^1$

To complete the undecidability result of buffered simulation, we will show that for any two NBA over $\Sigma = (\Sigma_1, \ldots, \Sigma_n)$ and a capacity vector $\kappa = (k_1, \ldots, k_n)$, the problem of deciding $A \sqsubseteq B$ is in the classes $\Sigma_2^1$ and $\Pi_2^1$. Recall that to show such memberships, we have to show that the problem can be characterised by second-order formulae of the form $\forall X \exists Y \phi_1(X, Y)$ and $\exists X \forall Y \phi_2(X, Y)$ where $\phi_1$ and $\phi_2$ are first-order formulae [RJ87, Kec95].

Before we show the formulae, we will give the predicates that are used to construct them. First, consider the game $G^*(A, B) = ((V, V_D, V_S, E), v_0, \text{Win})$. A valid finite play in such a game is nonetheless a path $r \in V^+$ in the configuration graph of $G^*(A, B)$. Hence the following is the predicate that defines the valid finite plays in $G^*(A, B)$.

$$\text{FinPlay}(r) := \forall i \in \{1, \ldots, |r|\} V(r_i) \land E(r_i, r_{i+1}) \land v_0(r_1)$$ (4.30)

Furthermore, a valid finite play $r$ is played according to some Spoiler’s or Duplicator’s strategy $\sigma_S$ or $\sigma_D$, respectively, if for all $i \in \{1, \ldots, n\}$, whenever $r_i \in V_s$, $x \in \{S, D\}$, then $r_{i+1}$ is $\sigma_x(r_1 \ldots r_i)$. Hence the following are the predicates that define valid finite plays that are played according to Spoiler’s strategy $\sigma_S$ and Duplicator’s strategy $\sigma_D$, respectively.

$$\text{FinConsistent}_S(r, \sigma_S) := \forall i \in \{1, \ldots, |r|\} V_S(r_i) \Rightarrow r_{i+1} = \sigma_S(r_1 \ldots r_i)$$ (4.31)

$$\text{FinConsistent}_D(r, \sigma_D) := \forall i \in \{1, \ldots, |r|\} V_D(r_i) \Rightarrow r_{i+1} = \sigma_D(r_1 \ldots r_i)$$ (4.32)

We can also lift the decidable predicates in (4.30) - (4.32) for the infinite case. The following are the predicates that respectively define valid infinite plays, infinite plays that are played according to some Spoiler’s strategy $\sigma_S$, and the ones that are played according to some Duplicator’s strategy $\sigma_D$.

$$\text{InfPlay}(\pi) := \forall i \in \mathbb{N} V(\pi_i) \land E(\pi_i, \pi_{i+1}) \land v_0(\pi_0)$$

$$\text{Consistent}_S(\pi, \sigma_S) := \forall i \in \mathbb{N} V_S(\pi_i) \Rightarrow \pi_{i+1} = \sigma_S(\pi_0 \ldots \pi_i)$$

$$\text{Consistent}_D(\pi, \sigma_D) := \forall i \in \mathbb{N} V_D(\pi_i) \Rightarrow \pi_{i+1} = \sigma_D(\pi_0 \ldots \pi_i)$$

These predicates are of the form $\forall x \psi(x)$ where $\psi(x)$ is quantifier-free. Hence the problem of deciding whether an infinite play is valid or whether a play is played according to some Spoiler’s or Duplicator’s strategy belongs to the class $\Pi_2^1$.

Now let $F_D$ be the set of Spoiler’s configurations in which the fourth component is $\top$, and $F_S$ the set of Duplicator’s configurations in which the first component is an accepting state, i.e. $F_D = \{(p, w, q, c, S) \in V_S \mid c = \top\}$ and $F_S = \{(p, w, q, c, D) \in V_D \mid p \in F^A_D\}$. Intuitively, $F_D$ and $F_S$ are the sets of configurations which are obtained from Spoiler’s and Duplicator’s moves through some accepting state. An infinite play $\pi = v_0v_1 \ldots$ then is winning for Duplicator if either there are infinitely many $i$ such that $v_i \in F_D$ or there are only finitely many $i$ such that $v_i \in F_S$. Hence the following predicate defines plays that are winning for Duplicator.

$$\text{Win}_D(\pi) := \exists i \in \mathbb{N} \forall j > i \exists k > j \neg F_S(\pi_j) \land F_D(\pi_i)$$
Intuitively, it says that DUPLICATOR wins a play \( \pi \) if at one point, we do not see configurations from \( F_S \) any more, but we keep seeing the ones from \( F_D \). The predicate is of the form \( \exists x \forall y \exists z \psi(x) \) where \( \psi(x) \) is quantifier-free. Hence the problem of deciding whether an infinite play is winning for DUPLICATOR belongs to the class \( \Sigma_3^0 \).

**Deciding \( \sqsubseteq^\kappa \) is in \( \Sigma_2^1 \)**

Now we will give a formula that defines buffered simulation \( \mathcal{A} \sqsubseteq^\kappa \mathcal{B} \) by using all predicates that we have given before. Recall that DUPLICATOR wins \( G_\kappa(\mathcal{A}, \mathcal{B}) \) iff there exists DUPLICATOR’s strategy such that for every valid play that is played according to this strategy, either it is an infinite play and winning for DUPLICATOR, or it is a finite play where SPOILER eventually gets stuck. Hence we can consider the following formula.

\[
\begin{align*}
\exists^\kappa(\mathcal{A}, \mathcal{B}) := & \exists \sigma_D \forall \pi , \\
& (\text{InfPlay}(\pi) \land \text{Consistent}_D(\pi, \sigma_D) \Rightarrow \text{Win}_D(\pi)) \\
& \lor (\exists i \neg \text{FinPlay}(\pi_0 \ldots \pi_{i+1}) \land \text{FinPlay}(\pi_0 \ldots \pi_i) \\
& \land \text{FinConsistent}_D(\pi_0 \ldots \pi_i, \sigma_D) \Rightarrow V_S(\pi_i))
\end{align*}
\]

Note that this predicate is of the form \( \exists X \forall Y \psi(X, Y) \) where \( \psi(X, Y) \) is a first order formula and all of its atomic predicates are decidable. Hence we have the following lemma.

**Lemma 4.4.18.** Deciding \( \exists^\kappa \) is in \( \Sigma_2^1 \).

**Deciding \( \exists^\kappa \) is in \( \Pi_2^1 \)**

We can also define buffered simulation with another formula. It is also the case that DUPLICATOR wins \( \mathcal{G}^\kappa(\mathcal{A}, \mathcal{B}) \) iff for every SPOILER’s strategy, there exists a valid play that is played according to the strategy such that either the play is infinite and winning for DUPLICATOR or it is a finite play where SPOILER eventually gets stuck. Hence we can also define buffered simulation with the following formula.

\[
\begin{align*}
\exists^\kappa(\mathcal{A}, \mathcal{B}) := & \forall \sigma_S \exists \pi , \\
& (\text{InfPlay}(\pi) \land \text{Consistent}_S(\pi, \sigma_S) \Rightarrow \text{Win}_D(\pi)) \\
& \lor (\exists i \neg \text{FinPlay}(\pi_0 \ldots \pi_{i+1}) \land \text{FinPlay}(\pi_0 \ldots \pi_i) \\
& \land \text{FinConsistent}_S(\pi_0 \ldots \pi_i, \sigma_S) \Rightarrow V_S(\pi_i))
\end{align*}
\]

The formula is of the form \( \forall X \exists X \psi(X, Y) \) where \( \psi(X, Y) \) is a first order formula and its atomic predicates are also decidable. Hence the problem of deciding whether DUPLICATOR wins \( \mathcal{G}^\kappa(\mathcal{A}, \mathcal{B}) \) is also in \( \Pi_2^1 \).

We can put this together with Lemma 4.4.18 and have the following theorem.

**Theorem 4.4.19.** Deciding \( \exists^\kappa \) is in \( \Delta_2^1 \).

### 4.5 Summary

We summarise the complexity of buffered simulation that is shown in this chapter in Figure 4.17. In the case where we only consider one buffer with a fixed and bounded capacity \( k \in \mathbb{N} \), buffered simulation and its flushing variant can be solved in polynomial time. This result can be lifted to the case of multiple buffers. Buffered simulation with
<table>
<thead>
<tr>
<th>Problem</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Given</strong></td>
<td><strong>Question</strong></td>
</tr>
<tr>
<td>(\mathcal{A}, \mathcal{B}) over (\Sigma) and a fixed (k \in \mathbb{N})</td>
<td>Is (\mathcal{A} \preceq_k \mathcal{B})?</td>
</tr>
<tr>
<td>(\mathcal{A}, \mathcal{B}) over (\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)) and a fixed (\kappa \in \mathbb{N}^n)</td>
<td>Is (\mathcal{A} \preceq_\kappa \mathcal{B})?</td>
</tr>
<tr>
<td>(\mathcal{A}, \mathcal{B}) over (\Sigma)</td>
<td>Is (\mathcal{A} \preceq_\omega \mathcal{B})?</td>
</tr>
<tr>
<td>(\mathcal{A}, \mathcal{B}) over (\hat{\Sigma} = (\Sigma_1, \Sigma_2))</td>
<td>Is (\mathcal{A} \preceq_{\omega,0} \mathcal{B})?</td>
</tr>
<tr>
<td>(\mathcal{A}, \mathcal{B}) over (\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)) and a fixed (\kappa \in (\mathbb{N} \cup {\omega})^n)</td>
<td>Is (\mathcal{A} \preceq_\kappa \mathcal{B})?</td>
</tr>
</tbody>
</table>

**Figure 4.17:** Complexity of deciding buffered simulation.

\(n \geq 1\) buffers and a fixed capacity vector \(\kappa = (k_1, \ldots, k_n) \in \mathbb{N}^n\) can be solved in polynomial time. In the case where we consider unbounded buffers, solving buffered simulation where only one buffer is involved is PSPACE-complete for the flushing variant and EXPTIME-complete for the general case. However if multiple buffers are involved then buffered simulation is undecidable. It is in the class of \(\Delta^1_2\) and hard for the class \(\mathbb{B} \Sigma^1_1\). This high undecidability is true already for the case where we only have two buffers in which one is unbounded and the other one is of capacity 0.
Chapter 5

Application to Formal Languages

In this chapter, we will present the application of buffered simulation in the field of formal languages. In the case where we only have one buffer, buffered simulation approximates language inclusion between two Büchi automata in the same way as the standard fair simulation. If Duplicator wins the buffered simulation game $G^k(A, B)$ for some $k \in \mathbb{N} \cup \{\omega\}$ then we have language inclusion $L(A) \subseteq L(B)$. Intuitively, the possibility to use a buffer gives Duplicator more power to mimic Spoiler’s run. The bigger the buffer the more power Duplicator has to show language inclusion. Hence buffered simulation gets closer to language inclusion as the size of the buffer grows.

In the case where we consider multiple buffers, buffered simulation can be used to approximate a more general problem than language inclusion, namely Mazurkiewicz trace inclusion. Mazurkiewicz traces, or just traces, basically extend the concept of words, in which some letters are allowed to commute and some are not [Maz77, DR95]. They are used to model the computation of concurrent systems. The problem of deciding the trace closure inclusion of $\omega$-languages recognised by Büchi automata is known to be highly undecidable [Sak92, Fin12]. However, we can use buffered simulation to approximate this problem. For any two NBA $A$, $B$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$, if Duplicator wins the buffered simulation game $G^\kappa(A, B)$ for some $\kappa \in (\mathbb{N} \cup \{\omega\})^n$ then we have trace closure inclusion $[L(A)] \subseteq [L(B)]$.

The approximation of language or trace closure inclusion with buffered simulation however is not complete. There are pairs of automata where language or trace closure inclusion holds, but buffered simulation does not. Hence one may ask whether there is a characteristic of pairs of automata in which their language or trace closure inclusion cannot be shown by buffered simulation. The answer to this question turns out to be related to the notion of continuity from the field of topology. First note that language or trace closure inclusion can be characterised by the existence of a function that maps each accepting run in Spoiler’s automaton to a corresponding accepting run in Duplicator’s automaton. It turns out that in the case where we have such a function that is also continuous, language or trace closure inclusion also implies buffered simulation. The reverse direction of this property indeed also holds. Language or trace closure inclusion can be shown with buffered simulation iff such a continuous function exists. Intuitively, we should be able to lift this characterisation to the case of bounded buffers by considering a function that is not only continuous, but also Lipschitz continuous. However we will show that the characterisation with a Lipschitz continuous function does not hold in general, but only for some more restricted automata.

This chapter is organised as follows. The first section shows the use of buffered sim-
Algorithm 2 Checking $L(A) \subseteq L(B)$.

1: $k \leftarrow 0$
2: while $A \not\sqsubseteq^k B$ do
3: $k \leftarrow k + 1$
4: end while
5: return yes

ulation with one buffer to approximate language inclusion incrementally. The second one considers the application of buffered simulation with multiple buffers to approximate trace closure inclusion. We first recall the theory of Mazurkiewicz traces, the trace closure inclusion problem, and its high undecidability. We then show that buffered simulation with multiple buffers can be used to approximate such a problem. The last part of this chapter considers the characterisation of buffered simulation with the notion of continuity. We first show the characterisation of buffered simulation with a continuous function and then the refined characterisation of buffered simulation with bounded buffers with a Lipschitz continuous function which only holds for cyclic-path-connected automata.

5.1 The Language Inclusion Problem

First let us consider the application of buffered simulation with one buffer for the language inclusion problem. Language inclusion between two $\omega$-regular languages represented by two NBA $A$, $B$ is known to be an important problem in the area of formal languages [VW86, Var96]. Such a problem can be used to model the verification problem of non-terminating reactive system. The system that we want to verify is modeled by an automaton $A$ and the specification that has to be met by the system is modeled by an automaton $B$. The problem of checking whether the system meets the specification then is reduced to the problem of checking language inclusion $L(A) \subseteq L(B)$. This problem is unfortunately hard to compute, i.e. it is PSPACE-complete.

5.1.1 Incremental Approximation

Buffered simulation with one buffer can be used to approximate language inclusion in the same sense as the standard fair simulation.

**Theorem 5.1.1.** If there exists $k \in \mathbb{N} \cup \{\omega\}$ such that $A \sqsubseteq^k B$ then $L(A) \subseteq L(B)$.

**Proof.** Suppose $w \in L(A)$. Since $w$ is accepted by $A$, there exists an accepting run $\rho \in \text{AccRun}(A)$ over $w$. Let $k \in \mathbb{N} \cup \{\omega\}$ such that $A \sqsubseteq^k B$. Since **Duplicator** wins $G^k(A, B)$, if **Spoiler** plays $\rho$ and **Duplicator** plays according to the winning strategy then **Duplicator** forms an accepting run $\rho' \in \text{AccRun}(B)$. Suppose $w = a_1a_2\ldots$. Hence $a_1, a_2, \ldots$ are the letters that are pushed to the buffer consecutively. Since **Duplicator** pops every letter in this order, we have $\text{word}(\rho') = a_1a_2\ldots$. Thus $w \in L(B)$. \qed

We can show language inclusion by using a buffered simulation game with one buffer. Note that **Duplicator** gets stronger in showing language inclusion as the buffer capacity grows. Recall from Theorem 3.1.4 and Proposition 3.1.6 that buffered simulation with one buffer admits a hierarchy, i.e. we have

$$\sqsubseteq^0 \subseteq \sqsubseteq^1 \subseteq \ldots \subseteq \sqsubseteq^\omega.$$
Hence as the capacity grows, there are more pairs of automata for which their language inclusion can be shown by buffered simulation. This then allows us to use buffered simulation as an incremental tool for approximating language inclusion. To show language inclusion between two automata $A$ and $B$, we start from some small capacity $k \in \mathbb{N}$ and then check whether $A \sqsubseteq_k B$ holds. If yes then we conclude that language inclusion holds. Otherwise we increase $k$ and then check again. We illustrate such a procedure in Algorithm 2.

**Drawback of Algorithm 2** One of the biggest drawbacks of Algorithm 2 is that the algorithm may not terminate. For example, it does not terminate on two NBA $A, B$ where $L(A) \not\subseteq L(B)$. For such $A, B$, by Theorem 5.1.1 we know that $A \not\subseteq^k B$ for any $k \in \mathbb{N}$. Hence for any two NBA where language inclusion does not hold, the algorithm runs forever. The algorithm might also not terminate on $A, B$ in which $L(A) \subseteq L(B)$. For example, consider the two NBA $A, B$ from Example 3.1.5. In this case, we have $L(A) \subseteq L(B)$, but we have seen that $A \not\subseteq^k B$ for any $k \in \mathbb{N}$. For such inputs, Algorithm 2 also does not terminate.

**Complexity of Algorithm 2** In Theorem 4.1.2 we have seen that deciding buffered simulation $A \sqsubseteq^k B$ is in time $O(|A|^3 \cdot |B|^3 \cdot |\Sigma|^{2k} \cdot k^3)$. Hence each while-loop iteration in Algorithm 2 runs in polynomial time. However note that for each while-loop iteration, the size of the buffer, i.e. $k$, is incremented by one. Hence as $k$ grows, the complexity of solving buffered simulation $A \sqsubseteq^k B$ also grows exponentially in $k$.

### 5.1.2 Comparison

The flushing variant of buffered simulation can also be used to approximate language inclusion incrementally. We can consider a similar procedure as in Algorithm 2 where in each while-loop iteration, instead of checking $A \not\subseteq^k B$, we check $A \not\subseteq^{k+1}_{\text{Flush}} B$ or $A \not\subseteq^{k+1}_{\text{FFlush}} B$.

The incremental algorithms induced by the flushing and the full-flushing variants also have the same drawbacks as Algorithm 2. They do not terminate on $A, B$ where $L(A) \not\subseteq L(B)$, and on $A, B$ in which $L(A) \subseteq L(B)$, but for all $k \in \mathbb{N}$, $A \not\subseteq^k_{\text{Flush}} B$ or $A \not\subseteq^k_{\text{FFlush}} B$.

The incremental algorithms induced by the flushing and the full-flushing variants however run slightly better than the general case. Recall that for a fixed $k \in \mathbb{N}$, deciding $A \sqsubseteq^k_{\text{Flush}} B$ and $A \sqsubseteq^k_{\text{FFlush}} B$ are respectively $O(|A|^3 \cdot |B|^3 \cdot |\Sigma|^{2k+4})$ and $O(|A|^3 \cdot |B|^3 \cdot |\Sigma|^{2k+2})$. Hence the base of the exponent in these cases is $|\Sigma|^2$, while in the general case it is $|\Sigma|^3$. Since the base of the exponent is smaller than in the general case, as $k$ grows, the complexity of the incremental algorithm induced by the flushing or the full-flushing variant grows slower than the general case.

There is however one disadvantage of the incremental algorithm induced by the flushing variant in comparison to the one induced by the flushing variant or the general case. Recall from Chapter 3 that the full-flushing variant does not admit a hierarchy. We have seen in Theorem 3.2.6 that for any $k \in \mathbb{N}$, there exist $A, B$ such that $A \not\subseteq^k_{\text{Flush}} B$, but $A \not\subseteq^{k+1}_{\text{FFlush}} B$. Hence DUPLICATOR does not get stronger in winning $g^k_{\text{FFlush}}(A, B)$ as the capacity $k$ grows. In this case, determining whether increasing the parameter $k$ will not help us anymore is harder than in the case of the flushing variant or the general case of buffered simulation.
Algorithm 3 Checking $L(\mathcal{A}) \subseteq L(\mathcal{B})$ with Multi-Pebble Simulation.

1: $k \leftarrow 0$, $n \leftarrow |\mathcal{B}|
2: \textbf{while } \mathcal{A} \not\sqsubseteq_{\text{Peb}}^k \mathcal{B} \text{ and } k \leq n \textbf{ do}
3: \hspace{1em} k \leftarrow k + 1
4: \textbf{end while}
5: \textbf{If } k \leq n \textbf{ return yes } \textbf{ otherwise } \text{ don’t know}

Comparison with the Multi-Pebble Incremental Approach

Another possible incremental approach for language inclusion is multi-pebble simulation. As we have seen in Chapter 2, multi-pebble simulation also approximates language inclusion in the same way as standard fair simulation. Recall that by Proposition 2.6.20, if DUPLICATOR wins the game $G^k_{\text{Peb}}(\mathcal{A}, \mathcal{B})$ for some $k \in \mathbb{N}$ then we have language inclusion $L(\mathcal{A}) \subseteq L(\mathcal{B})$. Moreover in [Ete02], it is also shown that multi-pebble simulation also admits a hierarchy in the same sense as buffered simulation. For any $k \geq 1$, if we have $\mathcal{A} \sqsubseteq_{\text{Peb}}^k \mathcal{B}$ then this implies $\mathcal{A} \sqsubseteq_{\text{Peb}}^{k+1} \mathcal{B}$.

Proposition 5.1.2 ([Ete02]). $\sqsubseteq_{\text{Peb}}^1 \subseteq \sqsubseteq_{\text{Peb}}^2 \subseteq \sqsubseteq_{\text{Peb}}^3 \subseteq \dots$

This proposition shows that as the number of the pebbles grows, DUPLICATOR gets stronger in winning the multi-pebble simulation game. Hence multi-pebble simulation also gets closer to the language inclusion as the number of pebbles grows. We can use multi-pebble simulation to incrementally approximate language inclusion as in the case of buffered simulation.

There is, however, one advantage of using multi-pebble simulation. Note that when the number of pebbles is equal to the number of states in DUPLICATOR’s automaton then adding more pebbles does not give any advantage for DUPLICATOR to win the game. We have the following proposition.

Proposition 5.1.3 ([Ete02]). If $\mathcal{A} \sqsubseteq_{\text{Peb}}^k \mathcal{B}$ for some $k > 0$ then $\mathcal{A} \sqsubseteq_{\text{Peb}}^{|\mathcal{B}|} \mathcal{B}$.

This allows us to stop increasing the parameter $k$ if it reaches the size of DUPLICATOR’s automaton. Hence unlike buffered simulation and its flushing variant, multi-pebble simulation induces an incremental approach that always terminates.

Consider the incremental algorithm given in Algorithm 3. Given two NBA $\mathcal{A}, \mathcal{B}$, we start with $k = 0$ and check whether $\mathcal{A} \sqsubseteq_{\text{Peb}}^k \mathcal{B}$. If this is not the case then we gradually increase the parameter $k$ by one. If we reach $k = |\mathcal{B}|$ and we still have $\mathcal{A} \not\sqsubseteq_{\text{Peb}}^k \mathcal{B}$ then we stop and conclude that we do not know whether $L(\mathcal{A}) \subseteq L(\mathcal{B})$ holds. However, if we eventually have $\mathcal{A} \sqsubseteq_{\text{Peb}}^k \mathcal{B}$ for some $k \leq n$ then we conclude that language inclusion holds.

Complexity of Algorithm 3 In comparison to Algorithm 2, Algorithm 3 has a drawback with respect to its complexity. First note that by Proposition 2.6.23 for any two NBA $\mathcal{A}, \mathcal{B}$, and a $k \in \mathbb{N}$, deciding $\mathcal{A} \sqsubseteq_{\text{Peb}}^k \mathcal{B}$ can be done in time $O(|\mathcal{A}|^3 \cdot |\mathcal{B}|^3 \cdot |\Sigma|^3)$. Hence as $k$ grows, the complexity of solving multi-pebble simulation also grows exponentially in $k$. However note that the base of the exponent is a variable. It is the size of the automaton $\mathcal{B}$ which is part of the input and usually very large. This is in contrast to the incremental algorithm induced by buffered simulation. As $k$ grows, the complexity of solving buffered simulation also grows exponentially in $k$ but the base of the exponent is fixed. It is the size of the alphabet $\Sigma$ which is usually small and not part of the input. Hence the complexity...
of solving buffered simulation in each while-loop iteration of Algorithm 2 is expected to grow much slower than those of multi-pebble simulation.

5.2 The Trace Closure Inclusion Problem

Another possible application of buffered simulation comes from the area of Mazurkiewicz traces [DR95]. Mazurkiewicz traces, or just traces, are used to model concurrent computations. In a concurrent computation, two processes can be dependent on or independent of each other. If two processes are dependent on each other then the order in which one should be executed first is important; one process might need the output of the other one. On the other hand, if two processes are independent of each other then the order in which they should be executed does not matter. They can be executed simultaneously and the output is still the same.

The theory of Mazurkiewicz traces is used to provide a mathematical model for concurrent computations. A process is modeled by a letter and the independency between the processes is modeled by the independency between the letters. A concurrent computation then can be linearly modeled by a word where two adjacent independent letters are allowed to commute with each other. For example, suppose we consider words over \( a, b, \) and \( c \) where \( a, b \) are independent of each other, but not of \( c \): the letters \( a, b \) can commute with each other, but they cannot commute with \( c \). The finite word \( abc \) then is considered to be equivalent to \( bac \). Both of \( abc \) and \( bac \) correspond to a concurrent computation of \( a \) and \( b \) followed by the execution of \( c \). Note that this concept can also be naturally extended to infinite words. For example, if we consider the same independency between \( a, b, c \) then the infinite word \( abab \ldots \) is considered to be equal to the infinite word \( baba \ldots \)

5.2.1 Mazurkiewicz Traces

Formally, traces are defined over a distributed alphabet \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \). Given a distributed alphabet \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), let \( \Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n \) be the union of the alphabets and \( \pi_i \), \( i \in \{1, \ldots, n\} \), be the projection with respect to \( \hat{\Sigma} \) as in Definition 3.4.1. Two words \( v, w \in \Sigma^\omega \) are said to be trace equivalent, written \( v \sim w \), if \( \pi_i(v) = \pi_i(w) \) for all \( i \in \{1, \ldots, n\} \). Note that in the finite case, two words are trace equivalent only if they are of the same length. If they are not then there must be a letter \( a \in \Sigma \) such that \( |v|_a \neq |w|_a \) which implies \( \pi_i(v) \neq \pi_i(w) \) for some \( i \in \{1, \ldots, n\} \) where \( a \in \Sigma_i \). We exemplify trace equivalence in the following example.

**Example 5.2.1.** Consider a distributed alphabet \( \hat{\Sigma} = (\{a, c\}, \{b, c\}) \). We have \( abc \not\sim abcc \) since \( \pi_1(abc) = ac \neq acc = \pi_1(abcc) \). However we have \( abc \sim bac \) since \( \pi_1(abc) = \pi_1(bac) = ac \) and \( \pi_2(abc) = \pi_2(bac) = bc \). We also have \( (ab)^\omega \sim (ba)^\omega \) since \( \pi_1((ab)^\omega) = \pi_1((ba)^\omega) = a^\omega \) and \( \pi_2((ab)^\omega) = \pi_2((ba)^\omega) = b^\omega \). Note that for any word \( w \in (a \cup b)^\omega \) in which \( |w|_a = |w|_b = \infty \), we indeed have \( w \sim (ab)^\omega \) since \( \pi_1(w) = a^\omega \) and \( \pi_2(w) = b^\omega \).

By definition of trace equivalence, intuitively two letters \( a, b \in \Sigma \) can commute with each other iff they do not share any \( \Sigma_i \), i.e. there is no \( i \in \{1, \ldots, n\} \) such that \( a, b \in \Sigma_i \).
The equivalence classes of $\Sigma^*$ with respect to $\sim$ are called finite traces and the equivalence classes of $\Sigma^*$ with respect to $\sim$ are called infinite traces. For any language $L \subseteq \Sigma^\omega$ we denote the trace closure of $L$ by $[L]$. It is the set of words that are trace equivalent to some words in $L$, i.e.

$$[L] = \{v \in \Sigma^\omega \mid v \sim w, w \in L\}.$$  

Example 5.2.2. Consider again the distributed alphabet $\hat{\Sigma}$ from Example 5.2.1 and the languages $L_1 = a'(cb)^*$ and $L_2 = (ab)^\omega$. Since for every $w \in L_1$, there is no $w'$ that is distinct from $w$ such that $w' \sim w$, we have $[L_1] = L_1$. For the language $L_2$, note that the words that are trace equivalent to $(ab)^\omega$ are the ones over $a, b$ that contain infinitely many $a$ and $b$. Hence $[L_2] = \{w \in (a \cup b)^\omega \mid |w_a| = |w_b| = \infty\}$.

The definition of trace equivalence that we consider here is defined with respect to a distributed alphabet, a notion due to [Zie87]. The original definition of trace equivalence however is defined with respect to an independence alphabet, a pair of alphabet and a relation between the letters that tells us which pair of letters can commute with each other [Maz89].

Formally, an independence alphabet is a pair $(\Sigma, I)$ where $\Sigma$ is an alphabet and $I$ is a relation over $\Sigma$ that is irreflexive and symmetric called independence relation. The independence relation defines pairs of letters that commute with each other. For a distributed alphabet $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$, the corresponding independence alphabet is $(\Sigma, I)$ where $\Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n$ and $I = \{(a, b) \in \Sigma^2 \mid \forall i \in \{1, \ldots, n\} : a, b \in \Sigma_i\}$.

Example 5.2.3. The corresponding independence alphabet of the distributed alphabet $\hat{\Sigma}$ given in Example 5.2.1 is $(\Sigma, I)$ where $\Sigma = \{a, b, c\}$ and

$$I = \{(a, b), (b, a)\}.$$  

Another possible notion to define trace equivalence is by considering a dependence alphabet. A dependence alphabet is a pair $(\Sigma, D)$ where $\Sigma$ is an alphabet and $D$ is a relation over $\Sigma$ that is reflexive and symmetric, called dependence relation. In contrast to the independence relation, the dependence relation defines pairs of letters that do not commute with each other. For any independence alphabet $(\Sigma, I)$, the corresponding dependence alphabet is $(\Sigma, D)$ where $D = \Sigma^2 \setminus I$.

Example 5.2.4. The corresponding dependence alphabet of $(\Sigma, I)$ given in Example 5.2.3 is $(\Sigma, D)$, where

$$D = \{(a, a), (b, b), (c, c), (a, c), (c, a), (c, b), (b, c)\}.$$  

Beside the dependence alphabet, one also often uses the notion of dependency graph. A dependency graph is an equivalent notion for the dependence alphabet $(\Sigma, D)$. It is a visualisation of the dependence alphabet where the nodes are letters in $\Sigma$ and we have an edge between two letters if they are dependent on each other. One important thing in the dependency graph is that self-loops are omitted. For any dependence alphabet $(\Sigma, D)$, the corresponding dependency graph is the graph $G = (V, E)$ where $V = \Sigma$ and $E = D \setminus \{(q, q) \mid q \in V\}$.

Example 5.2.5. Consider the dependence alphabet $(\Sigma, D)$ from the previous example. The corresponding dependency graph is the following graph.

$$a - c - b$$
5.2. THE TRACE CLOSURE INCLUSION PROBLEM

Given a dependency graph $G$, two letters commute with each other if they are not in the edge relation. For any dependency graph $G = (V, E)$, the corresponding distributed alphabet is the tuple $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ in which $\{\Sigma_1, \ldots, \Sigma_n\}$ is the set of maximal cliques in $G$. Hence two letters $a, b \in V$ are in the edge relation $(a, b) \in E$ iff there exists $i \in \{1, \ldots, n\}$ such that $a, b \in \Sigma_i$.

Distributed, independence, and dependence alphabets, as well as dependency graphs, are equivalent notions that can be used to define trace equivalence. They can be derived from each other. It is sometimes more convenient to use one of them than the others. For the rest of this work, we will mostly use the definition of trace equivalence with respect to a distributed alphabet.

Now consider the following decision problem.

**Given**: Two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$

**Question**: Is $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$? \hfill (5.1)

Such a problem can be used to model the verification problem of reactive system that admits concurrency \cite{Sak92, MSB+16}. The system and the specification that we want to check are modeled respectively by the NBA $\mathcal{A}$ and $\mathcal{B}$ over the distributed alphabet $\hat{\Sigma}$ that models the dependency between the processes of the system. Hence the trace closures $[L(\mathcal{A})]$ and $[L(\mathcal{B})]$ represent all possible concurrent computations that can be executed by the system and the permitted behaviours. The problem of checking whether the concurrent system meets the given specification then can be modeled by the trace closure inclusion $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$. This problem, however, is known to be highly undecidable.

**Proposition 5.2.6** \cite{Sak92, Fin12}. Given two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma}$, deciding $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$ is undecidable and it is $\Pi^1_1$-hard.

### 5.2.2 Incremental Approximation

Buffered simulation with multiple buffers can be used to approximate trace closure inclusion $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$. Before we show this, first note that the trace closure inclusion $[L_1] \subseteq [L_2]$ is equivalent to the inclusion $L_1 \subseteq L_2$.

**Lemma 5.2.7**. For any two $\omega$-languages $L_1$, $L_2$ over $\hat{\Sigma}$,

$$[L_1] \subseteq [L_2] \text{ iff } L_1 \subseteq L_2.$$ \hfill\(\Box\)

**Proof.** For the right-to-left direction, suppose $L_1 \subseteq L_2$. Let $w \in [L_1]$ be some arbitrary word. There is a word $w' \in L_1$ such that $w' \sim w$. Since $L_1 \subseteq L_2$, we have $w' \in [L_2]$. There is a word $w'' \in L_2$ such that $w'' \sim w'$. Since $w \sim w''$ and $w' \sim w''$, we have $w \in [L_2]$. Hence $[L_1] \subseteq [L_2]$. The left-to-right direction simply holds because $L_1 \subseteq L_2$.

Thus $[L_1] \subseteq [L_2]$ implies $L_1 \subseteq L_2$. \hfill\(\Box\)

For any two $\omega$-regular languages $L_1$, $L_2$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ recognised by NBA $\mathcal{A}$, $\mathcal{B}$ respectively, buffered simulation can be used to approximate the inclusion $L_1 \subseteq [L_2]$.

**Theorem 5.2.8**. Let $\mathcal{A}, \mathcal{B}$ be two NBA over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$. If $\mathcal{A} \preceq^\kappa \mathcal{B}$ for some $\kappa \in (\mathbb{N} \cup \{\omega\})^n$ then $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$. 


Algorithm 4 Checking $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$ for $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$.

1: $(k_1, \ldots, k_n) \leftarrow (0, \ldots, 0)$
2: $i \leftarrow 1$
3: while $\mathcal{A} \not\lesseq_{k_1, \ldots, k_n} \mathcal{B}$ do
4: \hspace{1em} $k_i \leftarrow k_i + 1$
5: \hspace{1em} if $i < n$ then $i \leftarrow i + 1$ else $i \leftarrow 1$ end if
6: end while
7: return yes

Proof. Let $w \in L(\mathcal{A})$. Since $w$ is accepted by $\mathcal{A}$, there is an accepting run $\rho \in \text{AccRun}(\mathcal{A})$ over $w$. If Spoiler plays $\rho$ and Duplicator plays according to the winning strategy then Duplicator forms an accepting run $\rho' \in \text{AccRun}(\mathcal{B})$. Suppose $v = \text{word}(\rho')$. Let $i \in \{1, \ldots, n\}$ and $\pi_i(w) = a_1a_2 \ldots \in \Sigma_i^\omega$. We have $a_1, a_2, \ldots$ being the sequence of letters that are pushed by Spoiler consecutively to buffer $i$. Since Duplicator only pops letters that have been pushed to the buffers, $\pi_i(v)$ is a prefix of $a_1a_2 \ldots$. If it is a proper prefix then there is some letter that is pushed to buffer $i$, but not popped by Duplicator. By definition of buffered simulation, Duplicator loses the play. This contradicts that Duplicator plays according to the winning strategy. Hence $\pi_i(v) = \pi_i(w)$. Since we consider an arbitrary $i$, this holds for all $i \in \{1, \ldots, n\}$. Hence $v \sim w$. Moreover since $v \in L(\mathcal{B})$, $w \in [L(\mathcal{B})]$.

Buffered simulation with multiple buffers can be used to approximate trace closure inclusion incrementally in the same sense as buffered simulation with one buffer approximates language inclusion. Recall that by Theorem 3.5.4 buffered simulation with multiple buffers also admits a hierarchy. We have

$$\subseteq^{k_1} \subseteq \subseteq^{k_2} \subseteq \subseteq^{k_3} \ldots$$

for any capacity vectors $k_1 < k_2 < \ldots$. Duplicator gets stronger in showing trace closure inclusion if the capacity of the buffers grows. For any two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$, we can check trace closure inclusion incrementally by starting with some small capacity vector $(k_1, \ldots, k_n) \in \mathbb{N}^n$ and check whether we have buffered simulation $\mathcal{A} \subseteq^{k_1, \ldots, k_n} \mathcal{B}$. If this is the case then we conclude that we have trace closure inclusion $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$. Otherwise, we increase the capacity of one of the buffers and repeat the procedure again. We illustrate such a procedure in Algorithm 4.

Similar to the case of language inclusion, the incremental approximation for trace closure inclusion might not terminate. It does not terminate on any $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ where $[L(\mathcal{A})] \not\lesseq [L(\mathcal{B})]$ and also on any $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ where $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$, but $\mathcal{A} \not\lesseq \mathcal{B}$ for all $\kappa \in \mathbb{N}^n$.

By Lemma 5.2.7 and Theorem 5.2.8 we have seen that buffered simulation implies trace closure inclusion. However, note that the converse does not hold. We have seen in Corollary 3.1.7 that language inclusion, a simple case of trace closure inclusion, does not imply buffered simulation. Hence one may ask whether there are cases, in which trace closure or language inclusion also implies buffered simulation. We will show that the answer to this question is related to the notion of continuity. If we have a continuous function that witnesses trace closure or language inclusion then trace closure or language inclusion also implies buffered simulation. We will show this in more detail in the following section.
5.3 Topological Characterisations

Before we give the topological characterisation of buffered simulation, we will show that the inclusion $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$, equivalently $[L(\mathcal{A})] \subseteq [L(\mathcal{B})]$, can be characterised by a function that maps the accepting runs of $\mathcal{A}$ to $\mathcal{B}$ over some trace equivalent words. Let us call such a function trace-preserving.

**Definition 5.3.1.** Let $\mathcal{A}$, $\mathcal{B}$ be two NBA over $\hat{\Sigma}$. A function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$ is called trace-preserving if for all $\rho \in \text{AccRun}(\mathcal{A})$, $\text{word}(\rho) \sim \text{word}(f(\rho))$.

**Example 5.3.2.** Consider the following two NBA $\mathcal{A}$, $\mathcal{B}$ over $\hat{\Sigma} = \{a, b\}$.

There is a unique trace-preserving function $f$, namely the one that maps every accepting run of $\mathcal{A}$ to a unique accepting run of $\mathcal{B}$, i.e. $f(\rho) = q_0a(q_1b)^n$ for all $\rho \in \text{AccRun}(\mathcal{A})$. Such a function is trace-preserving since any accepting run of $\mathcal{A}$ is over some word $b^nab^\omega$ where $n > 0$, and they are mapped to an accepting run of $\mathcal{B}$ over a trace equivalent word $ab^\omega$.

If we have a trace-preserving function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$, any word that is accepted by $\mathcal{A}$ has a trace equivalent word which is also accepted by $\mathcal{B}$. Hence we have $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$. On the other hand, if we have such an inclusion $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$ then it is clear that we can derive a trace-preserving function $f$.

**Lemma 5.3.3.** $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$ iff there exists a trace-preserving function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$.

**Proof.** Suppose there exists a trace-preserving function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$. Let $w \in L(\mathcal{A})$. Since $w$ is accepted by $\mathcal{A}$, there is an accepting run $\rho \in \text{AccRun}(\mathcal{A})$ over $w$. Let $\rho' = f(\rho)$ and $w' = \text{word}(\rho')$. Since $\rho' \in \text{AccRun}(\mathcal{B})$, we have $w' \in L(\mathcal{B})$, and since $f$ is trace-preserving, we have $w \sim w'$. Hence by definition of the trace closure, $w \in [L(\mathcal{B})]$. Thus, $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$.

For the reverse direction, suppose $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$. For any $\rho \in \text{AccRun}(\mathcal{A})$, we define $f(\rho)$ as the least accepting run in $\mathcal{B}$ with respect to the lexicographical order that satisfies $\text{word}(f(\rho)) \sim \text{word}(\rho)$. Such a run $f(\rho)$ exists since $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$.

This shows that the inclusion $L(\mathcal{A}) \subseteq [L(\mathcal{B})]$ can be characterised by the existence of a trace-preserving function. We will further see that such a characterisation can be lifted for buffered simulation by requiring the function $f$ to be continuous.

5.3.1 Characterisation of $\preceq_{\omega^\omega, \omega^\omega}\$  

Throughout this section, we will define continuity of a trace-preserving function by considering the standard metric for infinite words $[\text{Tho90}, \text{PP04}]$. To show this, first for any automaton $\mathcal{A}$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$, let $\Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n$. An accepting run of $\mathcal{A}$ then can be seen as an infinite word over $Q^A \cdot \Sigma$. The distance between two words is determined by the longest common prefix. If two words are the same then their distance is 0, and if their longest common prefix is of length $i – 1$ then their distance is $\frac{1}{i}$. The longer they share a common prefix, the closer is their distance.
Definition 5.3.4. Let Σ be an alphabet. The distance on \( \Sigma^\omega \) is a function \( d : \Sigma^\omega \times \Sigma^\omega \rightarrow [0, 1] \) where for every \( w = a_0a_1 \ldots, w' = b_0b_1 \ldots, \in \Sigma^\omega \),

\[
d(w, w') = \begin{cases} 
0 & \text{if } w = w' \\
2^{-i} & \text{if } a_i \neq b_i \text{ and for all } j < i, a_j = b_j.
\end{cases}
\]

Example 5.3.5. Consider the following two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (\{a, b\}) \).

Let \( n \in \mathbb{N} \) be some number and \( \rho_{\mathcal{A}}, \rho_{\mathcal{B}} \) be the accepting runs over \( a^n b^\omega \) in \( \mathcal{A}, \mathcal{B} \) respectively. There are such unique \( \rho_{\mathcal{A}} \) and \( \rho_{\mathcal{B}} \), i.e. \( \rho_{\mathcal{A}} = (p_0a)^n p_0 b (p_1 b)^\omega \) and \( \rho_{\mathcal{B}} = (q_0a)^n q_0 b (q_1 b)^\omega \). Let \( \rho'_{\mathcal{A}} = (p_0a)^\omega \) and \( \rho'_{\mathcal{B}} = (q_0a)(q_1 a)^\omega \) be two accepting runs over \( a^\omega \) in \( \mathcal{A} \) and \( \mathcal{B} \) respectively. The distance between \( \rho_{\mathcal{A}} \) and \( \rho'_{\mathcal{A}} \) is \( 2^{-(n+1)} \) and the distance between \( \rho_{\mathcal{B}} \) and \( \rho'_{\mathcal{B}} \) is \( 2^{-2} \).

It is not hard to see that the distance function given in Definition 5.3.4 is a metric. We will use it to determine the continuity of a trace-preserving function. Recall that from the standard definition in topology, a function is continuous if for any two inputs that are very close, their outputs are also very close. Hence for a function over the accepting runs of \( \mathcal{A}, \mathcal{B} \), continuity is defined as follows.

Definition 5.3.6. A function \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \) is continuous if for every \( \rho \in \text{AccRun}(\mathcal{A}) \) and \( i \in \mathbb{N} \), there exists \( j \in \mathbb{N} \) such that for all \( \rho' \in \text{AccRun}(\mathcal{A}) \),

\[
d(\rho, \rho') < 2^{-i} \Rightarrow d(f(\rho), f(\rho')) < 2^{-i}.
\]

If a function \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \) is continuous, this intuitively means that for any two distinct accepting runs in \( \mathcal{A} \) that share a very long common prefix, their images in \( \mathcal{B} \) also do not diverge very early. Thus each of the transitions in the output run can be determined by looking at some finite prefix of the input run. If we need to look at the whole input run then there are two very similar accepting runs in which their images already differ in some early transition. In the following, we give an example of a non-continuous trace-preserving function.

Example 5.3.7. Consider again the NBA \( \mathcal{A}, \mathcal{B} \) from Example 5.3.5. Let \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \) be a trace-preserving function. Hence there exists an \( n_0 > 0 \) such that the accepting run \( \rho \) over \( a^\omega \) in \( \mathcal{A} \) is mapped into

\[
f(\rho) = (q_0a)^{n_0} (q_1 a)^\omega.
\]

Such a function \( f \) is not continuous. To show this, for any \( n \in \mathbb{N} \), let \( \rho_n \) be the accepting run in \( \mathcal{A} \) over \( a^n b^\omega \). By Example 5.3.5, we know that there is such a unique \( \rho_n \) for each \( n \in \mathbb{N} \). Moreover let \( i_0 = n_0 + 1 \). Hence for all \( n \in \mathbb{N} \), we have \( d(\rho, \rho_n) = 2^{-(n+1)} \), but \( d(f(\rho), f(\rho_n)) = 2^{-(n_0+1)} \neq 2^{-i_0} \). By Definition 5.3.6, \( f \) is not continuous.
If we have buffered simulation \( \mathcal{A} \preceq^\omega_0 \mathcal{B} \) then we can construct a continuous trace-preserving function \( f \) from the winning strategy of DUPLICATOR in the game \( G^{\omega_0}(\mathcal{A}, \mathcal{B}) \). For any accepting run \( \rho \) in \( \mathcal{A} \), we define \( f(\rho) \), as the run that is formed by DUPLICATOR in \( G^{\omega_0}(\mathcal{A}, \mathcal{B}) \), assuming that SPOILER plays \( \rho \) and DUPLICATOR plays according to the winning strategy. Such a function is continuous since each of the transitions of the output run can be determined by looking at some finite prefix of the input run. We show this formally as follows.

**Lemma 5.3.8.** \( \mathcal{A} \preceq^\omega_0 \mathcal{B} \) only if there exists a continuous trace-preserving function \( f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B}) \).

**Proof.** Let \( f \) be the function as we have defined before. To show that \( f \) is continuous, let \( \rho \) be an accepting run in \( \mathcal{A} \) and \( i \in \mathbb{N} \) a number. If SPOILER plays \( \rho \) in the game \( G^{\omega_0}(\mathcal{A}, \mathcal{B}) \) and DUPLICATOR plays according to the winning strategy then there is a round \( j > 0 \) such that DUPLICATOR forms a finite run of length \( i \). Let \( \rho' \) be an accepting run in \( \mathcal{A} \) that is distinct from \( \rho \), but shares with \( \rho \) a common prefix of length \( j \), i.e. \( d(\rho, \rho') < 2^{-j} \). In the first \( j \) rounds, DUPLICATOR does not see any difference whether SPOILER is actually playing \( \rho \) or \( \rho' \). DUPLICATOR makes the same moves in response to \( \rho \) or \( \rho' \). This implies that the output runs \( f(\rho) \) and \( f(\rho') \) share the same prefix of length \( i \). Hence

\[
d(f(\rho), f(\rho')) < 2^{-i}. \tag{5.2}
\]

Thus we have (5.2) if \( d(\rho, \rho') < 2^{-j} \). Since we consider an arbitrary \( \rho \) and \( i \), this hold for all \( \rho \in \text{AccRun}(\mathcal{A}) \) and \( i \in \mathbb{N} \). By definition, the function \( f \) is continuous. \( \square \)

The reverse direction of this lemma also holds. We will show this by using an intermediate game called \( \Gamma \)-game, which is inspired from the delay simulation game [HKT10]. The winning condition is determined by some set of pairs of words that are produced by SPOILER and DUPLICATOR.

**\( \Gamma \)-Game**

A \( \Gamma \)-game is a two-player game that is played similarly as the buffered simulation game. It is played on two NBA \( \mathcal{A}, \mathcal{B} \) with a delay \( k \in \mathbb{N} \). The winning condition however is not determined by the acceptance of \( \mathcal{A} \) and \( \mathcal{B} \), but by an objective function \( f : R_1 \to R_2 \) where \( R_1 \subseteq \text{Run}(\mathcal{A}) \) and \( R_2 \subseteq \text{Run}(\mathcal{B}) \). Intuitively, in every round, SPOILER moves the pebble in \( \mathcal{A} \) by reading a letter and DUPLICATOR either skips her turn or moves the pebble in \( \mathcal{B} \) by reading a word. The length difference between SPOILER’s and DUPLICATOR’s runs at the end of the round is at most \( k \). The main difference to the buffered simulation game is that, in the \( \Gamma \)-game, the letters that are read by SPOILER are not put to buffers. DUPLICATOR can read any word freely even using letters that are not yet read by SPOILER. This is not the case in the buffered simulation game. If one of the players gets stuck then the opponent wins. Otherwise the play goes on infinitely many rounds and produces two infinite runs \( \rho, \rho' \) of \( \mathcal{A}, \mathcal{B} \), respectively. DUPLICATOR wins iff whenever \( \rho \in \text{Dom}(f) \) then \( \rho' = f(\rho) \). We formally define the game as follows.

**Definition 5.3.9.** Given two NBA \( \mathcal{A}, \mathcal{B} \), a delay \( k \in \mathbb{N} \), and an objective function \( f : R_1 \to R_2 \) where \( R_1 \subseteq \text{Run}(\mathcal{A}) \) and \( R_2 \subseteq \text{Run}(\mathcal{B}) \), the \( \Gamma \)-game \( \Gamma^k(\mathcal{A}, \mathcal{B}, f) \) is defined as \( ((V, V_0, V_1, E), v_0, \text{Win}) \) where SPOILER’s and DUPLICATOR’s configurations are respectively

\[
V_1 = Q^A \times \{0, \ldots, k\} \times (\Sigma \cdot Q^B)^{\leq k+1} \cup Q^B \times \{\emptyset\},
\]
\[V_0 = \Sigma \cdot Q^A \times \{1, \ldots, k + 1\} \times Q^B \times \{D\},\]

\[V = V_0 \cup V_1,\] the edge relation \(E\) is defined as

\[(p, i, a_1 q_1 \ldots a_m q_m, S) \rightarrow (ap', i + 1, q_m, D)\] in \(E\) \iff \(p \xrightarrow{a} p'\),

\[(ap, i, q, D) \rightarrow (p, i - m, a_1 q_1 \ldots a_m q_m, S)\] in \(E\) \iff \(q \xrightarrow{a} q_1 \ldots \xrightarrow{a_m} q_m\),

the initial configuration is \(v_0 = (p_0, 0, q_0, S)\) where \(p_0, q_0\) is the pair of the initial states of \(A, B\), and an infinite play

\[(r_0, i_0, s_0, (r_1, i_1, s_1, D)(r_2, i_2, s_2, D)\ldots\]

is in \(\text{Win}\) \iff \(\rho = r_0 r_1 r_2 \ldots \notin R_1\) or \(f(\rho) = s_0 s_1 s_2 \ldots\).

Intuitively, the first and the third components in the configuration remember the last move that is made by \(\text{Spoiler}\) and \(\text{Duplicator}\). Hence collecting the first and the third components of the configurations in a play gives us the infinite runs that are formed by \(\text{Spoiler}\) and \(\text{Duplicator}\), respectively. The second component remembers the length difference between \(\text{Spoiler’s}\) and \(\text{Duplicator’s}\) runs.

**Example 5.3.10.** Consider the two NBA \(A, B\) and a trace-preserving function \(f : \text{Acc Run}(A) \rightarrow \text{AccRun}(B)\) as in Example [5.3.2] \(\text{Duplicator}\) wins the \(\Gamma\)-game \(\Gamma(\mathcal{A}, \mathcal{B}, f)\) with the following winning strategy. Initially, \(\text{Spoiler}\) will read \(a\) or \(b\) by moving his pebble from \(p_0\) to \(p_0\) or \(p_1\), respectively. He proceeds from the initial configuration \((p_0, 0, q_0, S)\) to \((bp_0, 1, q_0, D)\) or \((ap_1, q_0, 1, D)\). \(\text{Duplicator}\) reads \(a\) and moves her pebble to \(q_1\). She proceeds to \((p_0, 0, aq_1, S)\) or \((p_1, 0, aq_1, S)\) accordingly. \(\text{Spoiler}\) again will continue by reading \(a\) or \(b\) and moves his pebble to \(p_0\) or \(p_1\). He proceeds to

\[(xp, 1, q_1, D)\] (5.3)

where \(x \in \{a, b\}\) and \(p \in \{p_0, p_1\}\). From such a configuration, \(\text{Duplicator}\) continues by reading \(b\) and loops in \(q_1\) for the rest of the play, i.e. she proceeds to \((p_0, 0 bq_1, S)\).

Hence for every accepting run \(\rho\) that is formed by \(\text{Spoiler}\), \(\text{Duplicator}\) forms the run \(\rho' = p_0 a(q_1) b^\omega\) which is nonetheless the \(f\)-image of \(\rho\). \(\text{Duplicator}\) wins the game \(\Gamma(\mathcal{A}, \mathcal{B}, f)\).

We can naturally extend the \(\Gamma\)-game to the case where we consider an unbounded delay, i.e. \(k = \omega\). The definition of the game \(\Gamma(\mathcal{A}, \mathcal{B}, f)\) is the same as in Definition [5.3.9] but \(\text{Spoiler’s}\) and \(\text{Duplicator’s}\) configurations are respectively

\[V_1 = Q^A \times \mathbb{N} \times \mathbb{N} \times Q^B \times \{S\}\]

and

\[V_0 = \Sigma \cdot Q^A \times \mathbb{N} + Q^B \times \{D\}\].

In [HKT10], for any \(\omega\)-regular language \(L \subseteq (\Sigma_1 \times \Sigma_2)^\omega\), it is shown that \(\text{Duplicator}\) wins the delay simulation game \(\mathcal{G}_{\text{Del}}^f(L)\) with some delay function \(f'\) iff there is a continuous function \(\lambda : \Sigma_1^\omega \rightarrow \Sigma_2^\omega\) that satisfies \((a_1, b_1)(a_2, b_2)\ldots \in L\) if \(\lambda(a_1 a_2 \ldots) = b_1 b_2 \ldots\). We can show that a similar property holds for the \(\Gamma\)-game. The the function \(\lambda\) intuitively corresponds to the objective function in the \(\Gamma\)-game. \(\text{Duplicator}\) wins the \(\Gamma\)-game whenever the objective function \(f\) is continuous. We can derive a winning strategy from such a continuous function. \(\text{Duplicator}\) simply waits until she reaches a round where for every infinite run that can be extended from \(\text{Spoiler’s}\) current run, its \(f\)-image can be extended from \(\text{Duplicator’s}\) run. The continuity of \(f\) guarantees that \(\text{Duplicator}\) eventually will move.
Lemma 5.3.11. Duplicator wins $\Gamma^\omega(\mathcal{A}, \mathcal{B}, f)$ if $f$ is continuous.

Proof. The winning strategy for Duplicator is as follows. Suppose Spoiler and Duplicator have formed the runs $r_A$ and $r_B$ respectively. If Spoiler extends his run one step to $r'_A = r_Aa_i p$ then Duplicator moves if for every run $\rho \in \text{Dom}(f)$ that can be extended from $r'_A$, the image $f(\rho)$ can be extended from $r'_B = r_Bb_1 q_1 \ldots b_n q_n$ for some $n > 0$. In such a case, Duplicator extends her run to such a maximal $r'_B$. Otherwise, Duplicator skips her turn.

Duplicator will always form an infinite run whenever Spoiler forms some infinite run from $\text{Dom}(f)$. We can show this by contradiction. Suppose Spoiler forms an infinite run $\rho \in \text{Dom}(f)$, but after some round $m \in \mathbb{N}$, Duplicator always skips her turn. Let $r_A, r_B$ be the runs that are formed by Spoiler and Duplicator respectively, in round $m$, and for any $i \in \mathbb{N}$, let $r'_A = r_Aa_1 q_1 \ldots a_i q_i$ be the run that is formed by Spoiler in round $m + i$. According to the winning strategy, for all $i \in \mathbb{N}$, there exists $\rho_i \in \text{Dom}(f)$ that is distinct from $\rho$ such that $\rho$ and $\rho_i$ can be extended from $r'_A$ but their images: $f(\rho)$ and $f(\rho_i)$ cannot be extended from some $r'_B = r_Ba_1 q_1$, an extension of $r_B$. Otherwise, Duplicator would have extended her run after round $m$. Hence for all $i > 0$, we have

\[
d(\rho, \rho_i) \leq 2^{-(r_A | i + 1)} \quad \text{and} \quad d(f(\rho), f(\rho_i)) = 2^{-(r_B | i + 1)}.
\]

In other words, the sequence $\rho_1, \rho_2, \ldots$ gets closer to $\rho$ but $f(\rho_1), f(\rho_2), \ldots$ differ from $\rho$ already in the $(r_A | i + 1)$-th transition. This contradicts that $f$ is continuous. Hence if Spoiler forms an infinite run $\rho \in \text{Dom}(f)$, Duplicator also forms an infinite run $\rho'$.

Moreover note that the following invariant holds: in any round $i$ where Spoiler’s and Duplicator’s runs are respectively $r^{(i)}_A$ and $r^{(i)}_B$, if there is $\rho \in \text{Dom}(f)$ that is started with $r^{(i)}_A$ then $f(\rho)$ is started with $r^{(i)}_B$. Hence whenever Spoiler forms a run $\rho$ in $\text{Dom}(f)$, Duplicator forms the $f$-image of $\rho$. Thus Duplicator wins $\Gamma^\omega(\mathcal{A}, \mathcal{B}, f)$. \qed

The reverse direction of this lemma also holds. Duplicator loses any $\Gamma$-game $\Gamma^\omega(\mathcal{A}, \mathcal{B}, f)$ if $f$ is not continuous. The winning strategy for Spoiler is to play the run $\rho \in \text{Dom}(f)$ in which $f$ is not continuous at $\rho$, i.e. for all $i \in \mathbb{N}$, we have $\rho_i \in \text{Dom}(f)$ that shares the same prefix of length $i$ with $\rho$, but their images $f(\rho_i)$ and $f(\rho)$ differ already in some early transitions. We show this formally in the following lemma.

Lemma 5.3.12. Duplicator wins $\Gamma^\omega(\mathcal{A}, \mathcal{B}, f)$ iff $f$ is continuous.

Proof. The right-to-left direction holds because of Lemma 5.3.11. For the left-to-right direction, suppose $f$ is not continuous. By definition, there exists $\rho \in \text{Dom}(f)$ and $i_0 \in \mathbb{N}$ such that for every $i \in \mathbb{N}$, we have $\rho_i \in \text{Dom}(f)$ that is distinct from $\rho$ and $d(\rho, \rho_i) < 2^{-i}$, but $d(f(\rho), f(\rho_i)) \geq 2^{-i_0}$. The winning strategy for Spoiler is to first play $\rho$ until Duplicator forms a finite run $r_B$ of length $i_0$. Suppose this happens in round $n$. If $r_B$ is not a prefix of $f(\rho)$ then Spoiler keeps playing $\rho$ for the rest of the play. Otherwise, he continues by playing $\rho_n$. This is possible, since by definition, the runs $\rho$ and $\rho_n$ share the same prefix of length $n$. In the first case, Spoiler wins because Duplicator does not form the $f$-image of $\rho$. In the second case, since $d(f(\rho), f(\rho_n)) \geq 2^{-i_0}$, the output runs $f(\rho)$ and $f(\rho_n)$ share the same prefix of length at most $i_0 - 1$. Since $|r_B| = i_0$ and $r_B$ is a prefix of $f(\rho)$, $r_B$ is not a prefix of $f(\rho_n)$. Hence Duplicator also does not form the $f$-image of $\rho_n$. Spoiler forms either the run $\rho$ or $\rho_n \in \text{Dom}(f)$, but Duplicator does not form the corresponding $f$-image of Spoiler’s run. Hence Spoiler wins $\Gamma^\omega(\mathcal{A}, \mathcal{B}, f)$. \qed
In the case where Duplicator wins the Σ-game Γω(\mathcal{A}, \mathcal{B}, f) and \( f \) is trace-preserving then Duplicator also wins the buffered simulation game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \). At a glance, it seems that Duplicator can use the winning strategy from the Σ-game for the buffered simulation game. Unfortunately this is not the case. The winning strategy in the Σ-game may not be suitable for the buffered simulation game. The reason is that the strategy in the Σ-game may tell Duplicator to output a letter that is not yet in the buffer.

**Example 5.3.13.** Consider again the two NBA \( \mathcal{A}, \mathcal{B} \) from Example 5.3.2. It is shown that Duplicator wins the Σ-game Γω(\mathcal{A}, \mathcal{B}, f) and hence she also wins the game Γω(\mathcal{A}, \mathcal{B}, f) with the same winning strategy. She wins with a winning strategy that tells Duplicator to read \( a \) in the first round and then \( b \) for the rest of the play. This strategy however is not suitable for the game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \) since Spoiler may not read \( a \) in the first round.

The fundamental reason why we cannot simply use the winning strategy in the Σ-game is because the move of Duplicator in the buffered simulation game is more restricted than in the Σ-game. In the buffered simulation game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}}(\mathcal{A}, \mathcal{B}) \) where \( \mathcal{A}, \mathcal{B} \) are NBA over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), if Duplicator pops \( a_1, a_2, \ldots \) from buffer \( i \) then \( a_1, a_2, \ldots \) is exactly the sequence of letters that have been put by Spoiler to buffer \( i \). Hence if \( v, w \in \Sigma^* \) are the words that are produced by Spoiler and Duplicator after some finite rounds in \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}} \), \( \pi(w) \) is a prefix of \( \pi(v) \) for all \( i \in \{1, \ldots, n\} \). This however is not the case in the Σ-game Γω(\mathcal{A}, \mathcal{B}, f) since Duplicator can produce any run independently of Spoiler’s run.

**A Sufficient and Necessary Condition for Σω→ω**

Nevertheless, for any two NBA \( \mathcal{A}, \mathcal{B} \) over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) and a trace preserving function \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \), we can translate Duplicator’s winning strategy in the Σ-game Γω(\mathcal{A}, \mathcal{B}, f) to the buffered simulation game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \). In the buffered simulation game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \), Duplicator simply skips her turn if the winning strategy in the Σ-game tells Duplicator to output a letter \( a \in \Sigma \) that is not yet read by Spoiler. Since \( f \) is trace preserving, Spoiler eventually will read \( a \). In such a case, Duplicator pops \( a \) and tries to form the same run that she would have formed in the Σ-game maximally. We show this formally as follows.

**Lemma 5.3.14.** Let \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \) be a trace-preserving function. If Duplicator wins Γω(\mathcal{A}, \mathcal{B}, f) then she also wins \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \).

**Proof.** Suppose the NBA \( \mathcal{A}, \mathcal{B} \) are over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) and Duplicator wins the Σ-game Γω(\mathcal{A}, \mathcal{B}, f). The winning strategy in the buffered simulation game \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \) is as follows. Suppose Spoiler and Duplicator currently have formed the runs \( r_\mathcal{A} \) and \( r_\mathcal{B} \). Let \( w = \text{word}(r_\mathcal{A}) \) and \( w' = \text{word}(r_\mathcal{B}) \). If the strategy in the Σ-game Γω(\mathcal{A}, \mathcal{B}, f) tells Duplicator to extend \( r_\mathcal{B} \) to \( r'_\mathcal{B} := r_\mathcal{B}b_1p_1 \ldots b_mp_m, m \geq 0 \), then in the buffered simulation game, we extend \( r_\mathcal{B} \) to \( r_\mathcal{B}b_1q_1 \ldots b_mq_m, m' \leq m \), the maximal prefix of \( r'_\mathcal{B} \) such that \( \pi_i(w'b_1 \ldots b_m) \) is a prefix of \( \pi_i(w) \) for all \( i \in \{1, \ldots, n\} \).

Duplicator will form the same run that she would have formed in the game Γω(\mathcal{A}, \mathcal{B}, f). Suppose Spoiler plays an accepting run \( \rho \) and let \( \rho_1, \rho_2 \) be the runs that are formed by Duplicator in Γω(\mathcal{A}, \mathcal{B}, f) and \( \mathcal{G}_\omega^{\mathcal{A}, \mathcal{B}, f}(\mathcal{A}, \mathcal{B}) \). Since we always extend Duplicator’s run in the buffered simulation game by taking the prefix of the original extension in the Σ-game, it is clear that any finite prefix of \( \rho_2 \) is also a prefix of \( \rho_1 \). We will show that the converse also holds: any finite prefix of \( \rho_1 \) is a prefix of \( \rho_2 \). Suppose \( r_\mathcal{B} \) is a finite prefix of \( \rho_1 \). Hence there is \( r_\mathcal{A} \), a finite prefix of \( \rho \), such that in the Σ-game, when Spoiler extends
his run to \( r_A \). **Duplicator** extends her run to \( r_B \). Let \( w = \text{word}(r_A) \) and \( w' = \text{word}(r_B) \). Since \( f \) is trace-preserving, there is \( r_A' := r_Aa_1 \ldots a_k p_k \), where \( k \geq 0 \), a finite prefix of \( \rho \), such that \( \pi_i(w') \) is a prefix of \( \pi_i(wa_1 \ldots a_k) \) for all \( i \in \{1, \ldots, n\} \). Hence when **Spoiler** forms \( r_A' \), **Duplicator** extends her run to \( r_B \) in the \( \Gamma \)-game. This implies that \( r_B \) is a prefix of \( \rho_2 \). Hence we have \( \rho_1 = \rho_2 \).

Now suppose **Spoiler** plays an accepting run \( \rho \in \text{AccRun}(A) \) in \( G^\omega(A, B) \). **Duplicator** then forms \( f(\rho) \). By definition of \( f \), the run \( f(\rho) \) is accepting. Hence **Duplicator** also wins the play in \( G^\omega(A, B) \).

We can put this lemma together with Lemma 5.3.11 to show that the existence of a continuous trace-preserving function is indeed sufficient for buffered simulation.

**Lemma 5.3.15.** \( A \sqsubseteq^\omega \ldots \omega B \) if there exists a continuous trace-preserving function \( f : \text{AccRun}(A) \rightarrow \text{AccRun}(B) \).

**Proof.** Suppose we have a continuous trace-preserving function \( f : \text{AccRun}(A) \rightarrow \text{AccRun}(B) \). Since \( f \) is continuous, by Lemma 5.3.11, **Duplicator** wins the \( \Gamma \)-game \( \Gamma^\omega(A, B, f) \). Moreover since \( f \) is trace-preserving, by Lemma 5.3.14, **Duplicator** also wins the game \( G^\omega(A, B) \).

If we put Lemma 5.3.15 and Lemma 5.3.8 together, we obtain a characterisation of buffered simulation. This characterisation can be seen as a refinement of the characterisation of trace closure inclusion. Recall that in Lemma 5.3.3 we characterise trace closure inclusion by the existence of a trace-preserving function. For buffered simulation, such a function is required to be continuous.

**Theorem 5.3.16.** \( A \sqsubseteq^\omega \ldots \omega B \) if and only if there exists a continuous trace-preserving function \( f : \text{AccRun}(A) \rightarrow \text{AccRun}(B) \).

By using this characterisation, we can classify pairs of automata in which their language or trace closure inclusion cannot be shown by buffered simulation. Let \( \text{Incl} \) be the set of all triples \( A, B, \hat{\Sigma} \) where \( A, B \) are NBA over \( \hat{\Sigma} \) and we have \( [L(A)] \subseteq [L(B)] \). Moreover, let \( \text{Cont} \subseteq \text{Incl} \) such that a triple \( A, B, \hat{\Sigma} \) is in \( \text{Cont} \) if and only if we have a continuous trace-preserving function \( f : \text{AccRun}(A) \rightarrow \text{AccRun}(B) \), and \( \text{DisCont} = \text{Incl} \setminus \text{Cont} \). If the triple \( A, B, \hat{\Sigma} \) is in \( \text{Cont} \) then by Lemma 5.3.3 and Theorem 5.3.16, \( A, B \) are automata over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) where \( A \sqsubseteq^k B \) for some \( k \in (\mathbb{N} \cup \{\omega\})^n \). On the other hand, if the triple \( A, B, \hat{\Sigma} \) is in \( \text{DisCont} \) then \( A \not\sqsubseteq^k B \) for any \( k \in (\mathbb{N} \cup \{\omega\})^n \).

**Example 5.3.17.** Consider the NBA \( A, B \) over \( \hat{\Sigma} = (\{a, b\}) \) in Example 5.3.5. It is not hard to see that \( L(A) \subseteq L(B) \) since their language are the same. We have a trace-preserving function \( f : \text{AccRun}(A) \rightarrow \text{AccRun}(B) \). However in Example 5.3.7 we have seen that any of such function \( f \) is not continuous. Hence the triple \( A, B, \hat{\Sigma} \) belongs to \( \text{DisCont} \). This implies that \( A \not\sqsubseteq^k B \) for all \( k \in \mathbb{N} \cup \{\omega\} \).

### 5.3.2 Characterisation of \( \sqsubseteq^k \)

Theorem 5.3.16 shows that we can characterise buffered simulation with unbounded buffers by the existence of a continuous trace-preserving function. One natural question then is to ask whether we can have a similar characterisation for buffered simulation with bounded buffers. Intuitively, we should be able to obtain such a characterisation by requiring the trace preserving function to be Lipschitz continuous instead of only continuous.
In [HKT10], for any $\omega$-regular language $L \subseteq (\Sigma_1 \times \Sigma_2)^\omega$, it is shown that Duplicator wins the delay simulation game $G^D_{Del}(L)$ with some constant delay function $f'$ iff there is a Lipschitz continuous function $\lambda : \Sigma_1^\omega \rightarrow \Sigma_2^\omega$ that satisfies $(a_1, b_1)(a_2, b_2) \ldots \in L$ if $\lambda(a_1a_2 \ldots) = b_1b_2 \ldots$. We will show that we can also have a similar characterisation for buffered simulation. However we will see that such a characterisation only holds for some restricted cases.

First recall that a function is Lipschitz continuous if there exists a constant $c$ such that for any two inputs of distance $d$, their outputs’ distance is at most $c \cdot d$.

**Definition 5.3.18.** A function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$ is Lipschitz continuous if there exists a constant $c \geq 0$ such that for any $\rho, \rho' \in \text{AccRun}(\mathcal{A})$, we have

$$d(f(\rho), f(\rho')) \leq 2^c d(\rho, \rho').$$

Intuitively, if a function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$ is Lipschitz continuous with constant $c$ then for any two distinct accepting runs $\rho, \rho'$ in $\mathcal{A}$, if their outputs $f(\rho), f(\rho')$ diverge at position $i$, the runs $\rho$ and $\rho'$ diverge already at position $(i + c)$. Thus we can determine the $i$-th transition of the output run by looking at the first $(i + c)$ transitions of the input run.

**Example 5.3.19.** Consider the two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = \{\text{\{a\}, \{b\}}\}$ from Example 3.4.7. For convenience, we present them again as follows.

There is a unique trace-preserving function $f$, namely the one that maps the accepting runs over $aabba^\omega$ and $aab^\omega$ in $\mathcal{A}$ to the ones over $ababa^\omega$ and $abab^\omega$ in $\mathcal{B}$, respectively. The function $f$ is Lipschitz continuous with constant $c \geq 3$. This is because for any two accepting runs $\rho, \rho'$ in $\mathcal{A}$, the distance $d(\rho, \rho')$ is either 0 or 2 and the distance $d(f(\rho), f(\rho'))$ is either 0 or $2^c$. Hence $d(f(\rho), f(\rho')) \leq 2^c d(\rho, \rho')$.

For any two NBA $\mathcal{A}, \mathcal{B}$ over $\hat{\Sigma} = \{\Sigma_1, \ldots, \Sigma_n\}$, if we have buffered simulation $\mathcal{A} \sqsubseteq_{k \ldots k} \mathcal{B}$ for some $k \in \mathbb{N}$ then we can construct a trace-preserving function $f$ that is Lipschitz continuous with constant $c = nk$. We can construct such a function $f$ from the winning strategy of Duplicator in the same way as in Lemma 5.3.8.

**Lemma 5.3.20.** If $\mathcal{A} \sqsubseteq_{k \ldots k} \mathcal{B}$ for some $k \in \mathbb{N}$ then there exists a Lipschitz continuous trace-preserving function $f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B})$.

**Proof.** For every accepting run $\rho$ in $\mathcal{A}$, we define $f(\rho)$ as the accepting run that is formed by Duplicator in the game $G^{k \ldots k}(\mathcal{A}, \mathcal{B})$, assuming that Spoiler plays $\rho$ and Duplicator plays according to the winning strategy. Such a function is Lipschitz continuous with constant $c = nk$, which is the total capacity of all the buffers. To show this, let $\rho$ be an accepting run in $\mathcal{A}$ and $n \in \mathbb{N}$ be a number. If Spoiler plays $\rho$ then in round $n + c$, Duplicator forms a run of length at least $n$. Let $\rho'$ be an accepting run in $\mathcal{A}$ that is distinct from $\rho$, but shares the same prefix of length $n + c$ with $\rho$. In the first $n + c$ rounds, Duplicator does not see any difference whether Spoiler is actually playing $\rho$ or $\rho'$. Duplicator makes the same move in response to $\rho$ or $\rho'$. This implies that $d(f(\rho), f(\rho')) \leq 2^c \cdot d(\rho, \rho')$. Hence by definition, $f$ is Lipschitz continuous with constant $c$. □
The reverse direction of this lemma however does not hold. There is a case where we have a Lipschitz continuous trace-preserving function $f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B})$, but $\mathcal{A} \not\subseteq^k \mathcal{B}$ for any $k \in \mathbb{N}$. One simple reason is that Spoiler can play a non-accepting run in $\mathcal{A}$ that cannot be mimicked by Duplicator.

**Example 5.3.21.** Consider the following two NBA $\mathcal{A}$, $\mathcal{B}$ over $\hat{\Sigma} = \{a, b\}$.

There is a unique Lipschitz continuous trace-preserving function $f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B})$. It is $f(\rho) = p_0a(p_1a)^\omega$ for all $\rho \in \text{AccRun}(\mathcal{A})$. This function is trace-preserving since there is only one accepting run in $\mathcal{A}$, which is over $a^\omega$, and it is mapped to a run over the same word. The function $f$ is Lipschitz continuous with Lipschitz constant 0 since there is only one output run. Hence the distance between two output runs is always 0. However we have $\mathcal{A} \not\subseteq^k \mathcal{B}$ for all $k \in \mathbb{N}$. Spoiler wins the game $\mathcal{G}^k(\mathcal{A}, \mathcal{B})$ by playing the word $b^\omega$. Duplicator eventually fills the buffer more than its capacity and hence loses the play.

This example shows that in the game with bounded buffers, Duplicator might lose the play even though Spoiler does not form an accepting run. This however is irrelevant to the use of buffered simulation as an approximation for trace closure inclusion. We are only interested in accepting runs that can be formed by Spoiler. We can simply avoid this by assuming that Duplicator’s automaton is complete. Without loss of generality, we will assume that for every $q \in Q^B$ and $a \in \Sigma$, there exists $q' \in Q^B$ such that $(q, a, q') \in E^B$. If Duplicator’s automaton is complete then she can mimic any non-accepting run that is formed by Spoiler.

However, the reason why Lipschitz continuity is not enough to capture buffered simulation with bounded buffers is more complex. Even if we assume that Duplicator’s automaton is complete, there are still cases in which we have a Lipschitz continuous trace-preserving function $f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B})$, but $\mathcal{A} \not\subseteq^k \mathcal{B}$ for all $k \in \mathbb{N}$.

**Example 5.3.22.** Consider the following two NBA $\mathcal{A}$, $\mathcal{B}$ over $\hat{\Sigma} = \{a, b\}$.

In this case, Duplicator’s automaton $\mathcal{B}$ is complete. Moreover we also have a unique Lipschitz continuous trace-preserving function $f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B})$, namely the one that maps every accepting run in $\mathcal{A}$ to the one over $ab^n$ in $\mathcal{B}$, i.e. $f(\rho) = q_0a(q_1b)^n$ for all $\rho \in \text{AccRun}(\mathcal{A})$. The function $f$ is trace-preserving since any accepting run in $\mathcal{A}$ is over the word $b^nab^n$, $n \geq 0$, and it is mapped to an accepting run over trace equivalent word: $ab^n$. It is also Lipschitz continuous since the function maps every accepting run in $\mathcal{A}$ to the same run in $\mathcal{B}$ and therefore the distance between two output runs is always 0. Hence the function $f$ is Lipschitz continuous with Lipschitz constant 0. However we have $\mathcal{A} \not\subseteq^{k,k} \mathcal{B}$, for any $k \in \mathbb{N}$. Spoiler wins the game $\mathcal{G}^{k,k}(\mathcal{A}, \mathcal{B})$ by first reading $bbb\ldots$
indefinitely. Duplicator eventually moves to the non-accepting sink \( q_2 \), i.e., she proceeds to the configuration \((p_0, (\varepsilon, w), q_2, \bot, S)\) where \( w \in b^{\geq k} \). From this configuration, Spoiler can continue by reading \( ab^w \) and form an accepting run. Duplicator will not form an accepting run from \( q_2 \) and hence lose the play.

In this example, the reason why Duplicator loses is different from Example 5.3.21. For every accepting run that can be formed by Spoiler in \( A \), there is a corresponding accepting run in \( B \) over a trace equivalent word. There is even a unique correspondence. Duplicator does not need any lookahead. She simply produces the accepting run over \( ab^w \) no matter what Spoiler reads. However, to execute her first move, Duplicator has to wait until Spoiler reads \( a \). Spoiler eventually will read \( a \) since otherwise he will lose for not producing an accepting run. However the problem is that there is no bound on how long Duplicator has to wait until Spoiler reads \( a \). She first needs to store unboundedly many \( bs \) to the buffer. The main reason is because in the word that is produced by Spoiler, the letter \( a \) can commute unboundedly to the left or to the right. Spoiler may read \( a \) in a very late or early round, but Duplicator has to read \( a \) for her first move. To avoid this situation, we need to restrict Spoiler’s automaton such that he only produces words where each letter cannot commute unboundedly. If each letter in the word produced by Spoiler only commutes at most \( d \) steps then whenever Duplicator knows she has to read a letter \( a \in \Sigma \), the letter \( a \) will be read by Spoiler at most in the next \( d \) rounds. We will formalise such an automaton by considering the notion of correspondence relation and commutative degree.

The Correspondence Relation

First let us define a correspondence relation \( \text{Corr} \) that is defined for two given words \( v, w \in \Sigma^* \). It relates the positions in \( v \) to the ones in \( w \) which carry the same letter and have the same order with respect to this letter.

**Definition 5.3.23.** For any \( v, w \in \Sigma^* \), let \( \text{Corr}_{v,w} \subseteq \text{Pos}(v) \times \text{Pos}(w) \) such that \((i, i') \in \text{Corr}_{v,w} \) iff

- \( v(i) = w(i') = a \) for some \( a \in \Sigma \), and
- \(|v(1)\ldots v(i)|_a = |w(1)\ldots w(i')|_a \)

**Example 5.3.24.** Consider the words \( v = abbc \) and \( w = acbb \) over \( \Sigma = \{a, b, c\} \). In this case, we have \( \text{Corr}_{v,w} = \{(1, 1), (2, 3), (3, 4), (4, 1)\} \).

Intuitively, the position \( i \) in \( v \) corresponds to the position \( j \) in \( w \) if they are the positions of some letter \( a \in \Sigma \) and both \( i \) and \( j \) are the positions of the \( n \)-th \( a \). If \( v \) and \( w \) are trace equivalent with respect to some \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) then for any letter \( a \in \Sigma_1 \cup \ldots \cup \Sigma_n \), the number of occurrences of \( a \) in \( v \) and \( w \) are always the same. In such a case, a correspondence relation is nonetheless a bijection, and we will simply denote the corresponding position of \( i \in \text{Pos}(v) \) with \( \text{Corr}_{v,w}(i) \).

Now let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be some distributed alphabet, \((\Sigma, D)\) its corresponding dependence alphabet, and \( w \in \Sigma^* \). The correspondence relation can be used to characterise the letters in \( w \) that are in the dependence relation \( D \).

**Lemma 5.3.25.** If \((w(i), w(j)) \in D \) and \( i \leq j \) then for any \( v \sim w \),

\[ \text{Corr}_{w,v}(i) \leq \text{Corr}_{w,v}(j). \]
Proof. Let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be the corresponding distributed alphabet. We can show this by contradiction. Suppose \( \text{Corr}_{w,v}(i) > \text{Corr}_{w,v}(j) \). Let \( i' = \text{Corr}_{w,v}(i) \) and \( j' = \text{Corr}_{w,v}(j) \). Moreover, let \( a, b \in \Sigma \) such that \( w(i) = v(i') = a \) and \( w(j) = v(j') = b \). By definition of the correspondence relation,

\[
|w(1) \ldots w(i)|_a = |v(1) \ldots v(i')|_a = n_1 \\
|w(1) \ldots w(j)|_b = |v(1) \ldots v(j')|_b = n_2
\]

for some \( n_1, n_2 \in \mathbb{N} \). Since \((a, b) \in D\), there exists \( k \in \{1, \ldots, n\} \) such that \( a, b \in \Sigma_k \). Since \( i \leq j \), there exists at least \( n_1 \) many \( a \) before the \( n_2 \)-th \( b \) in \( \pi_k(w) \). Since \( i' > j' \), there exists less than \( n_1 \) many \( a \) before the \( n_2 \)-th \( b \) in \( \pi_k(v) \). Hence \( \pi_k(w) \neq \pi_k(v) \). This contradicts that \( w \sim v \). Thus \( i' \leq j' \).

Intuitively, this lemma shows that if two letters of \( w \) at positions \( i \) and \( j \) are dependent on each other, their corresponding letters at positions \( i' \) and \( j' \) in any word \( v \sim w \) never change order, i.e. if \( i \leq j \) then \( i' \leq j' \).

On the other hand, for any position \( i_0 \in \text{Pos}(w) \), if the letters at positions \( i_0 \) and \( i_0 + 1 \) are independent of each other, we can find a trace equivalent word \( v \) such that the positions \( i_0, i_0 + 1 \) in \( w \) correspond to the positions \( i_0 + 1, i_0 \) in \( v \), respectively. For example, we can simply obtain \( v \) from \( w \) by swapping the letters at positions \( i_0 \) and \( i_0 + 1 \). We can generalise this property as follows.

Lemma 5.3.26. If \((w(i_0), w(i_0 + 1)), (w(i_0), w(i_0 + 2)), \ldots, (w(i_0), w(i_0 + m)) \notin D \) then there exists \( v \sim w \) such that

\[
\text{Corr}_{w,v}(i) = \begin{cases} 
  i + m & \text{if } i = i_0, \\
  i - 1 & \text{if } i_0 < i \leq i_0 + m, \\
  i & \text{otherwise.}
\end{cases}
\]

Proof. Let \( \ell = |w| \) and \( b_0, \ldots, b_m \in \Sigma \) such that \( w(i_0) = b_0, w(i_0 + 1) = b_1, \ldots, w(i_0 + m) = b_m \). Moreover let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be the corresponding distributed alphabet and

\[
\begin{align*}
v_1 &= w(1) \ldots w(i_0 - 1), \\
v_2 &= b_0 b_1 \ldots b_m, \\
v'_2 &= b_1 \ldots b_m b_0, \\
v_3 &= w(i_0 + (m + 1)) \ldots w(\ell).
\end{align*}
\]

Since \((b_0, b_1), \ldots, (b_0, b_m) \notin D \), there is no \( k \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, m\} \) such that \( b_0, b_j \in \Sigma_k \). Hence for all \( i \in \{1, \ldots, n\} \), we have \( \pi_i(v_2) = \pi_i(v'_2) = b_0 \) if \( b_0 \in \Sigma_i \) and \( \pi_i(v_2) = \pi_i(v'_2) = b_i \) if \( b_0 \notin \Sigma_i \). Thus \( \pi_i(v_2) = \pi_i(v'_2) \) for all \( i \in \{1, \ldots, n\} \). We have \( v_2 \sim v'_2 \). Let \( v = v_1 v'_2 v_3 \). Since \( w = v_1 v_2 v_3 \) and \( v_2 \sim v'_2 \), it is clear that \( v \sim w \).

By the construction of \( v \), we have \( w(i_0) = v(i_0 + m) = b_0 \). We also have \( |w(1) \ldots w(i_0)|_{b_0} = |v(1) \ldots v(i_0 + m)|_{b_0} \) since \( b_1, \ldots, b_m \) are distinct from \( b_0 \). Hence \((i_0, i_0 + m) \in \text{Corr}_{w,v} \).

For any \( j \in \{1, \ldots, m\} \), we have \( w(i_0 + j) = v((i_0 + j) - 1) = b_j \). We also have \( |w(1) \ldots w(i_0 + j)|_{b_j} = |v(1) \ldots v(i_0 + j)|_{b_j} \) since \( b_1, \ldots, b_m \) are distinct from \( b_0 \). Hence \((i_0 + 1, i_0), \ldots, (i_0 + m, i_0 + (m - 1)) \in \text{Corr}_{w,v} \).

For any \( i \in \text{Pos}(w) \) where \( i < i_0 \) and \( i > i_0 + m \), by the construction of \( v \), we have \( w(i) = v(i) = a \) for some \( a \in \Sigma \) and \( |w(1) \ldots w(i)|_a = |v(1) \ldots v(i)|_a \). Hence \((i, i) \in \text{Corr}_{w,v} \). \( \square \)
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Intuitively, this lemma shows that if the letter at position \( i_0 \) is independent of the ones at position \( i_0 + 1, \ldots, i_0 + m \), there exists a word \( v \) that is trace equivalent to \( w \) such that the position \( i_0 \) in \( w \) corresponds to the position \( i_0 + m \) in \( v \), and the positions \( i_0 + 1, \ldots, i_0 + m \) in \( w \) correspond to the positions \( i_0, \ldots, i_0 + m - 1 \) in \( v \), respectively. We simply can obtain such a word \( v \) from \( w \) by moving the letter at position \( i_0 \) over the ones at positions \( i_0 + 1, \ldots, i_m \).

The Commutative Degree of an Automaton \( \mathcal{A} \)

Now consider a word \( w \in \Sigma^* \) over some distributed alphabet \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \). The correspondence relation \( \text{Corr}_{w,v} \), where \( v \sim w \), simply determines how far the letters in \( w \) can commute to the left or right. If there is a word \( v \sim w \) where \( (i, i + m) \in \text{Corr}_{w,v} \) then the letter at position \( i \) in \( w \) can commute \( m \) steps to the right. Likewise for direction left. If there is a word \( v' \sim w \) where \( (i, i - m) \in \text{Corr}_{w,v'} \) then the letter at position \( i \) in \( w \) can commute \( m \) steps to the left. Thus the maximal length of how far the letter in \( w \) can commute to the left or right can be determined by looking at all the correspondence relations \( \text{Corr}_{w,v} \) where \( v \sim w \). Let us call such a maximal length commutative degree.

**Definition 5.3.27.** Let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be a distributed alphabet, \( \Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n \) the union of the alphabets, and \( w \in \Sigma^* \). Let

\[
\begin{align*}
\text{Deg}^+(w)(i) &= \max\{j - i \mid (i, j) \in \text{Corr}_{w,v}, w \sim v, v \in \Sigma^*\} \\
\text{Deg}^-(w)(i) &= \max\{i - j \mid (i, j) \in \text{Corr}_{w,v}, w \sim v, v \in \Sigma^*\}.
\end{align*}
\]

The commutative degree of the letter at position \( i \in \text{Pos}(w) \) is

\[
\text{Deg}_w(i) = \max\{\text{Deg}^+(w)(i), -\text{Deg}^-(w)(i)\}.
\]

Intuitively \( \text{Deg}^+(w)(i) \) is the maximal length of how far the letter at position \( i \) in \( w \) can commute to the right and \( \text{Deg}^-(w)(i) \) is the maximal length of how far the letter at position \( i \) in \( w \) can commute to the left.

**Example 5.3.28.** Let \( \hat{\Sigma} = (\{a, b\}, \{a, c\}) \). Consider the word \( w = acbb \). The set of all words that are trace equivalent to \( w \) is \( S = \{acbb, abcab, abbc\} \). We have \( \text{Deg}_{w,(1)} = 0 \) since for all \( v \in S \), \( \text{Corr}_{w,v}(1) = 1 \). The first letter \( a \) cannot commute to the left or right. Moreover, we have \( \text{Deg}_{w,(2)} = 2 \) since

\[
\text{Corr}_{w,v}(2) = \begin{cases} 
2 & \text{if } v = acbb \\
3 & \text{if } v = abcab \\
4 & \text{if } v = abbc.
\end{cases}
\]

Thus the letter \( c \) at position 2 can commute at most two steps to the right. We also have \( \text{Deg}_{w,(3)} = \text{Deg}_{w,(4)} = 1 \) since

\[
\text{Corr}_{w,v}(3) = \begin{cases} 
3 & \text{if } v = acbb \\
2 & \text{if } v = abcab \quad \text{and} \quad \text{Corr}_{w,v}(4) = \begin{cases} 
4 & \text{if } v = acbb \\
3 & \text{if } v = abbc.
\end{cases}
\end{cases}
\]

Thus both the letters \( b \) in \( w \) can commute at most one step to the left.
For any word \( w \in \Sigma^* \), we define the commutative degree of \( w \) as the maximal commutative degree of its letters, i.e.

\[
\text{Deg}(w) = \max \{ \text{Deg}_w(i) \mid i \in \text{Pos}(w) \}.
\]

Hence \( \text{Deg}(w) \) is at most \( |w| - 1 \). For an automaton \( \mathcal{A} \), we define the commutative degree of \( \mathcal{A} \) as the supremum of the commutative degree of all finite words produced by \( \mathcal{A} \), i.e.

\[
\text{Deg}(\mathcal{A}) = \sup \{ \text{Deg}(a_1 \ldots a_n) \mid p_1 \xrightarrow{a_1} p_2 \ldots \xrightarrow{a_n} p_{n+1} \}.
\]

Hence we have \( \text{Deg}(\mathcal{A}) = k \) for some \( k \in \mathbb{N} \) if for every word \( w \) over some finite run in \( \mathcal{A} \), \( \text{Deg}_w(i) \leq k \) for all \( i \in \text{Pos}(w) \). In other words, each letter in the finite word produced by \( \mathcal{A} \) commute at most \( k \) steps to the left or right. In such a case, let us call the commutative degree of \( \mathcal{A} \) finite.

On the other hand, we have \( \text{Deg}(L) = \infty \) if for each \( k \in \mathbb{N} \), there is a finite word \( w \) produced by \( \mathcal{A} \) and a position \( i \) in \( w \) such that \( \text{Deg}_w(i) > k \). In this case, let us call the commutative degree of \( \mathcal{A} \) infinite.

**Example 5.3.29.** Consider the following NBA \( \mathcal{A} \) over \( \hat{\Sigma} = \{ \{a\}, \{b\} \} \).

\[
\begin{array}{c}
- \a \\
\searrow \\
\text{a}
\end{array}
\]

In this case, the commutative degree of \( \mathcal{A} \) is infinite. To show this, let \( k \in \mathbb{N} \) be some arbitrary number. Consider the word \( w = ab^{k+1} \). The first letter of \( w \) commutes \( k + 1 \) steps to the right: there is a word \( v = b^{k+1}a \) where \( v \sim w \) and \( (1, k + 2) \in \text{Corr}_{w,v} \). Hence \( \text{Deg}_{v_1}(1) > k \). Since we consider an arbitrary \( k \), this holds for any \( k \in \mathbb{N} \). For all \( k \in \mathbb{N} \), there exists a word \( w \) over some finite run in \( \mathcal{A} \) such that \( \text{Deg}(w) > k \). Hence by definition, \( \text{Deg}(\mathcal{A}) = \infty \).

We will show that for any two NBA \( \mathcal{A}, \mathcal{B} \), if the commutative degree of \( \mathcal{A} \) is finite and \( \mathcal{B} \) is complete then the reverse direction of Lemma 5.3.8 holds. We will show this by using the \( \Gamma \)-game that is defined in the previous subsection.

**A Sufficient Condition for \( \mathcal{E}^{k,...,k} \)**

First note that if \( \text{Duplicator} \) wins the \( \Gamma \)-game \( \Gamma^k(\mathcal{A}, \mathcal{B}, f) \) where \( k \in \mathbb{N} \) and \( f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B}) \) is trace-preserving, this does not necessarily imply that \( \text{Duplicator} \) also wins the buffered simulation game \( \mathcal{G}^{k,...,k}(\mathcal{A}, \mathcal{B}) \). Consider again the two automata \( \mathcal{A}, \mathcal{B} \) from Example 5.3.21 and a trace-preserving function \( f(\rho) = q_0a(q_1a)^{\omega} \) for all \( \rho \in \text{AccRun}(\mathcal{B}) \). \( \text{Duplicator} \) wins the \( \Gamma \)-game \( \Gamma^k(\mathcal{A}, \mathcal{B}, f) \) with delay \( k = 0 \). She just reads \( a^{\omega} \) no matter what \( \text{Spoiler} \) plays. However, \( \text{Duplicator} \) loses the buffered simulation game \( \mathcal{G}^{10}(\mathcal{A}, \mathcal{B}) \). \( \text{Spoiler} \) wins by reading \( b \) in the first round. \( \text{Duplicator} \) cannot pop \( b \) immediately since there is no \( b \)-transition from the initial state of \( \mathcal{B} \). Hence she violates the capacity constraint and loses the play.

However if the automaton \( \mathcal{B} \) is complete, this would not happen. In any game \( \mathcal{G}^k(\mathcal{A}, \mathcal{B}) \), where \( k \in \mathbb{N}^+ \) and \( \mathcal{B} \) is complete, whenever \( \text{Spoiler} \) forms a finite run over \( w \in \Sigma^* \) that cannot be extended to any accepting run, \( \text{Duplicator} \) simply empties the buffer and forms any run over some word \( v \sim w \). \( \text{Duplicator} \) then continues by simply reading the letter that is read by \( \text{Spoiler} \) in every round. She will win the play since \( \text{Spoiler} \) will not form an accepting run. \( \text{Duplicator} \) always forms an infinite run over a trace equivalent word.
Lemma 5.3.30. Let \( \mathcal{A}, \mathcal{B} \) be two NBA over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) in which \( \mathcal{B} \) is complete and \( f : \text{AccRun}(\mathcal{A}) \to \text{AccRun}(\mathcal{B}) \) a function. Duplicator wins \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \) if \( f \) is Lipschitz continuous with constant \( c \).

Proof. Consider the following winning strategy for Duplicator in the \( \Gamma^e \)-game \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \). Suppose Spoiler and Duplicator have formed the runs \( r_\mathcal{A} \) and \( r_\mathcal{B} \) respectively, and Spoiler extends his run one step to \( r'_\mathcal{A} = r_\mathcal{A} a p \). If \( r'_\mathcal{A} \) cannot be extended to some \( \rho \in \text{Dom}(f) \) then Duplicator extends her run maximally, i.e. to \( r'_\mathcal{B} \) such that \( \text{word}(r'_\mathcal{B}) \sim \text{word}(r'_\mathcal{A}) \). This is possible since \( \mathcal{B} \) is complete. However in the case where \( r'_\mathcal{A} \) can be extended to some \( \rho \in \text{Dom}(f) \) then we consider the same strategy as in the proof of Lemma 5.3.11: Duplicator skips her turn unless there exists \( r'_\mathcal{B} := r_\mathcal{B} b_1 q_1 \ldots b_m q_m \) such that \( f(\rho) \) is started with \( r'_\mathcal{B} \). In such a case, Duplicator extends her run to such a maximal \( r'_\mathcal{B} \).

We can show similarly as in the proof of Lemma 5.3.11 that Duplicator wins the game \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \), in which the delay is unbounded. However, in this case we can also show that there is no round where the length difference of Spoiler’s and Duplicator’s run is more than \( c \). We will show this by contradiction: suppose there is a round where Spoiler and Duplicator’s run are respectively \( r_\mathcal{A}, r_\mathcal{B} \), and \( |r_\mathcal{A}| - |r_\mathcal{B}| > c \). By the construction of the winning strategy, this implies that we have two runs \( \rho_1, \rho_2 \in \text{Dom}(f) \) that can be extended from \( r_\mathcal{A} \), but both \( f(\rho_1), f(\rho_2) \) share the same prefix of no longer than \( r_\mathcal{B} \): \( d(f(\rho_1), f(\rho_2)) \leq 2^{-|r_\mathcal{B}|+1} \). Since \( d(\rho_1, \rho_2) \leq 2^{-|r_\mathcal{B}|+1} \) and \( |r_\mathcal{A}| - |r_\mathcal{B}| > c \), we have

\[
d(f(\rho_1), f(\rho_2)) > 2^c \cdot d(\rho_1, \rho_2).
\]

This contradicts that \( f \) is Lipschitz continuous with constant \( c \). Hence there is no round where the length difference of Spoiler’s and Duplicator’s run is more than \( c \). Duplicator also wins \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \).

Conversely, if \( f \) is not Lipschitz continuous, Duplicator loses \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \) for any \( k \in \mathbb{N} \). Spoiler can play the accepting runs \( \rho_1, \rho_2 \) in \( \mathcal{A} \) that share the same prefix of length \( n \), but the output runs \( f(\rho_1), f(\rho_2) \) differ in their first \( (n-k) \) transitions. In round \( n \), Duplicator will form either the prefix of \( f(\rho_1) \) or \( f(\rho_2) \), and Spoiler can choose accordingly which run he should form. Duplicator will lose for not producing the image of Spoiler’s run. We show this formally as follows.

Lemma 5.3.31. Duplicator loses \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \) for all \( k \in \mathbb{N} \) if \( f \) is not Lipschitz continuous.

Proof. By definition, if \( f \) is not Lipschitz continuous then for any \( k \in \mathbb{N} \), there exist \( \rho_1, \rho_2 \in \text{AccRun}(\mathcal{A}) \) such that \( d(f(\rho_1), f(\rho_2)) > 2^k d(\rho_1, \rho_2) \). Hence let \( k \) be a number and \( \rho_1, \rho_2 \) be such accepting runs. Let \( n \in \mathbb{N} \) such that \( 2^{-n+1} = d(\rho_1, \rho_2) \). The winning strategy for Spoiler in the game \( \Gamma^e(\mathcal{A}, \mathcal{B}, f) \) is to first play \( \rho_1 \). At the end of round \( n \), Duplicator forms a run \( r \) of length at least \( n-k \). In the case where \( r \) is not a prefix of \( f(\rho_1) \), Spoiler keeps playing \( \rho_1 \) for the rest of the play. Otherwise he continues by playing \( \rho_2 \). This is possible since \( \rho_1, \rho_2 \) share the same prefix of length \( n \). In the first case, Spoiler wins because Duplicator does not form the \( f \)-image of \( \rho_1 \). In the second case, since \( d(f(\rho_1), f(\rho_2)) > 2^{-n-k} \), \( f(\rho_1), f(\rho_2) \) differ already at least in their first \( (n-k) \) transitions. Since \( r \) is of length \( n-k \) and \( r \) is a prefix of \( f(\rho_1) \), \( r \) is not a prefix of \( f(\rho_2) \). Spoiler wins the play. □
strategy in some run. The duplicator does not extend her run longer than $r$. Note that $D$ wins the $\Gamma^k(\mathcal{A}, \mathcal{B}, f)$ for $k = 0$. However, the duplicator loses $G^{k+1}(\mathcal{A}, \mathcal{B})$ for any $k \in \mathbb{N}$. This however will not happen if the commutative degree of $\mathcal{A}$ is finite.

If the commutative degree of $\mathcal{A}$ is finite and $\mathcal{B}$ is complete, then whenever the duplicator wins the $\Gamma$-game $\Gamma^k(\mathcal{A}, \mathcal{B}, f)$ for some $c \in \mathbb{N}$ and $f$ is trace-preserving, she also wins the buffered simulation game $G^{k+1}(\mathcal{A}, \mathcal{B})$ for some $k \in \mathbb{N}$. We can even specify $k = \max\{c, d\}$ where $d \in \mathbb{N}$ is the commutative degree of $\mathcal{A}$. Consider the winning strategy as we have defined before. In the proof of Lemma 5.3.30, there is such a round.

We will show this by contradiction. Suppose there is such a round. Let $\pi_i$ be a prefix of $\pi_i(\nu)$, $\forall i \in \{1, \ldots, \ell\}$, In the first case, since $|r_A| - |r_B| > c$, it contradicts that the strategy is winning in $\Gamma^k(\mathcal{A}, \mathcal{B}, f)$. In the second case, suppose $r'_B$ is extended from $r_B$ by reading $u = a_1 \ldots a_m$, i.e. $r'_B = r_B a_1 \ldots a_m b_m$. Since (5.4) holds, $|\text{word}(r_B)|_{a_1} \leq |\text{word}(r_A)|_{a_1}$. However, since $r_B$ is the maximal prefix of $r'_B$ that satisfies (5.4), we have $|\text{word}(r_B)|_{a_1} = |\text{word}(r_A)|_{a_1} = \ell$

for some $\ell \in \mathbb{N}$. Otherwise, $r_B a_1 p_1$ also satisfies (5.4) and contradicts the maximality of $r_B$. Now let $w$ and $v$ be the words that are produced respectively by Spoiler and Duplicator.
in the game $G^{\omega \cdots \omega} (A, B)$. Hence $\text{word}(r, A)$ and $\text{word}(r', B)$ are prefixes of $w$ and $v$, respectively. Since we assume that $f$ is trace-preserving, $w \sim v$. Let $i \in \text{Pos}(w)$ and $j \in \text{Pos}(v)$ be the positions of the $(i + 1)$-th $a_i$ in $w$ and $v$, respectively. Hence $i > |r, A|$ and $j = |r', B| + 1$. Since $|r, A| - |r', B| > k$ and $k \geq d$, we have $i > j > d$. However, since $(i, j) \in \text{Corr}_{w,v}$ and $w$ is a word over some finite path in $A$, this contradicts $\text{Deg}(A) = d$. Hence there is no round where one of the buffers is filled with more than $k$ letters. DUPLICATOR wins the buffered simulation game $G^{k \cdots k} (A, B)$. 

We can put this lemma together with Lemma 5.3.30 to show that the existence of a Lipschitz continuous trace-preserving function $f : \text{AccRun}(A) \rightarrow \text{AccRun}(B)$ implies buffered simulation $A \sqsubseteq^{k \cdots k} B$ for some $k \in \mathbb{N}$, if the commutative degree of $A$ is finite and the automaton $B$ is complete.

**Theorem 5.3.33.** Let $A, B$ be two NBA in which the commutative degree of $A$ is finite and $B$ is complete. $A \sqsubseteq^\kappa B$ for some $\kappa \in \mathbb{N}^*$ if there exists a Lipschitz continuous trace-preserving function $f : \text{AccRun}(A) \rightarrow \text{AccRun}(B)$.

**Proof.** Suppose we have a Lipschitz continuous trace-preserving function $f : \text{AccRun}(A) \rightarrow \text{AccRun}(B)$ with Lipschitz constant $c$. Since $f$ is Lipschitz continuous and $B$ is complete, by Lemma 5.3.30 DUPLICATOR wins the game $\Gamma(A, B, f)$. Moreover let $d = \text{Deg}(A)$. Since $f$ is trace-preserving, by Lemma 5.3.32 DUPLICATOR also wins the game $G^{k \cdots k} (A, B)$ where $k = \max(c, d)$. 

Together with Lemma 5.3.20, this theorem allows us to further refine the characterisation in Theorem 5.3.16 into the following corollary.

**Corollary 5.3.34.** Let $A, B$ be two NBA in which the commutative degree of $A$ is finite and $B$ is complete. $A \sqsubseteq^\kappa B$ for some $\kappa \in \mathbb{N}^*$ iff there exists a Lipschitz continuous trace-preserving function $f : \text{AccRun}(A) \rightarrow \text{AccRun}(B)$.

This corollary shows a characterisation of buffered simulation with bounded buffers by considering the existence of a Lipschitz continuous trace-preserving function. The characterisation holds if Spoiler’s automaton $A$ has a finite commutative degree and DUPLICATOR’s automaton $B$ is complete. Note that the condition for $A$ is a semantic condition and the condition for $B$ is a syntactic one. We can check whether the automaton $B$ is complete by looking at its structure. However it is not obvious whether we can also check whether the commutative degree of $A$ is finite by looking at its structure. Hence one may ask if there is a syntactic characterisation for such a condition. In the following subsection, we will show that such a syntactic characterisation indeed can be obtained by slightly lifting the condition for automata that have a regular trace closure.

### 5.3.3 Cyclic-Path-Connected Automata

Let us first consider a characterisation of an automaton that has a regular trace closure. Note that if the language $L(A)$ is regular then its trace closure $[L(A)]$ might not be regular. For example, consider the automaton $A$ in Figure 5.1 over $\Sigma = \{a, b\}$. The language $L(A) = (ab)^{\omega}$ is regular, but its trace closure $[L(A)] = \{vc^{\omega} | v \in \{a, b\}^*, |v|_a = |v|_b\}$ is not. However, there is sufficient syntactic condition for automata that have a regular trace closure [CL87]. It uses the notion of connected words.
Connected Words

Let \( w \) be a word over a distributed alphabet \( \hat{\Sigma} \) and \( G \) the corresponding dependency graph of \( \hat{\Sigma} \). The word \( w \) is called connected if the subgraph of \( G \) induced by the alphabet of \( w \) is connected.

**Example 5.3.35.** Consider a distributed alphabet \( \hat{\Sigma} = (\{a, b\}, \{b, c\}, \{c, d\}, \{d, e\}) \). Its corresponding dependency graph \( G \) then is given as in Figure 5.2a. Moreover, the word \( w = adbc \) is connected, but the word \( w = adbe \) is not. This is because the subgraph of \( G \) induced by \( \Sigma_w = \{a, b, c, d\} \) as given in Figure 5.2b is connected and the one induced by \( \Sigma_w' = \{a, b, d, e\} \) as given in Figure 5.2c is not.

Intuitively, a word \( w \) is connected if there is no group of letters that are independent of all other letters in \( w \). If a word \( w \) is not connected, we can partition the letters of \( w \) into two components such that each two letters from different components are independent of each other.

**Proposition 5.3.36 ([DR95]).** Let \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \) be a distributed alphabet and \( G = (\Sigma, D) \) the corresponding dependency graph. If \( w \in \Sigma^* \) is not connected then there exists a partition \( \Sigma_w = (\Sigma', \Sigma'') \) such that

\[
    w \sim \pi'(w) \pi''(w) \sim \pi''(w) \pi'(w),
\]

where \( \pi', \pi'' \) are projections from \( \Sigma \) to \( \Sigma' \) and \( \Sigma'' \), respectively.

This proposition intuitively shows us that if \( w \) is not connected then we can partition \( w \) into two subsequences of letters \( w_1, w_2 \) such that the letters in \( w_1 \) and \( w_2 \) can swap their positions, i.e. \( w \sim w_1 w_2 \sim w_2 w_1 \).

The connectedness of a word is closely related to the commutative degree. If \( w \) is not connected then in the word \( w^k \), the first letter of \( w^k \) can commute at least \( k \) steps to the right. Likewise for the last letter of \( w^k \). It can commute at least \( k \) steps to the left. The reason is because by Proposition 5.3.36, we can partition the word \( w \) into two subsequences of letters \( w_1, w_2 \) of \( w \) in which the letters in \( w_1 \) and \( w_2 \) are independent of each other. Each letter of \( w \) either belongs to \( w_1 \) or \( w_2 \), but not both. Thus suppose the first letter of \( w \) belongs to \( w_1 \). Since \( w^k \sim w_2^k w_1^k \), it is not hard to see that the first letter of \( w \) indeed commutes \( |w_2^k| \) steps to the right.
Lemma 5.3.37. If \( w \) is not connected then \( \text{Deg}(w^k) \geq k \).

Proof. Suppose \( w \) is not connected. By Proposition [5.3.36] there exists a partition \( \Sigma_w = (\Sigma', \Sigma'') \) such that (5.3) holds where \( \pi', \pi'' \) are projections from \( \Sigma \) to \( \Sigma' \) and \( \Sigma'' \), respectively. Moreover, we also have that
\[
\begin{align*}
   w^k \sim \pi'(w)^k \pi''(w)^k \sim \pi''(w)^k \pi'(w)^k.
\end{align*}
\]

In the case where the first letter of \( w \) belongs to \( \Sigma' \), i.e. \( w(1) = a \in \Sigma' \), consider the word \( v = \pi''(w)^k \pi'(w)^k \) that is trace equivalent to \( w \). Let \( n = |\pi''(w)^k| \) and \( w' = w^k \). Hence \( w'(1) = v(n+1) = a \) and \( |w'(1)|_a = |v(1) \ldots v(n+1)|_a = 1 \) because \( v(1), \ldots, v(n) \neq a \). This implies \( (1, n+1) \in \text{Corr}_{w',v} \). Moreover, since \( n \geq k \), we have \( \text{Deg}(w') \geq k \).

In the case where the first letter of \( w \) belongs to \( \Sigma'' \), we can show similarly that \( \text{Deg}(w^k) \geq k \) by considering the word \( v = \pi'(w)^k \pi''(w)^k \).

We can also extend this observation for the word \( uw \) in which \( u \) is connected and \( uw \) is not. By Proposition [5.3.36] we can partition the word \( uw \) into \( w_1, w_2 \) such that \( uw \sim w_1w_2 \sim w_2w_1 \). However, since \( u \) is connected, each letter of \( u \) either belongs to \( w_1 \) or \( w_2 \), but not both. Let us assume to \( w_1 \). There is at least one letter in \( w \) that belongs to \( w_2 \) since otherwise \( uw \) is connected. Now consider the word \( u^kw \) that is obtained by repeating the word \( u \), \( k \) many times before we read \( w \). The letters in \( u^kw \) that occur after position \( |u^k| \) and belongs to \( w_2 \) can commute \( |u^k| \) steps to the left. We formally show this as follows.

Lemma 5.3.38. If \( w \) is connected and \( uw \) is not then

- \( \text{Deg}(u^kw) \geq k \)
- \( \text{Deg}(uw^k) \geq k \)

Proof. We will show this for the first part. The second one can be shown similarly. Since \( uw \) is not connected, by Proposition [5.3.36] there is a partition \( \Sigma_{uw} = (\Sigma', \Sigma'') \) such that \( uw \sim \pi'(uw)\pi''(uw) \sim \pi''(uw)\pi'(uw) \) where \( \pi' \) and \( \pi'' \) are projections from \( \Sigma \) to \( \Sigma' \) and \( \Sigma'' \), respectively. This also implies
\[
\begin{align*}
   u^kw \sim u^{k-1}\pi'(uw)\pi''(uw) \sim u^{k-1}\pi''(uw)\pi'(uw).
\end{align*}
\]

Since \( u \) is connected, either \( \Sigma_u \subseteq \Sigma' \) or \( \Sigma_u \subseteq \Sigma'' \), but not both.

Now suppose \( \Sigma_u \subseteq \Sigma' \). We then have \( \pi''(uw) = \pi''(w) \). This implies
\[
\begin{align*}
   u^kw \sim u^{k-1}\pi'(uw)\pi''(w) \sim \pi''(w)u^{k-1}\pi'(uw).
\end{align*}
\]

Let \( v = \pi''(w)\pi'(u^kw) \) and \( w' = u^kw \). Let \( i \) be the smallest position in \( w' \) such that \( w'(i) \in \Sigma'' \). Since \( \Sigma_u \subseteq \Sigma' \), we have \( i = |u^k| \). Let \( a \in \Sigma'' \) such that \( w'(i) = a \). The smallest position \( j \) in \( v \) such that \( v(j) \in \Sigma'' \) is \( j = 1 \). Hence \( w'(i) = v(1) = a \) and \( |w'(1) \ldots w'(i)|_a = |v(1)|_a = 1 \). We have \((i,1) \in \text{Corr}_{w',v}\). Since \( |u^k| \geq k \), we have \( i > k \). Since \( i-1 \geq k \), we also have \( \text{Deg}(w') \geq k \).

In the case where \( \Sigma_u \subseteq \Sigma'' \), we can show similarly that \( \text{Deg}(u^kw) \geq k \) by considering the word \( v = \pi'(w)\pi''(u^kw) \).
Loop-Connected Automata

Now let us call an automaton loop-connected if every cycle is over a connected word. For example, consider the automaton $\mathcal{A}$ from Example 5.3.22. It is loop-connected since every cycle in $\mathcal{A}$ is over some word $w \in b^*$ and such a word $w$ is connected with respect to any distributed alphabet. On the other hand, the automaton $\mathcal{A}$ in Figure 5.1 over $\hat{\Sigma} = \{(a, c), \{b, c\}\}$ is not loop-connected. There is a cycle from the initial state over $ab$ and such a word is not connected with respect to the given $\hat{\Sigma}$. It is shown that loop-connectedness implies a regular trace closure.

Proposition 5.3.39 ([CL87]). For any NBA $\mathcal{A}$ over $\hat{\Sigma}$, if $\mathcal{A}$ is loop-connected then the trace closure $[L(\mathcal{A})]$ is regular.

Consider again the automaton $\mathcal{A}$ over $\hat{\Sigma}$ from Example 5.3.22. The automaton indeed has a regular trace closure. The trace closure of $\mathcal{A}$ is $[L(\mathcal{A})] = b^* ab^\omega$.

It turns out that loop-connectedness is a necessary condition for an automaton to have a finite commutative degree. If an automaton $\mathcal{A}$ is not loop-connected then for any $k \in \mathbb{N}$, we can consider a word that is produced by going through the non-connected cycle $k + 1$ many times. By Lemma 5.3.37, the commutative degree of such a word is more than $k$. Hence $k$ is not the commutative degree of $\mathcal{A}$.

Lemma 5.3.40. If the commutative degree of $\mathcal{A}$ is finite then $\mathcal{A}$ is loop-connected.

Proof. We can show this by contraposition. Suppose $\mathcal{A}$ is not loop-connected. There is a cycle over a non-connected word $w$. For any $k \in \mathbb{N}$, consider the word $w^{k+1}$ that is produced by a run that goes through such a cycle $k + 1$ many times. Since $w$ is not connected, by Lemma 5.3.37 the commutative degree of $w^{k+1}$ is greater than $k$. Hence for any $k \in \mathbb{N}$, $\text{Deg}(\mathcal{A}) \geq k$. The commutative degree of $\mathcal{A}$ is infinite. \hfill $\Box$

The converse of this lemma however does not hold. If $\mathcal{A}$ is loop-connected, this does not necessarily imply that the commutative degree of $\mathcal{A}$ is finite. For example, consider the automaton $\mathcal{A}$ from Example 5.3.22. It is loop-connected, but the commutative degree of $\mathcal{A}$ is not finite as we have seen in Example 5.3.29.

Cyclic-Path-Connected Automata

To characterise automata with finite commutative degree, one reasonable attempt is to tighten the property of loop-connectedness. Instead of only for cycles, let us require every path in $\mathcal{A}$ that contains a cycle to be over a connected word and we will call such an automaton cyclic-path-connected.

Definition 5.3.41. An automaton $\mathcal{A}$ is cyclic-path-connected if for any path

$$p \overset{u}{\rightarrow} q \overset{v}{\rightarrow} q \overset{w}{\rightarrow} r$$

in which $u, w \in \Sigma^*$, and $v \in \Sigma^+$, the word $uvw$ is connected.

For example, consider the automaton $\mathcal{A}$ from Example 5.3.22. The automaton $\mathcal{A}$ is loop-connected but not cyclic-path-connected since the path

$$p_0 \overset{a}{\rightarrow} p_1 \overset{b}{\rightarrow} p_1$$
contains a cycle but the word \( ab \) is not connected.

We can lift Lemma 5.3.40 for a cyclic-path-connected automaton. Intuitively, if an automaton \( \mathcal{A} \) is loop-connected but not cyclic-path-connected then for any \( k \in \mathbb{N} \), we simply consider the word that is produced by a non-connected cyclic path that goes over a certain cycle \( k + 1 \) many times. Thus we either read \( u^{k + 1}w \) or \( wu^{k + 1} \) in which \( uv \) is not connected, but \( u \) is connected. By Lemma 5.3.38, the commutative degree of such a word is more than \( k \). Hence \( k \) is not the commutative degree of \( \mathcal{A} \).

**Theorem 5.3.42.** If the commutative degree of \( \mathcal{A} \) is finite then \( \mathcal{A} \) is cyclic-path-connected.

**Proof.** Let us show this again by contraposition. Suppose \( \mathcal{A} \) is not cyclic-path-connected. If \( \mathcal{A} \) is loop-connected then by Lemma 5.3.40, \( \mathcal{A} \) has an infinite commutative degree, and we have the desired result. Now suppose \( \mathcal{A} \) is loop-connected. By definition, there exists a cyclic-path

\[
p \xrightarrow{u} q \xrightarrow{v} q \xrightarrow{w} r
\]

in which \( u, w \in \Sigma^* \), and \( v \in \Sigma^+ \) in \( \mathcal{A} \), but \( uvw \) is not connected. Since \( \mathcal{A} \) is loop-connected, the word \( v \) is connected. Thus either \( uv \) or \( vw \) is not connected. In the first case, for every \( k \in \mathbb{N} \), consider the word \( uv^{k + 1} \) over the run

\[
p \xrightarrow{u} q \xrightarrow{v} q \ldots \xrightarrow{v} q.
\]

Since \( uv \) is connected and \( v \) is not, by the second part of Lemma 5.3.38, the commutative degree of such a word is at least \( k + 1 \). Hence for any \( k \in \mathbb{N} \), \( \text{Deg}(\mathcal{A}) > k \). We have \( \text{Deg}(\mathcal{A}) = \infty \). In the second case, we can also show similarly that \( \text{Deg}(\mathcal{A}) = \infty \) by considering the word \( v^{k + 1}w \) and the first part of Lemma 5.3.38. \( \Box \)

In contrast to Lemma 5.3.40, the converse of this theorem holds. However we need a more involved technique to show it. For the rest of this chapter, we will the converse of Theorem 5.3.42. We will show that if an automaton \( \mathcal{A} \) is cyclic-path-connected then whenever we visit a certain cycle over a word of length \( n, n \) many times, each two letters that are read before and after the repeated cycle do not commute with each other. Intuitively, the connected word produced by such a repeated cycle blocks other letters from commuting with each other. To show this formally we introduce the relation \( \text{Block} \).

**Relation Block**

Intuitively, the relation \( \text{Block} \) is defined for a given word \( w \) over some distributed alphabet \( \hat{\Sigma} \). It tells us the positions of letters of \( w \) that cannot commute with each other. Formally, let \( w \) be some finite word over \( \hat{\Sigma} \), \( (\Sigma, D) \) the corresponding distributed alphabet, and

\[
D_w = \{(i, j) \in \text{Pos}(w)^2 \mid (w(i), w(j)) \in D, \ i \leq j\}.
\]

The relation \( \text{Block}_w \) then is defined as the transitive closure of such a relation.

**Example 5.3.43.** Consider the word \( w = cdbca \) in which the dependency between the letters is given by the dependency graph \( G \) from Figure 5.2a. We have

\[
D_w = \{(1, 2), (1, 3), (1, 4), (2, 4), (3, 4), (3, 5)\}
\]

\[
D_w^2 = D_w \cup \{(1, 5)\}
\]

\[
D_w^* = D_w^2
\]

Hence \( \text{Block}_w = D_w^2 \).
Lemma 5.3.44. If \((i, j) \in \text{Block}_w\) then for all \(v \sim w\), \(\text{Corr}_{v,w}(i) \leq \text{Corr}_{v,w'}(j)\).

**Proof.** For the base case, let \((i, j) \in D_w\). Hence \((w(i), w(j)) \in D\). By Lemma 5.3.25, we have the desired result. For the inductive case, let \((i, j) \in D^n_w\) for some \(n \in \mathbb{N}\). Hence there exists \(k\), \(i < k \leq j\) such that \((i, k) \in D^{n-1}_w\) and \((k, j) \in D_w\). Since \((i, k) \in D^{n-1}_w\), by induction hypothesis, for any \(w' \sim w\),

\[
\text{Corr}_{w,w'}(i) \leq \text{Corr}_{w,w'}(k).
\] (5.6)

Moreover since \((k, j) \in D_w\), we have \((w(k), w(j)) \in D\). Again by Lemma 5.3.25, for any \(w'' \sim w\),

\[
\text{Corr}_{w,w''}(k) \leq \text{Corr}_{w,w''}(j).
\] (5.7)

Now let \(v\) be some arbitrary word such that \(v \sim w\). By (5.6), we have \(\text{Corr}_{w,v}(i) \leq \text{Corr}_{w,v}(k)\). By (5.7), we have \(\text{Corr}_{w,v}(k) \leq \text{Corr}_{w,v}(j)\). Hence \(\text{Corr}_{w,v}(i) \leq \text{Corr}_{w,v}(j)\). \(\Box\)

The set \(\text{Block}_w\) is also complete in the sense that if a pair \(i < j\) is not in \(\text{Block}_w\) then the letters at positions \(i\) and \(j\) can change their order. The reason is because by definition of \(\text{Block}_w\), any letter in between \(i\) and \(j\) is independent of the ones at position \(i\) and \(j\). Hence the letter at position \(i\) can commute \((j - i)\) many steps to the right.

**Lemma 5.3.45.** Let \(w \in \Sigma^*\) and \(j \in \text{Pos}(w)\).

- **If there exist** \(i < j\) such that \((i, j) \notin \text{Block}_w\) **then there exists** \(v \sim w\) **such that** \((j, j - 1) \in \text{Corr}_{w,v}\).

- **If there exist** \(i > j\) **such that** \((j, i) \notin \text{Block}_w\) **then there exists** \(v \sim w\) **such that** \((j, j + 1) \in \text{Corr}_{w,v}\).

**Proof.** We will show this for the first part. The second part can be shown similarly. First, without loss of generality, let us assume that \(i\) is the biggest of such a position. Hence for all \(i'\) where \(i < i' < j\),

\[
(i', j) \in \text{Block}_w.
\] (5.8)

This implies \((w(i), w(i')) \notin D\) for all \(i', i < i' \leq j\) since otherwise \((i, j) \in \text{Block}_w\) and contradicts our initial assumption. Thus we can apply Lemma 5.3.26 and obtain the desired result. \(\Box\)

We can lift this lemma to the case where we have several of such \(i\)'s. If there are positions \(i_1, \ldots, i_m < j\) and all of them are not in the block relation with \(j\) then the position \(j\) can commute \(m\) steps to the left, likewise if there are \(i_1, \ldots, i_m > j\) and all of them are not in the block relation with \(j\). The position \(j\) then can commute \(m\) steps to the right.

**Lemma 5.3.46.** Let \(w \in \Sigma^*\) and \(j \in \text{Pos}(w)\).
• If there are $m$ distinct positions $i_1, \ldots, i_m < j$ such that $(i_1, j), \ldots, (i_m, j) \notin \text{Block}_w$, then there exists $v \sim w$ such that $(j, j-m) \in \text{Corr}_{w,v}$.

• If there are $m$ distinct positions $i_1, \ldots, i_m > j$ such that $(j, i_1), \ldots, (j, i_m) \notin \text{Block}_w$, then there exists $v \sim w$ such that $(j, j+m) \in \text{Corr}_{w,v}$.

Proof. We will show this for the first part. The second one can be shown similarly. For the base case, let $m = 1$. By the first part of Lemma 5.3.45, we have the desired result. Now suppose $m > 1$. There exist $m$ distinct positions $i_1, \ldots, i_m < j$ such that $(i_1, j), \ldots, (i_m, j) \notin \text{Block}_w$. Without loss of generality, let us assume that $i_m$ is the largest of such positions. Hence for all $i', i_m < i' < j$, we have $(i', j) \in \text{Block}_w$. This implies $(w(i_m), w(i')) \notin D$ for all $i', i_m < i' \leq j$, since otherwise $(i_m, j) \notin \text{Block}_w$ and contradicts our assumption. By applying Lemma 5.3.26 we have a word $u \sim w$ where
\[
\text{Corr}_{w,u}(i) = \begin{cases} 
   j & \text{if } i = i_m, \\
   i - 1 & \text{if } i_m < i < j \\
   i & \text{otherwise.} 
\end{cases} \tag{5.9}
\]

Now in $u$, there are $(m - 1)$ many distinct positions $i_1, \ldots, i_{m-1} < j - 1$ and $(i_1, j - 1), \ldots, (i_{m-1}, j - 1) \notin \text{Block}_w$. By induction hypothesis, there exists $v \sim u$ such that $(j - 1, j - m) \in \text{Corr}_{v,u}$. Since by (5.9), $(j, j - 1) \in \text{Corr}_{w,u}$, we have $(j, j-m) \in \text{Corr}_{w,v}$. \hfill \Box

The block relation is indeed closely related to the commutative degree. By looking at how many positions $i$ there are such that $i < j$ and $(i, j) \notin \text{Block}_w$ we can determine how far the letter at position $j$ can commute to the left. The other direction also holds similarly. By looking at how many positions $i$ there are such that $i > j$ and $(j, i) \notin \text{Block}_w$, we can determine the maximal length of how far the letter at position $j$ can commute to the right. To show this formally, let us collect such positions $i$ in the following sets.

\[
\text{Block}_w^<(i) = \{ j < i \mid (j, i) \notin \text{Block}_w \} \tag{5.10}
\]
\[
\text{Block}_w^>(i) = \{ j > i \mid (i, j) \notin \text{Block}_w \} \tag{5.11}
\]

Intuitively, these two sets collect the positions that are not in the Block relation with $i$. The positive and negative signs are simply used to indicate whether it occurs before or after the position $i$. In the following, we show that the size of the sets in (5.10) and (5.11) indeed are the commutative degree of the letter at position $i$.

**Lemma 5.3.47.** Let $w$ be some finite word over $\hat{\Sigma}$. We have
\[
\text{Deg}^x_w(i) = |\text{Block}^x_w(i)|
\]
for all $x \in \{+, -\}$ and $i \in \text{Pos}(w)$.

Proof. We will show this for $b = -$. A similar argument can be used for $b = +$. Let $k_1 = \text{Deg}^+_w(i)$ and $k_2 = |\text{Block}^-_w(i)|$.

If $k_1 < k_2$ then $k_1 < |\text{Block}^-_w(i)|$. There are at least $k_1 + 1$ many distinct positions in $\text{Block}^-_w(i)$. By definition of $\text{Block}^-_w(i)$, there are distinct positions $i_1, \ldots, i_{k_1+1} < i$ in $w$ such that $(i_1, i), \ldots, (i_{k_1+1}, i) \notin \text{Block}_w$. By Lemma 5.3.46 there exists $w'$ such that $w' \sim w$ and $(i, i - (k_1 + 1)) \in \text{Corr}_{w,w'}$. This implies $\text{Deg}^-_w(i) > k_1$, which contradicts $\text{Deg}^-_w(i) = k_1$.\[\]
However if \( k_1 > k_2 \) then \( \text{Deg}_w(i) > k_2 \). By definition of \( \text{Deg}_w(i) \), there exist a word \( w' \) and a position \( i' \in \text{Pos}(w') \) such that \( w \sim w', (i, i') \in \text{Corr}_{w,w'} \), and \( i - i' > k_2 \). Consider the set of positions 
\[
S = \{ \ell < i \mid \text{Corr}_{w,w'}(\ell) > i' \}
\]
in \( w \). If \( |S| < i - i' \) then there are two distinct positions \( \ell_1, \ell_2 < i \) where \( \text{Corr}_{w,w}(\ell_1) = \text{Corr}_{w,w}(\ell_2) \). This is impossible by the definition of the correspondence relation since \( w \sim v \). Hence \( |S| > i - i' \) and thus \( |S| > k_2 \). Since there are only \( k_2 \) many positions in \( \text{Block}_w(i) \) and more than \( k_2 \) position in \( S \), there is at least one position that belongs to \( S \) but does not belong to \( \text{Block}_w(i) \). Let \( j \) be such a position. Hence \( (j, i) \in \text{Block}_w \). However, since \( j \in S \), \( \text{Corr}_{w,w'}(j) > \text{Corr}_{w,w}(i) \). This contradicts Lemma 5.3.44. Hence \( k_1 = k_2 \).  

By using this lemma, we can show that the commutative degree of \( \mathcal{A} \) is finite whenever there exists a constant \( d \in \mathbb{N} \) such that for every finite word \( w \) produced by \( \mathcal{A} \) and position \( i \in \text{Pos}(w) \), the size of \( \text{Block}_w(i) \) and \( \text{Block}_w(i) \) are bounded by \( d \). In the following, we will show such a constant \( d \) indeed exists if \( \mathcal{A} \) is cyclic-path-connected.

**Cyclic-Path-Connected \( \approx \) Finite Commutative Degree**

First we will show that if we have a cyclic-path-connected automaton and a word over some cyclic path i.e. a path that contains a cycle, each of the letters does not commute with at least one letter from the cycle. To illustrate this, consider the cyclic path
\[
p \xrightarrow{w_1} q \xrightarrow{u} q \xrightarrow{w_2} p'
\]
over \( w = w_1uw_2 \) in some cyclic-path-connected \( \mathcal{A} \). Hence the word \( u \) is over a cycle. If there is a letter in \( w_1, u, \) or \( w_2 \) that commutes with all other letters in \( u \) then \( \mathcal{A} \) is not cyclic-path-connected: if it is in \( u \) then \( u \) is not connected, if it is in \( w_1 = a_1 \ldots a_n \), suppose at position \( i \), then \( a_1 \ldots a_{i-1}u \) is not connected, and if it is in \( w_2 = b_1 \ldots b_m \), suppose at position \( j \), then \( ub_1 \ldots b_{j-1} \) is not connected.

**Lemma 5.3.48.** Let \( p \xrightarrow{w_1} q \xrightarrow{u} q \xrightarrow{w_2} r \) be a path in a cyclic-path-connected automaton \( \mathcal{A} \). Let \( P_1, P_2, P_3 \in \text{Pos}(w) \) where
\[
\begin{align*}
P_1 &= \{1, \ldots, |w_1|\}, \\
P_2 &= \{|w_1| + 1, \ldots, |w_1u|\}, \\
P_3 &= \{|w_1u| + 1, \ldots, |w_1uw_2|\}.
\end{align*}
\]
The following holds.

- For all \( i \in P_1 \), there exists \( j \in P_2 \) such that \( (i, j) \in \text{Block}_w \).
- For all \( j \in P_3 \), there exists \( i \in P_2 \) such that \( (i, j) \in \text{Block}_w \).

**Proof.** We will show the proof for the first part. The second one can be shown similarly. Let \( i \in P_1, P_1' = P_1 \setminus \{1, \ldots, i\}, n = |w_1|, w = w_1uw_2, \) and \( w' = w(i)w(i+1)\ldots w(n) \). Since \( w' \) is over a cyclic-path, \( w' \) is connected. There exists \( j \in P_1' \cup P_2 \) such that \( (w(i), w(j)) \in D \). If \( j \in P_2 \) then \( (i, j) \in \text{Block}_w \). If \( j \in P_1' \) then by induction hypothesis, there exists \( j' \in P_2 \) such that \( (j, j') \in \text{Block}_w \). Since \( (i, j) \in \text{Block}_w \), we have \( (i, j') \in \text{Block}_w \). \( \square \)
Let us call a path $r$ in some automaton $A$ a wall if for every path that is extended from $r$, the letters that are read before and after $r$ do not commute with each other.

**Definition 5.3.49.** A path $r = p_0 \xrightarrow{a_1} p_1 \xrightarrow{a_2} \ldots \xrightarrow{a_n} p_n$ over $w = a_1 \ldots a_n$ in $A$ is called a wall if for every path $r'$ extended from $r$, i.e.

$$r' = q \xrightarrow{w_1} p_0 \xrightarrow{a_1} \ldots \xrightarrow{a_n} p_n \xrightarrow{w_2} q'$$

over $v = w_1ww_2$, we have $(i, j) \in \text{Block}_v$ for all $i \in \{1, \ldots, |w_1|\}$ and $j \in \{|w_1| + 1, \ldots, |w_1ww_2|\}$.

**Example 5.3.50.** Consider the following automaton over $\hat{\Sigma} = \{a, b, c, d\}$.

![Automaton Diagram](image)

The corresponding dependency graph of $\hat{\Sigma}$ is $G : a - b - c - d$. If we consider the simple cycle $c = p_1 \xleftarrow{c} p_2 \xrightarrow{b} p_1$ then the path

$$p_0 \xrightarrow{a} p_1 \xleftarrow{c} p_2 \xrightarrow{b} p_1 \xrightarrow{d} p_3$$

is extended from $c$. It is over $w = acbd$. However since $(1, 4) \notin \text{Block}_v$, the cycle $c$ is not a wall.

On the other hand, the cycle

$$r = p_1 \xleftarrow{c} p_2 \xrightarrow{b} p_1 \xleftarrow{c} p_2 \xrightarrow{b} p_1$$

that goes through $c$ twice, is a wall. For every path that is extended from $r$, every pair of letters that are read before and after $r$ do not commute with each other. Consider the extended path $r'$ from $r$ which is over the word $v = acbcda$. The first and the last letter of $v$ do not commute with each other: we have $(1, 6) \in \text{Block}_v$ since $(1, 3), (3, 4), (4, 6) \notin D_v$.

Now let us denote with $C(A)$ the set of simple cycles in $A$. By simple cycle, we mean a path that does not visit the same state twice except the first and the last states. Formally,

$$C(A) = \{p_1 \xrightarrow{a_1} \ldots \xrightarrow{a_k} p_{k+1} \mid p_1 \neq \ldots \neq p_k \text{ and } p_1 = p_{k+1}\}.$$

For any automaton $A$ with $n$ states and $m$ simple cycles, if we have a path of length $n^2m$ then there exists a simple cycle that we have visited at least $n$ many times. This is a simple consequence from the fact that for every path of length $n$, there exists a state that has been visited at least twice.

**Proposition 5.3.51.** Let $A$ be an automaton, $n = |A|$, and $m = |C(A)|$. For every path $r$ in $A$ of length $n^2m$, there exists a simple cycle $c \in C(A)$ that is visited by $r$ at least $n$ many times.

**Proof.** Suppose $r$ is a path of length $n^2m$ in $A$. Hence there exists a state $q \in Q^A$ that is visited at least $nm + 1$ many times in $r$. In other words, the path $r$ visits at least $nm$ many cycles from $q$. Since every cycle is either simple or contains a simple cycle, the path $r$ also visits at least $nm$ many simple cycles. Since there are only $m$ many different simple cycles in $A$, there exists a simple cycle $c$ that is visited at least $n$ many times in $r$. \qed
Any path $r$ of length $|\mathcal{A}|^2 \cdot |C(\mathcal{A})|$ in some cyclic-path-connected automaton $\mathcal{A}$ is a wall. The main reason is because such a path visits a simple cycle, suppose over $u$, at least $n = |\mathcal{A}|$ many times. By Lemma 5.3.48, each letter that is read before $r$ does not commute with any letter from the first $u$ and each letter that is read after $r$ does not commute with any letter from the last $u$. The letters in the first and last $u$s, suppose at positions $i_1$ and $i_n$, however, do not commute with each other. This is because $u$ is connected. There are letters at positions $i_2, \ldots, i_{n-1}$, that occur in the second $u$, up to $(n-1)$-th $u$, such that the ones at positions $i_j$ and $i_{j+1}$ are dependent on each other for all $j \in \{1, \ldots, n-1\}$. We formally show this as follows.

**Lemma 5.3.52.** Let $\mathcal{A}$ be an NBA over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$. If $\mathcal{A}$ is cyclic-path-connected then every path of length $|\mathcal{A}|^2 \cdot |C(\mathcal{A})|$ is a wall.

**Proof.** Let $r$ be a path of length $|\mathcal{A}|^2 \cdot |C(\mathcal{A})|$ and $n = |\mathcal{A}|$. By Proposition 5.3.51, the path $r$ can be seen as

$$p \xrightarrow{v_0} q \xrightarrow{u} q \xrightarrow{v_2} q \xrightarrow{u} q \ldots \xrightarrow{v_{|A|}} r'$$

where $u$ is a word over a simple cycle from $q$. The word $u$ occurs at least $n$ many times in $r$. If we consider a path $r'$ that is extended from $r$ then $r'$ is over $w = w_1(v_0uv_1u \ldots v_n)w_2$ for some $w_1,w_2 \in \Sigma^*$. Let $i_0$ and $j_0$ be two positions that occur in $w_1$ and $w_2$ respectively, i.e. $i_0 \in \{1, \ldots, |w_1|\}$ and $j_0 \in \{|w_1(v_0uv_1 \ldots v_n)| + 1, \ldots, |w|\}$. For simplicity, let us call the word $u$ that occurs in between $v_0$ and $v_1$ the first $u$, the one in between $v_1$ and $v_2$ the second $u$, and so on. Moreover for any $k \in \{1, \ldots, n\}$, let $m_k$ be the starting position of the $k$-th $u$, i.e. $m_k = |w_1v_0uv_1 \ldots uv_{k-1}|$ and let $P_k$ be the set of positions of the $k$-th $u$, i.e. $P_k = \{m_k + 1, \ldots, m_k + |u|\}$. By the first part of Lemma 5.3.48, since we can see the path $r'$ as

$$p_1 \xrightarrow{w_1^{|v_0|}} q \xrightarrow{u} q \xrightarrow{v_1u \ldots v_nw_2} p_2,$$

every letter in $w_1$ does not commute with at least one letter in the first $u$: there is $i_1 \in P_1$ such that

$$(i_0, i_1) \in \text{Block}_u. \quad (5.12)$$

By the second part of Lemma 5.3.48, since we can also see the path $r'$ as

$$p_1 \xrightarrow{w_1^{|v_0|}v_1u \ldots v_n} q \xrightarrow{u} q \xrightarrow{v_nw_2} p_2,$$

every letter in $w_2$ does not commute with at least one letter in the $n$-th $u$: there is $j_1 \in P_n$ such that

$$(j_1, j_0) \in \text{Block}_u. \quad (5.13)$$

We will show that the letters in the firsts and the $n$-th $u$ do not commute with each other. First note that there is a path from $w(i_1)$ to $w(j_1)$ in the dependency graph $G_u$ since $w(i_1)$, $w(j_1) \in \Sigma_u$ and the word $u$ is connected. Moreover, there exists such a path of length less than $n$ since $|G_u| \leq n$. Note that $|G_u| \leq n$ because $u$ is a word over a simple cycle. Hence the length, as well as, the number of different letters of $u$ are less than $n$. Let us choose $i_2 \in P_2, i_3 \in P_3, \ldots, i_{n'} \in P_{n'}$, $n' \leq n$, i.e. the positions in the second $u$, the third $u$, etc., such that

$$w(i_1) \rightarrow w(i_2) \rightarrow w(i_3) \rightarrow \ldots \rightarrow w(i_{n'}) \rightarrow w(j_1)$$

is the shortest path from $w(i_1)$ to $w(j_1)$ in the dependency graph $G_u = (\Sigma_u, E_u)$. Since $u$ is connected, for all $a, b \in \Sigma_w$, $(a, b) \in E_u$ implies $(a, b) \in D$. Hence

$$(w(i_1), w(i_2)), \ldots, (w(i_{n'}), w(j_1)) \in D.$$
Since \( i_1 < i_2 < \ldots < i_n < j_1 \), we have \((i_1, i_2), (i_2, i_3), \ldots, (i_n, j_1) \in \text{Block}_w \). This implies \((i_1, j_1) \in \text{Block}_w \). By (5.12) and (5.13), \((i_0, j_0) \in \text{Block}_w \). Thus \( r \) is a wall. \( \Box \)

Hence if we have a cyclic-path-connected automaton \( \mathcal{A} \) and a word \( w \) produced by \( \mathcal{A} \), all letters in \( w \) do not commute with any letter that occurs in more than \(|\mathcal{A}|^2 \cdot |C(\mathcal{A})|\) positions away. In other words, each letter in \( w \) can only commute at most \(|\mathcal{A}|^2 \cdot |C(\mathcal{A})|\) positions to the left or right.

**Lemma 5.3.53.** Let \( \mathcal{A} \) be a cyclic-path-connected automaton over \( \hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n) \), \( p_1a_1p_2 \ldots a_kp_{k+1} \) is a finite run on \( \mathcal{A} \) over \( w = a_1 \ldots a_k \), and \( i \in \text{Pos}(w) \). We have

\[
\begin{align*}
|\text{Block}_w^+(i)| & \leq |\mathcal{A}|^2 \cdot |C(\mathcal{A})| \\
|\text{Block}_w^-(i)| & \leq |\mathcal{A}|^2 \cdot |C(\mathcal{A})|
\end{align*}
\]

**Proof.** Let \( n = |\mathcal{A}| \) and \( m = |C(\mathcal{A})| \). We will show this for the first part. The second part can be shown similarly.

First note that by definition, \( \text{Block}_w^+(i) \subseteq \{i + 1, \ldots, k\} \). Hence if \( k < i + n^2m + 1 \), there are at most \( k - i \) many positions in such a set. We have \(|\text{Block}_w^+(i)| \leq n^2 \cdot m \).

However, if \( k \geq i + n^2m + 1 \), by Lemma 5.3.52, the paths \( p_{i+1}a_{i+1} \ldots p_{i+n^2m+1} \) are walls in \( \mathcal{A} \). Hence \( (i, j) \in \text{Block}_w \) for all \( j > i + n^2m \). This implies \( |\text{Block}_w^+(i)| \leq |\{i + 1, \ldots, i + n^2m\}| \). Thus, we also have \(|\text{Block}_w^+(i)| \leq n^2 \cdot m \). \( \Box \)

Together with Lemma 5.3.47, this lemma shows that for any cyclic-path-connected automaton \( \mathcal{A} \), the commutative degree of \( \mathcal{A} \) is finite. Hence the reverse direction of Theorem 5.3.42 also holds. Cyclic-path-connectedness syntactically characterises the automata with finite commutative degree.

**Corollary 5.3.54.** \( \mathcal{A} \) is cyclic-path-connected iff the commutative degree of \( \mathcal{A} \) is finite.

**Proof.** The right-to-left direction holds by Theorem 5.3.42. For the other direction, suppose \( \mathcal{A} \) is cyclic-path-connected. Let \( d = |\mathcal{A}|^2 \cdot |C(\mathcal{A})| \). Moreover let \( r = p_1a_1 \ldots a_kp_{k+1} \) be some arbitrary finite run in \( \mathcal{A} \) over \( w = a_1 \ldots a_k \) and \( i \in \text{Pos}(w) \). By Lemma 5.3.53

\[ |\text{Block}_w^+(i)| \leq d \]

for all \( b \in \{+, -\} \). By Lemma 5.3.47, we have \( \text{Deg}_w^+(i), \text{Deg}_w^-(i) \leq d \). Since we consider a word \( w \) over some arbitrary run in \( \mathcal{A} \) and position \( i \) of \( w \), this holds for all word \( w \) produced by \( \mathcal{A} \) and position \( i \) of \( w \). Hence by definition, \( \text{Deg}(\mathcal{A}) \leq d \). \( \Box \)

By using this corollary, the characterisation of buffered simulation with bounded buffers in Theorem 5.3.33 can be revised as follows.

**Corollary 5.3.55.** For any two NBA \( \mathcal{A}, \mathcal{B} \) in which \( \mathcal{A} \) is cyclic-path-connected and \( \mathcal{B} \) is complete, \( \mathcal{A} \cong ^k_{k-1} \mathcal{B} \) for some \( k \in \mathbb{N} \) iff there exists a Lipschitz continuous trace-preserving function \( f : \text{AccRun}(\mathcal{A}) \rightarrow \text{AccRun}(\mathcal{B}) \).
5.4 Summary

We have shown that for any two NBA $A, B$ over $\Sigma$, buffered simulation with one bounded buffer can be used to approximate language inclusion $L(A) \subseteq L(B)$ incrementally. We check whether buffered simulation $A \sqsubseteq^k B$ holds by starting from $k = 0$ and gradually increasing the parameter $k$. Language inclusion then holds if $A \sqsubseteq^k B$ holds for some $k \in \mathbb{N}$.

A similar approach also holds for approximating trace closure inclusion $[L(A)] \subseteq [L(B)]$. Given two NBA $A, B$ over $\hat{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$, we check whether buffered simulation $A \sqsubseteq^\kappa B$ holds by starting from $\kappa = (0, \ldots, 0)$ and gradually increasing the capacity vector $\kappa$. Trace closure inclusion then holds if $A \sqsubseteq^\kappa B$ holds for some $\kappa \in \mathbb{N}^n$.

The characterisation of buffered simulation is summarised in Figure 5.3. First we have shown that the inclusion $L(A) \subseteq [L(B)]$, and equivalently $[L(A)] \subseteq [L(B)]$, can be characterised by the existence of a trace-preserving function $f : \text{AccRun}(A) \rightarrow \text{AccRun}(B)$. We can lift this characterisation for buffered simulation $A \sqsubseteq^\omega \cdots \omega B$ by considering the existence of such a trace-preserving function $f$ that is also continuous. Furthermore, in the case where $A$ is cyclic-path-connected and $B$ is complete, we can lift the characterisation for buffered simulation with bounded buffers, i.e. $A \sqsubseteq^{k \cdots k} B$ for some $k \in \mathbb{N}$, by considering the existence of such a trace-preserving function $f$ that is not only continuous but also Lipschitz continuous.
Chapter 6

Conclusion

We have studied buffered simulation, an extension of the standard fair simulation between two Büchi automata where Duplicator is allowed to store the letters that are read by Spoiler to the buffers before she executes them in her structure. The possibility to use buffers allows Duplicator to have a preview of Spoiler’s moves. She can mimic Spoiler’s run more accurately than in the standard fair simulation.

Buffered simulation with one buffer approximates language inclusion better than standard simulation. We can even use it to incrementally approximate language inclusion. In the case where multiple buffers are involved, buffered simulation approximates trace closure inclusion, a more general problem than language inclusion which models the verification problem of concurrent systems. We can also use buffered simulation with multiple buffers to incrementally approximate trace closure inclusion.

The computational complexity of solving buffered simulation varies depending on the number of the buffers and their sizes. It ranges from PTIME, in the case where all buffers are bounded, to somewhere between $\exists \Sigma_1$ and $\Delta_2^1$ in the analytical hierarchy, in the case where some buffers are unbounded. There are also some special cases of buffered simulation in which the complexities are complete for the classes EXPTIME and PSPACE. This wide span of complexity classes can be seen as an indication of the richness of the framework.

We justify the framework of buffered simulation theoretically by showing a characterisation with the notion of continuity from topology. Buffered simulation in general can be characterised by the existence of a continuous function that witnesses trace closure or language inclusion. This characterisation then allows us to classify pairs of automata in which their language or trace closure inclusion can be shown with buffered simulation. The characterisation can even be refined for the case where all buffers are bounded by considering the existence of such a function that is also Lipschitz continuous. The refined characterisation, however, only holds for some restricted class of automata namely the cyclic-path-connected automata.

In the following, we list some open problems regarding buffered simulation.

**Buffered Simulation on Other $\omega$-Regular Automata.** In this work, we only have considered buffered simulation between two Büchi automata. One possible further work is to consider buffered simulation on other $\omega$-regular automata such as generalised Büchi, parity, Rabin, Street, or Muller automata. One may get tempted to solve such a simulation by first translating the automata to Büchi automata by using a standard translation such as the one in [GTW02]. For example, consider a parity automaton $A$ with priorities
Figure 6.1: Translation of parity automata $A, B$ to Büchi automata.

We then obtain a Büchi automaton $A'$ from $A$ by adding $m$ copies of $A$: $A_0, A_2, \ldots, A_m$ where from the original part of $A$, we can choose non-deterministically to continue to either $A_0, A_2, \ldots, A_m$. Each automaton $A_i$ consists of states with priority at most $i$. Moreover in $A_i$, the states with priority $i$ are considered to be accepting. Now consider the simulation problem on these translated automata. It turns out that such a translation is not faithful, even with respect to fair simulation. To exemplify this, consider the pair of parity automata $A$ (left) and $B$ (right) as follows.

Both of the automata are universal. They accept all infinite words over $a$ and $b$. Consider their translations to Büchi automata $A', B'$ that are given in Figure 6.1. In this case, if we consider the fair simulation game between $A', B'$ then Duplicator wins. She simply stays and moves accordingly in $B$ if Spoiler stays in $A$. She moves to $B_0$ or $B_2$ only if Spoiler moves to $A_0$ or $A_2$, respectively. Duplicator, however, loses the standard fair simulation game in the original automata $A, B$. This is because at one point she has to reveal the even priority that she will see infinitely often. If Duplicator chooses 2 then Spoiler can continue by reading $b^\omega$ and if Duplicator chooses 0 then Spoiler can continue by reading $a^\omega$. Hence Duplicator loses for not producing an accepting run. This shows that the translation, even though it preserves the language, does not preserve non-simulation.

Hence we first need to find a faithful translation to Büchi automata that also preserves simulation. Alternatively, we can also try to solve simulation between various $\omega$-regular automata directly without translating them first to Büchi automata.
**Practical Implementation of Buffered Simulation.** In Chapter 5 we have seen that bounded buffered simulation can be used to approximate language and trace closure inclusion incrementally. The incremental algorithm basically starts with some small vector capacity $\kappa \in \mathbb{N}^+$ and then checks buffered simulation successively by increasing $\kappa$. For each buffered simulation with a fixed capacity $\kappa \in \mathbb{N}^+$, we can reduce it to a parity game with three priorities.

It is then interesting to see how this works in practice. One possible further work is to implement the incremental algorithm by using some parity game solver as a back-end. For example, we can use PGsolver [FL09] or Oink [vD18] that already implement various algorithms for solving parity games. We then compare the implementation of buffered simulation with other approximation methods such as the incremental algorithm induced by the multi-pebble simulation or the flushing variants. We might also compare them with some complete approximation methods such as the ones that are based on complementation [SVW87], rank-based method [FKWV13, Sch09], or Ramsey based method [ACC+11, ACC+10, FV10].

**An Upper Bound for Incremental Approximation.** Recall that the incremental approximation for language and trace closure inclusion given in Chapter 5 might not terminate. If we consider two NBA $A, B$ over $\tilde{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ where for any $\kappa \in \mathbb{N}^n$, $A \not\preceq^{\kappa} B$, then the algorithm runs forever. Unlike the incremental approximation induced by multi-pebble simulation, we do not have an upper bound $\kappa_0 \in \mathbb{N}^n$ that tells us to stop increasing the capacity vector $\kappa$.

It is then interesting to know whether such a bound exists, i.e. whether there is $\kappa_0 \in \mathbb{N}^n$ such that if $A \not\preceq^{\kappa_0} B$ then $A \not\preceq^{\kappa} B$ for all $\kappa > \kappa_0$. Having such an upper bound $\kappa_0$ will give us a terminating incremental approximation since increasing $\kappa$ further will not make the approximation for language or trace closure inclusion any better. We can stop the algorithm when $\kappa$ reaches $\kappa_0$.

**Undecidability of $\preceq^{\omega}_{\text{Flush}}$.** In this work, we have shown that deciding buffered simulation for the general case is highly undecidable. Given two NBA $A, B$ over $\tilde{\Sigma} = (\Sigma_1, \ldots, \Sigma_n)$ and a vector capacity $\kappa \in (\mathbb{N} \cup \{\omega\})^n$, the problem of deciding $A \preceq^{\kappa} B$ is highly undecidable. One possible further work is to consider its flushing variant. Intuitively, solving the flushing variant of buffered simulation should be easier than the general case since Duplicator’s moves are more restricted. She is required to empty the entire buffer every time she decides to move. In the case of one buffer, the flushing variant has a slightly better complexity. Deciding $A \preceq^{\omega} B$ and $A \preceq^{\omega}_{\text{Flush}} B$ are respectively EXPTIME and PSPACE-complete.

It is reasonable to ask whether this also holds in the general case, whether deciding the flushing variant $A \preceq^{\omega}_{\text{Flush}} B$ is easier than deciding $A \preceq^{\kappa} B$. In Section 4.4, we have shown that deciding $A \preceq^{\kappa} B$ is highly undecidable by a reduction from the recurrent octant tiling problem. However, we cannot use the same technique for the flushing variant since the reduction heavily relies on Duplicator’s ability to constantly keep some content in the buffer, namely the tiling of the last row. Hence it would also be interesting to see whether deciding the flushing variant $A \preceq^{\kappa}_{\text{Flush}} B$ is still decidable or "less" undecidable than the general case.

**Buffered Simulation on Non-$\omega$-Regular Automata.** Besides considering buffered simulation between automata that recognise regular languages, we can also consider buffered
simulation between two automata that recognise non-regular languages such as pushdown automata or visibly pushdown automata. Pushdown automata are automata with a stack [HU67, HMU06]. They recognise the class of context-free languages. Visibly pushdown automata on the other hand are more restricted [AM04, AM09]. They are pushdown automata in which we cannot push and pop the stack with the same input letter. They recognise the class of visibly context-free languages which is strictly included in the context-free languages. Deciding language inclusion between pushdown automata over finite words is known to be undecidable and the one between visibly pushdown automata is EXPTIME-complete [Löd14, AM04].

Similarly to the case of regular languages, we can also consider pushdown and visibly pushdown automata for infinite words. The complexity result of deciding language inclusion in the finite case can be lifted to the infinite case. Deciding language inclusion between pushdown automata over infinite words is undecidable and the one between visibly pushdown automata is EXPTIME-complete [AM04]. Moreover, solving the standard fair simulation between pushdown automata as well as visibly pushdown automata over infinite words is also EXPTIME-complete [KM02, Sr606].

Now if we consider buffered simulation with a single bounded buffer between two visibly pushdown automata over infinite words, it is not hard to see that the problem is also decidable in EXPTIME. We can reduce it to a parity game on a pushdown system. We model the stacks that are produced by Spoiler and Duplicator, whose heights differ by at most $k + 1$, as one stack. The EXPTIME-hardness then follows from the standard fair simulation between visibly pushdown automata.

Nevertheless, if we consider an unbounded buffer, it is not obvious anymore whether buffered simulation between visibly pushdown automata is still decidable. The height difference between Spoiler’s and Duplicator’s stacks is unbounded. Note that in the case of pushdown automata, buffered simulation with an unbounded buffer is undecidable. This is because simulation with an unbounded buffer captures language inclusion for finite words. Duplicator simply can wait until Spoiler produces a word in its full length before she moves. Since language inclusion between two pushdown automata for finite words is undecidable, buffered simulation with an unbounded buffer between pushdown automata for infinite words is also undecidable. However this might not be the case for visibly pushdown automata. Deciding language inclusion between two visibly pushdown automata for finite words is still decidable. Thus deciding simulation with an unbounded buffer between two visibly pushdown automata over infinite words might be still decidable. We first can ask whether the technique using the lasso game as in Section 4.3 can be extended to the case of visibly pushdown automata.

**Application of Cyclic-Path-Connected Property.** In Section 5.3, we have seen a restricted class of automata, namely cyclic-path-connected automata. If an automaton is cyclic-path-connected then there exists a bound $k \in \mathbb{N}$ such that for every word over a finite run, each of its letters does not commute more than $k$ steps. This property might have an application in some other area than buffered simulation. For example, it might be useful in the area of Message Sequence Graphs (MSG) that is used to model the specification of communication between a system and its environment by means of message interchange [GR93, DH99]. In [MP99], it is shown that by restricting an MSG to be loop-connected, two undecidable problems concerning the correctness and consistency become decidable, namely in EXPSPACE. The reason is because a loop-connected MSG only allows local synchronisation instead of global synchronisation. Now if we consider a more
restricted property such as cyclic-path-connected then a cyclic-path-connected MSG intuitively only allows bounded local synchronisation. Thus one reasonable question is to ask whether by restricting the MSG to be cyclic-path-connected, this would give us a better complexity than EXPSPACE for such problems concerning correctness and consistency.
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