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## Zusammenfassung

Bipartite Graphen ermöglichen die Modellierung von Beziehungen zwischen zwei Arten von Entitäten als Daten. Datensätze in dieser Form kommen in vielen Bereichen vor, beispielsweise in sozialen Netzwerken, in der Biologie oder auch in der Wirtschaft. Dies macht die Analyse von bipartiten Graphen, häufig zu einer Notwendigkeit. Die formale Begriffsanalyse ist ein Forschungsgebiet, welches die Analyse solcher bipartiten Graphen ermöglicht, indem die Daten in sogenannten Begriffen gruppiert werden. Diese Begriffe werden dann in der Form eines Verbandes geordnet.

In der vorliegenden Arbeit verfolgen wir mehrere Ansätze für die Entdeckung, Erklärung und Visualisierung von strukturellem Wissen in bipartiten Graphen. Dabei untersuchen wir Wissen, welches in der Form von leicht erklärbaren Teilstrukturen in bipartiten Datensätzen vorkommt und beantworten die Frage, wie einige dieser Substrukturen entdeckt werden können. Diese Teilstrukturen erlauben es einem Menschen, einen Einblick in die Informationen zu bekommen, welche den Daten zugrunde liegen. Zu diesem Zweck betrachten wir verschiedene Substrukturen wie Kontranominalskalen und ordinale Faktoren und erforschen Algorithmen, um diese zu berechnen. Darüber hinaus befassen wir uns mit dem Visualisierungsproblem, welches der formalen Begriffsanalyse inhärent ist. In der formalen Begriffsanalyse ist das primäre Werkzeug zur Visualisierung von Wissen eine Hierarchie von Begriffen, welche, obwohl sie eindeutig definiert ist, durch viele verschiedene Zeichnungen dargestellt werden kann. Diese Diagramme enthalten zwar dieselben Informationen, sind aber zu einem unterschiedlichen

Maße lesbar. Wir stellen zwei Methoden zur Berechnung von menschenlesbaren Zeichnungen vor. Während die erste der beiden Techniken vom Forschungsgebiet des automatischen Graphenzeichnens inspiriert ist, hängt die zweite mit den von uns zuvor durchgeführten strukturellen Untersuchungen zusammen. Schließlich versuchen wir, die Frage zu beantworten, ob es möglich ist, formale Begriffe so in niedrigdimensionale Vektorräume einzubetten, dass die sich daraus ergebenden Einbettungen für Aufgaben der formalen Begriffsanalyse verwendet werden können. Dazu stellen wir einen Ansatz für das Lernen des Hüllenoperators der formalen Begriffsanalyse vor. Wir benutzen dafür eine neuronale Netzwerkarchitektur, welche durch den word2vec-Ansatz, einem Verfahren aus der natürlichen Sprachverarbeitung, inspiriert ist. Wir demonstrieren das Potenzial, indem wir begriffliche Strukturen in den berechneten Einbettungen wiederzuentdecken.

## Abstract

Bipartite graphs are an important model for the representation and analysis of relationships between two different types of entities. Datasets in this form are commonly found in many fields, such as social networks, biology, and economics. Formal concept analysis is a research approach that allows for the analysis of such bipartite graphs by clustering the data into so-called concepts and ordering those in a lattice structure.

In this thesis we propose multiple approaches for the extraction and visualization of structural knowledge from bipartite graphs. To this end, knowledge is presented as easily explainable substructures that appear in the dataset. We address the question, how to extract some of these substructures which provide insight into the information underlying the data. For this purpose, we consider several substructures such as contranominal scales and ordinal scales and provide algorithms on how to discover them. Furthermore, we tackle the visualization problem that is inherent to formal concept analysis. In formal concept analysis, the primary tool to visualize knowledge is the hierarchy of concepts which, even though it is unambiguously defined, can be represented by many different diagrams that entail the same information but are to a different degree readable. We provide two ways to compute human-readable drawings, one of them is inspired by techniques from graph drawing and the other is heavily related to the structural investigations that we performed before. Finally, we investigate the question, whether it is possible to embed formal concepts into a low-dimensional vector space to enhance tasks in
formal concept analysis. Thereby, we present an algorithm for embedding formal concepts by learning the closure operator using a neural network architecture. This is inspired from the word2vec approach which was developed in the field of natural language processing. We demonstrate its potential in that regard as we are able to rediscover conceptual features in the computed embeddings.
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## Part I

## Motivation and Foundations

## CHAPTER 1

## Introduction

Bipartite graphs provide a solid mathematical model for the representation of relationships between two groups of entities. In this section, we introduce challenges that emerge when extracting knowledge from such graphs and how we address them in this doctoral thesis. Thereby, we motivate the importance of knowledge discovery in data and the development of explainable methods as a whole. The main approach that we follow in this thesis to address this problem is the extraction of understandable substructures entailed in the datasets. Such patterns allow analysts to understand connections that are intrinsic to the dataset. Additionally, we use these patterns to generate readable order diagrams which allow the use of order as a structural paradigm for the investigation of complex hierarchical structures. In this thesis, we thus provide tools that support the understanding of relationships inherent to the data that can be used to perform informed decision-making.

### 1.1 Explaining and Visualizing Structural Knowledge in Bipartite Graphs

This thesis is located in the realm of formal concept analysis which is a subfield of mathematical data analysis. In data analysis, information is extracted from structured or unstructured data. Formal concept analysis which is a theory for structuring concepts in concept hierarchies can be used as a tool to discover knowledge, i.e., information that is useful and understandable in data that is modeled as bipartite graphs. In this thesis we contribute to the toolkit of formal concept analysis. To do so, we follow multiple research questions which can be condensed to one guiding research question:

How can the discovery of substructures in relational data enable humans to understand connections in the dataset?
This first problem that we work on is directly induced by the guiding question, as we cannot evaluate the usefulness of a substructure that we cannot compute. Thus, the following issue is of high relevance.
(1) How can we efficiently discover relevant substructures?

To this end, we are interested in discovering bipartite graphs in (non-bipartite) graphs, identifying contranominal scales in formal contexts, and discovering ordinal factors in formal contexts. The problem to discover bipartite graphs in graph data is re-appearing throughout this thesis as a supporting tool for the other problems and thus poses the following question.
(1.1) How can we discover bipartite graphs in non-bipartite graphs?

The second question in this regard is discovering contranominal scales, which are parts of a bipartite graph dataset that disproportionately contribute to the number of concepts, i.e., hierarchical elements in formal concept analysis, while providing little-to-none implicational knowledge.
(1.2) How can we discover contranominal scales in bipartite graphs?

Finally, we examine ordinal factors which are a valuable tool to examine relationships between different attributes.
(1.3) How can we discover ordinal factors in bipartite graphs?

We approach these three questions in the first part of the thesis. Each research question thereby corresponds to one of Chapters 3 to 5 respectively.

Order is the primary structure paradigm in formal concept analysis and order diagrams are the primary tool that allow humans to understand the relationships within an ordered set. While order is a well-defined concept in mathematics and the visualization technique of order diagrams is well-established, generating
readable order diagrams remains an unsolved problem - there are no automatic techniques that come close to what an experienced human can create. This induces our next research question.
(2) How can we automatically generate human-readable diagrams of ordered sets?

Two approaches come natural in this regard. As the order diagram problem can be seen as a special case of the graph drawing problem, we can tailor methods from this research realm to order diagram drawing.

## (2.1) How can we adapt graph drawing techniques to order diagram drawing?

The second approach to address this question is to leverage information encapsulated in the data for a more structurally motivated algorithm following the next question.
(2.2) How can we make use of structural properties of ordered sets to draw order diagrams?
We address these two questions in Chapters 6 and 7.
There is a recent trend to employ vector space embeddings for all kinds of structural investigations, as those can be examined with the rich toolkit of linear algebra. We are interested, how algorithms in formal concept analysis could profit from such vector space embeddings. The question that poses itself in this regard thus links such embeddings to structural knowledge in the dataset.
(3) How can we leverage vector space embeddings of bipartite graphs to support knowledge discovery in formal concept analysis?
We examine how an embedding approach using an architecture inspired by word 2 vec to embed the concepts into a vector space can help to achieve this in Chapter 8.

### 1.2 General Placement in Computer Science

In this section, we embed our research in the broader field of computer science by motivating some surrounding concepts. We strive to discover explainable structural knowledge from data sources which have the form of bipartite graphs. The first question that poses itself in this regard is, what we refer to when we talk about the notions of knowledge and explainability. We are going to introduce those in the following section. Subsequently, we will motivate why bipartite graphs provide an interesting structural basis, and why this thesis focuses on this data model. As this thesis is located in the realm of formal concept analysis,
a theory whose main tool is a hierarchy of concepts, we are going to introduce the importance of order theory as a whole, and then we embed formal concept analysis into this context. Many of the algorithms and structures that emerge in formal concept analysis are of exponential nature. This results into several computational hurdles that we encounter in this thesis. We embed those into the context of computational complexity in this last part of this section, as many of the research questions formulated above entail NP-complete problems.

### 1.2.1 Knowledge and Explainability

One possible definition for knowledge discovery is due to Fayyad et al. [47].
"Knowledge discovery in databases is the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data."
In this definition Fayyad et al. determine four defining adjectives for the requested patters. Knowledge should be valid, i.e., the structure that we extract from the data should not contain false information, and it should be novel what implies that we are interested in information that is not directly apparent. Furthermore, it has to be useful and understandable. These two points determine that an analyst should be able to gain insight into the extracted structures, which is in contrast to many of the recent advances in data analysis. Especially neural networks notoriously struggle from a blackbox-character, i.e., they only present the generated information and do not explain how they arrived at the predictions, making it hardly possible for a human to understand the generated results. However, sensitive applications such as healthcare, finance, or justice necessitate trust in the results which makes explainability a prerequisite of utmost importance.

In this thesis we extract understandable and explainable structures, such as linear orders from the data when we approach the three subquestions of (1). Furthermore, the diagram-drawing algorithms that we introduce in relation to the question (2), allow a human reader to explore an order which entails the knowledge from the dataset. Even the vector space embedding which we propose when we consider question (3) can contribute to human understandability by being in low (in our case three) dimensions and allowing for the visualization of related concepts.

### 1.2.2 Bipartite Graphs

The research realm of graph theory was founded by Leonhard Euler in 1736 [46] when he solved the famous Seven Bridges of Königsberg problem. The question


Figure 1.1: A map [111] of the historical Königsberg with the seven bridges. Euler proved that there is no tour that crosses each bridge exactly once and thereby started the research area of graph theory.
he considered was if it was possible to find a tour which crossed every bridge of historic Königsberg (compare to Figure 1.1) exactly once. He also asked whether one could return to the starting point without using a bridge twice. In this, Euler made the observation that the exact geometrical position of the bridges is not necessary to solve the problem. It is only important which parts of land they connect. One can argue that, when Euler showed that such a tour was not possible, he did not only introduce graph theory but was also the first person to extract knowledge from modeling a problem through a graph. Still, graph theory was after its introduction mainly used as a tool in the field of mathematics where it supported other areas such as topology and geometry, and provided ways to solve problems related to these fields. However, with the advent of computers in the mid-20th century, graph theory started to be applied to new emerging problems. Many of the data structures that modern computer science is built on are grounded in the area of graph theory. Furthermore, many algorithms that computer systems use such as routing algorithms are by the nature of the underlying data graph algorithms. Additionally, a large part of the recent advances in data analysis, machine learning, and artificial intelligence are due to the application of graphs.

Bipartite graphs are special graphs that can be used to model relationships between two different types of entities, such as people and events they attend, or actors that play in movies. They are commonly applied in data analysis and problem solving such as matching problems where a bipartite graph models the compatibility of entities between two sets and a valid assignment has to be found. Another research area that builds on bipartite graphs are recommender systems where recommended items for individual users are computed based on the bipartite graph of items which the user previously liked. Finally, the research realm of
formal concept analysis, in which this thesis is to be located, makes use of bipartite graphs as its data source for knowledge discovery.

### 1.2.3 Order as a Structure Paradigm

Coombs [22] distinguishes two relations in which a pair of data points can stand to each other, namely proximity and order. The notion of proximity allows measuring whether two points are close, i.e., their distance is below a certain threshold, or far. Order on the other hand, which is of higher importance for this thesis, refers to a hierarchical relation between the data points. Usually, when we refer to order in an informal way, we assume that every pair of elements is comparable. In other words, we assume that either one element is "greater" than the other, or they are "equal". However, in reality, we often encounter situations where not every pair of elements can be directly compared. An example for such a situation is a triathlon, where one athlete might be faster in swimming but slower in cycling than the other one. In this case, there is no emergent way to define the better athlete. Thus, the investigation of elements that are only partially ordered by a relation is of interest. This means that, for some pairs of elements, we can say that one is "greater" than the other, but for other pairs, there is no defined ordering. To make the two notions better distinguishable, we refer to the case where every pair of elements is comparable as a linear (or total) order.

### 1.2.4 Formal Concept Analysis

In this thesis, a special kind of ordered sets, so-called lattices, are of special interest. They are a key mathematical structure that underlie many algorithms in knowledge discovery, and they provide the structural basis for formal concept analysis (FCA). FCA is a mathematical theory that was founded by the mathematician Rudolf Wille in 1982 [113] as a theory for concepts and concept hierarchies based on lattice theory. It uses datasets consisting of objects and attributes together with an incidence relation that can be modeled as bipartite graphs as its data source. Subsets of the objects that share the same attributes in their incidence are clustered into so-called formal concepts which then constitute the order structure of a lattice. This lattice allows for the representation of the relationships between the objects and their attributes, and organize the data in a meaningful way. Object concepts are placed below attribute concepts, if and only if the object is incident to an attribute. Furthermore, so-called implications, i.e., relationships between the attributes, are represented in this concept lattice. Thus, formal concept analysis
provides a way to extract relationships in data that may not be immediately apparent otherwise. The hierarchy of the concepts can be visualized for a human which allows for the analysis of complex data sets and the explanation of the inferred knowledge in a consistent and logical way.

### 1.2.5 Computational Obstacles

The computational complexity of a problem is a measure for the amount of resources, such as time and space that are required to solve it. It is a tool to identify the limits for solving a problem and is of high relevance and therefore has to be investigated. Understanding the limitations that are imposed through this complexity allows for the design of optimized algorithms and data structures.

The class of computational problems that is known as NP comprises all problems for which it is possible to verify a single solution efficiently. Efficiently in this context refers to polynomial time with respect to the size of the input. If not only a solution can be verified but also computed in efficient time, an algorithm is said to be in the problem class P. Surprisingly, it is still an open question, whether there are problems that are in NP but not in P. This is arguably the most important open problem in computer science whether the computational classes P and NP are equal. If this were the case, it would have profound implications on a wide range of fields. For example, most currently-used cryptographic methods could be easily broken. On the other hand, if $P \neq N P$, it would mean that the hardest problems in NP, the NP-complete problems, cannot be solved in polynomial time. In this case, the search for algorithms for NP-complete problems within the limits of this class becomes an even more important area, as those problems appear naturally in many contexts. The search for efficient algorithms for NP-complete problems is motivated by the quest to understand the limits of computation and the inherent difficulty of certain problems. Even if it might not be possible to solve NP-complete problems quickly, understanding the complexity of these problems and developing efficient algorithms or heuristics provides valuable insights into their nature.

In this thesis, we deal with the NP-complete problem on induced bipartite subgraphs in Chapter 3 when we approach question (1.1). To this end, we develop three heuristics that compute solutions for a weaker version of the problem. Similarly, in Chapter 4 we deal with the NP-complete problem of computing induced contranominal scales which can appear as subcontext of a formal context. In this chapter, we propose an exact algorithm which is coupled with several speed-up
techniques. The problems that we consider in Chapter 5 can be linked to three distinct problems which are all NP-complete, as ordinal factorizations are closely related NP-complete order dimension problems. The same problems reappear in Chapter 7 as these two chapters share underlying theory.

### 1.3 Structure of this Thesis

The remainder of the current introductory part of this thesis introduces the mathematical principles and notations required for the rest of this work. After that, this thesis is divided into four parts, the first three of which deal with the research conducted.

In Part II, we approach the questions which relate to research question (1). In particular, for research question (1.1) we propose algorithms for the discovery of bipartite graphs in (non-bipartite) graphs in Chapter 3. To this end, we propose an exact solution of the global version of the problem leveraging fast SAT-solving algorithms and present three heuristics for a local version of the problem with different time to performance trade-offs. Then we propose an algorithm for the discovery of contranominal scales in Chapter 4 to address question (1.2). We equip this algorithm with several speed-up techniques. Finally, in Chapter 5, we propose two directions to compute ordinal factorizations with respect to research question (1.3). Thereby, we fill in the gap how to compute large ordinal two-factorizations for a given formal context and propose an algorithm to compute complete greedy factorizations.

Then in Part III, we approach the questions related to research question (2). To this end, considering question (2.1), we propose a force directed layout in Chapter 6. This is a visualization approach that uses physical principles such as attraction and repulsion, For research question (2.2), we propose an approach in Chapter 7 to compute visualizations based on the dimensional structure encapsulated into the data. Thereby, we make use of a bipartite subgraph that we compute using the techniques developed prior in this thesis.

Finally, in Part IV, we address question (3) and show some first promising results for the application of our vector space embeddings. We propose an embedding approach using an architecture that is inspired by word2vec to embed formal concepts into a vector space in Chapter 8. Using this embedding, we demonstrate that we are able to rediscover structural properties that stem from the conceptual structure. This allows us to analyze the relationships between different concepts
in a more comprehensive and detailed manner. We are hopeful that, in the future, those approaches can support algorithms in formal concept analysis.

We conclude this thesis in Part V, where we summarize the results and give an outlook on potential follow-up research that can be conducted building on the work of this thesis.

## CHAPTER 2

## Mathematical Foundations

This thesis presents methods for data analysis and knowledge discovery which are rooted in mathematics. Here, especially the realm of graph theory is of special importance as it is used to model network structures. Graphs are also the foundation for the theory of formal concept analysis, a research area that investigates data in the form of bipartite graphs. This is a method that structures the data of a bipartite graph in an order structure called lattice. Order is a reoccurring notion that allows to compare individual entities or determine for entity pairs that they are incomparable. This thesis is founded in the area of graph theory, order theory, and formal concept analysis. We thus provide the required reoccurring mathematical terms for all three fields in this chapter. We restrict our repetition to the notions relevant for this work, the following recap should therefore not be considered complete.

### 2.1 Graph Theory

We keep the notations and notions in graph theory consistent to the ones in the standard book [25] written by Diestel. A commonly used shorthand notation for some $n \in \mathbb{N}$ is the set of natural numbers at most $n$ given by $[n]$, i.e.,

$$
[n]:=\{i \in \mathbb{N} \mid i \leq n\}=\{1,2, \ldots, n\} .
$$

For some set $M$, we adhere to the convention of denoting all subsets of cardinality two as

$$
\binom{M}{2}:=\{X \subseteq M| | X \mid=2\} .
$$

This notation now allows us to formally introduce a graph.

## Definition 2.1 (Graph)

A graph is a tuple $G=(V, E)$ consisting of a set $V$ called vertices and a set $E \subseteq\binom{V}{2}$ called edges. We say two vertices $u, v \in V$ are adjacent if $\{u, v\} \in E$. In this case, $v$ is called a neighbor of $u$. The degree of a vertex $u$ is the number of its neighbors and denoted by $\operatorname{deg}(u)$. We call $|V|$ the order and $|E|$ the size of a graph.

An example for a graph is given as follows.

## Example 2.2 (Graph)

Let $G=(V, E)$ be a graph with the vertex set $V=\{a, b, c, d\}$ and the edge set $E=\{\{a, b\},\{a, c\},\{b, c\},\{b, d\},\{c, d\}\}$.

It should be noted that this is not the only way to define graphs. In some conventions, the edges of graphs are assigned with directions or multiple edges between the same vertices are allowed. Also, sometimes edges between a single vertex or more than two vertices are possible. To avoid ambiguities, the kind of graphs used in this work are in some instances called simple undirected graphs without loops, while edges with directions can be referred to as digraphs.

A way to geometrically present graphs are graph drawings which visualize the vertices and edges and allow an experienced reader to grasp the relationship in a graph quickly. Thereby, we require the notion of Jordan curves, which are defined as the image of a continuos and injective function that maps a closed interval into Euclidean space.


Figure 2.1: A drawing (or diagram) of the graph described in Example 2.2.

## Definition 2.3 (Drawing)

A graph drawing or a graph diagram is a representation of a graph in the twodimensional Euclidean space where each vertex is represented by a dot. Two dots are connected through a Jordan curves if and only if their corresponding vertices share an edge.

It should be noted that in a graph diagram for the exact representation of the graph the dots of two vertices are not allowed to touch. Similarly, it is not forbidden for a vertex $v$ to touch an edge $e$ if $v \notin e$. A possible graph drawing for the graph from Example 2.2 is presented in Figure 2.1. By definition, drawings of graphs are not unique and there is no straightforward way how to position the vertices or edges. A common convention for drawings is to visualize the edges if possible by straight lines, but it is also possible to use visualizations where the edges have bends or curves. A graph drawing provides a convenient way to visualize the structure of a graph as it is always possible to reconstruct the graph from its drawing.

In this thesis, we often perform structural investigations of graphs. If we rename the vertices, the structure of the graphs does not change, as long as we relabel the edges accordingly. It is thus of use to define a notion for graphs to be structurally equivalent.

## Definition 2.4 (Isomorphisms of Graphs)

Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be graphs. A bijective map $\varphi: V_{1} \rightarrow V_{2}$ between $G_{1}$ and $G_{2}$ is called an isomorphism if for all elements $u, v \in V_{1}$ it holds that $\{u, v\} \in E_{1}$ if and only if $\{\varphi(u), \varphi(v)\} \in E_{2}$. Two graphs are called isomorphic if there is an isomorphism between them.

In Part II, we deal with substructures of graphs and formal contexts. It is therefore necessary to formally define substructures of graphs. There are two different notions of subgraphs, in both a subset of the vertices is selected. If the subgraph is not qualified further, it is allowed to pick an arbitrary subset of edges between the selected vertex set while for an induced subgraph all possible edges have to be included.

## Definition 2.5 ((Induced) Subgraph)

Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ be two graphs. We call $G_{2}$ a subgraph of $G_{1}$ if $V_{2} \subseteq V_{1}$ and $E_{2} \subseteq E_{1}$. We call a subgraph induced if $E_{2}=E_{1} \cap\binom{V_{2}}{2}$. In this case, we denote $G_{1}\left[V_{2}\right]:=G_{2}$.

It is common to refer to a graph $H$ as a subgraph of another graph $G$ if there is a subgraph $G_{2}$ of $G$ that is isomorphic to $H$, even if they do not share any vertices or edges. The same notion also applies to induced subgraphs.

Some graphs possess uniquely defined characteristics, such as being bipartite or complete, which are often designated as qualifiers. A complete graph, for instance, comprises every possible edge and can be formally defined as follows:

## Definition 2.6 (Complete Graph)

A complete graph on $n \in \mathbb{N}$ vertices is a graph $(V, E)$ where $E=\binom{V}{2}$ and $n=|V|$.
Since this thesis is founded in the research area of formal concept analysis, the bipartite property is a particularly significant aspect.

## Definition 2.7 (Bipartite Graph)

A graph $G=(V, E)$ is called bipartite if there are two sets $A$ and $B$ such that $A \cap B=\emptyset, A \cup B=V$ and $\binom{A}{2} \cap E=\binom{B}{2} \cap E=\emptyset$. In this case, $A$ and $B$ are called bipartition classes.

Our definition of a bipartite graph allows that the sets $A$ and $B$ can be empty. This means that a graph with just a single vertex or no vertices is considered bipartite. It should be noted that there are conventions which do not allow this. Still, these graphs are very special corner cases and of no particular interest.

## Example 2.8 (Bipartite Graph)

The graph $G=(V, E)$ with the vertices $V=\{a, b, c, d, e, f\}$ and the edge set $E=$ $\{\{a, d\},\{a, f\},\{b, e\},\{b, f\},\{c, d\}\{c, f\}\}$ is bipartite with the bipartition classes $A=$ $\{a, b, c\}$ and $B=\{d, e, f\}$.

The drawing of the bipartite graph from Example 2.8 is depicted in Figure 2.2. Thereby, the bipartition classes are depicted by the dashed lines.

## Definition 2.9 (Path)

Let $(V, E)$ be a graph. A subgraph $P$ on $n+1$ distinct vertices $\left\{v_{1}, v_{2}, \ldots, v_{n+1}\right\} \subseteq V$ with the edge set $\left\{\left\{v_{i}, v_{i+1}\right\} \mid i \in[n]\right\} \subseteq E$ is called a path. We refer to $P$ as a path of length $n$ that connects $v_{1}$ to $v_{n+1}$.


Figure 2.2: A drawing of the graph described in Example 2.8. The bipartition classes $A$ and $B$ are highlighted by the dashed lines.

In some notions, the length of a path is defined by the number of its vertices instead of the edges. To align this definition with our notion, we need to account for the discrepancy as a path has one additional vertex in comparison to the number of edges. The concept of a path in a graph can be used to determine whether it is connected.

## Definition 2.10 (Connected Graph)

Let $G=(V, E)$ be a graph. $G$ is called connected if for each pair of vertices $u, v \in V$, there is path connecting them.

Another graph of high interest is the cycle graph, as it can be used to characterize bipartite graphs.

## Definition 2.11 (Cycle Graph)

A graph $G=(V, E)$ is called a cycle of length $|V|$ if it is connected and every vertex has degree two.

There are multiple equivalent ways to define a cycle graph. We could for example define it by the fact that for each pair of vertices $u, v \in V$, there have to be exactly two paths connecting them. It would also be possible to take a path of length $n-1$ and connect the first and last vertex by an edge to achieve a definition of a cycle graph. In contrast to paths, it does not matter whether we count the number of vertices or edges to define the length of a cycle, as they are equal. A well known theorem from graph theory relates cycles of odd length to their bipartiteness as follows.

## Theorem 2.12 (Characterization of Bipartite Graphs)

A graph is bipartite if and only if it does not contain a cycle of odd length as a subgraph.

### 2.2 Order Theory

The notations of order theory employed in this work align with those found in Trotter's reference book [106].

## Definition 2.13 (Binary Relation)

A binary relation $R$ between two sets $A$ and $B$ is given as a subset of the set $\{(a, b) \mid a \in A, b \in B\}$. It is denoted by $R \subseteq(A \times B)$. The shorthand notation for $(a, b) \in R$ is given by $a R b$ and for $(a, b) \notin R$ by $a R b$. For the relation $R$ we call $R^{-1}:=\{(a, b) \mid(b, a) \in \mathcal{R}\}$ the inverse relation of $R$.

The focus of this thesis is on ordered sets which are a specific type of binary relation on some ground set. They are defined as follows.

## Definition 2.14 (Ordered Set)

A binary relation $\leq \subseteq(X \times X)$ on a set $X$ is called an order relation if and only if it satisfies the following properties:

1. Reflexivity: $\forall x \in X: x \leq x$.
2. Antisymmetry: $\forall x, y \in X: x \leq y \wedge y \leq x \Rightarrow x=y$.
3. Transitivity: $\forall x, y, z \in X: x \leq y \wedge y \leq z \Rightarrow x \leq z$.

The pair $(X, \leq)$ is called an ordered set.
The following is an example of an ordered set.

## Example 2.15 (Ordered Set)

Let $X=\{a, b, c, d, e, f\}$ and $\leq=\{(a, a),(a, b),(a, c),(a, d),(a, e),(a, f),(b, b),(b, d),(b, e)$, $(b, f),(c, c),(c, d),(c, e),(c, f),(d, d),(d, f),(e, e),(e, f),(f, f)\}$. Then $(X, \leq)$ is an ordered set.

Strict orders are closely related to orders, with the difference being that strict orders are irreflexive instead of reflexive, i.e., all elements are not comparable to themselves, and the antisymmetry is replaced with asymmetry. For asymmetry if a pair is in the relation, its reversed pair cannot be in the relation. For antisymmetry on the other hand, this is possible and in this case the equality of both elements in the pair holds.

## Definition 2.16 (Strictly Ordered Set)

A relation $<\subseteq(X \times X)$ where $X$ is a set is called a strict order relation, if it satisfies the following properties:

1. Irreflexivity: $\forall x \in X: x \nless x$.
2. Asymmetry: $\forall x, y \in X: x<y \Rightarrow y \nless x$.
3. Transitivity: $\forall x, y, z \in X: x<y \wedge y<z \Rightarrow x<z$.

The pair $(X,<)$ is called a strictly ordered set.

In the above definition of a strictly ordered set, one could omit either irreflexivity or asymmetry, as either of these conditions together with the transitivity implies the other one. The relationship between strictly ordered set and ordered set is that they can be converted into each other. To convert an ordered set into a strictly ordered set, we can simply omit the reflexive pairs. On the other hand, adding reflexive pairs to a strictly ordered set results in the corresponding (not-strictly) ordered set. It is thus sensible for an ordered set $(X, \leq)$ and two pairs $a, b \in X$ to refer to the elements $a$ to be strictly less than be if $a \leq b$ and $a \neq b$. In this case, we also use the notation $a<b$. Similarly, we say that $b$ is strictly greater than $a$ and denote it by $b>a$.

## Example 2.17 (Strictly Ordered Set)

The strictly ordered set which corresponds to Example 2.15 is given by $(X,<)$ with $X=\{a, b, c, d, e, f\}$ and $<=\{(a, b),(a, c),(a, d),(a, e),(a, f),(b, d),(b, e),(b, f),(c, d),(c, e)$, $(c, f),(d, f),(e, f)\}$.

On the other hand, if we remove the transitive and reflexive pairs from an ordered set, we obtain its covering relation.

## Definition 2.18 (Covering Relation)

The covering relation of an ordered set $(X, \leq)$ is the subset of $\leq$ denoted by $<$ with

$$
x<y: \Longleftrightarrow x<y \wedge \nexists z \in X: x<z<y .
$$

## Example 2.19 (Covering Relation)

The covering relation of the ordered set from Example 2.15 is given by the relation $\leq=\{(a, b),(a, c),(b, d),(b, e),(c, d),(c, e),(d, f),(e, f)\}$.

To compute the covering relation, we calculate the transitive reduction. On the other hand, the transitive closure, which will be defined next, can be used to determine all element pairs of the order based on the covering relation.

## Definition 2.20 (Transitive Closure)

For a binary relation $R$ on a set $X$, the transitive closure is defined as the minimal transitive superset of $R$ and is denoted by $R^{+}$.

The transitive closure of an order relation can be computed by identifying and adding all missing transitive pairs to the covering relation, which can be done in $\mathcal{O}\left(|X|^{3}\right)$ with respect to the cardinality of the ground set $X[49,98,110]$. This process is the opposite of computing the transitive reduction, which involves finding the covering relation from the set of all pairs of an ordered set.

It is sensible to define a symmetric relation between a pair of elements to analyze, whether they are comparable.

## Definition 2.21 (Comparability)

We say that two elements $a, b \in X$ are comparable if $a \leq b$ or $b \leq a$, otherwise they are incomparable.

Comparability gives rise to two associated graphs that are important for this thesis.

## Definition 2.22 (Comparability and Cocomparability Graph)

For an ordered set $(X, \leq)$, its comparability graph is defined as the graph $(X, E)$, such that $\{a, b\} \in E$ if and only if $a, b \in X$ are comparable. Similarly, the cocomparability graph (sometimes called incomparability graph) is the graph on $X$ where $\{a, b\}$ is an edge if and only if $a, b \in X$ are incomparable. Two order relations on the same ground set are called conjugate to each other if the comparability graph of one is the cocomparability graph of the other.

If all pairs are comparable in an ordered set, it is usually referred to as onedimensional or linear.

## Definition 2.23 (Linear Order)

A (strictly) ordered set is called linear if every pair of elements is comparable.
Linear orders can either be strict or not strict. It is common to specify which type of linear order is being referred to, as both notions are frequently used. The concepts of suprema and infima are of special structural importance for this thesis.

## Definition 2.24 (Supremum and Infimum)

Let $(X, \leq)$ be an ordered set with elements $a, b \in X$. An element $s$ is called supremum of $a$ and $b$ if $a \leq s$ and $b \leq s$, there is no element $s^{\prime}<s$ with $a \leq s^{\prime}$ and $b \leq s^{\prime}$, and $s$
is unique with this property. Dually, an element $i$ is called infimum of $a$ and $b$ if $i \leq a$ and $i \leq b$, there is no element $i<i^{\prime}$ with $i^{\prime} \leq a$ and $i^{\prime} \leq b$, and $i$ is unique with this property.

The existence of unique suprema and infima for all pairs gives rise to the notion of lattices.

## Definition 2.25 (Lattice)

An order $(X, \leq)$ is called a lattice if and only if for each pair $(a, b) \in X$, there is an infimum $i$ and a supremum $s$. We denote $s$ as $\sup (a, b)$ and $i$ as $\inf (a, b)$. Additionally, we define the two binary commutative and associative operations $\vee$ and $\wedge$ on $X$ with $a \vee b:=\sup (a, b)$ and $a \wedge b:=\inf (a, b)$.

Note that Example 2.15 is no lattice as the elements $b$ and $c$ do not have a unique supremum. We can also define a lattice without using the notion of order as follows.

## Theorem 2.26 (Lattice Characterization)

A lattice is an algebraic structure $(X, \vee, \wedge)$ consisting of a set $X$ and two binary, commutative and associative operators satisfying the identities

$$
\begin{aligned}
& a \vee(a \wedge b)=a, \\
& a \wedge(a \vee b)=a
\end{aligned}
$$

for all $a, b \in X$.
The structure of the lattice definition directly gives rise to the identities in the characterization. On the other hand, to achieve the definition from the characterization, one can define the order $\leq$ on the set $X$ by $a \leq b$ if $a=a \wedge b$ or by $b=a \vee b$ for all elements $a, b \in X$. A special property of lattices that is of interest for data analysis is the notion of completeness.

## Definition 2.27 (Complete Lattice)

A complete lattice is a lattice, in which all subsets of the ground set have a unique supremum and infimum.

It is important to mention at this point that if the ground set is finite, every lattice is complete.

Similar to graph drawings, there is a visualization method for ordered sets called order diagrams.


Figure 2.3: A diagram of the ordered set in Example 2.15. The lines represent exactly the covering relation. It is no lattice, as the elements $b$ and $c$ have no unique supremum.

## Definition 2.28 (Order Diagram)

An order diagram of an ordered set $(X, \leq)$ is an embedding of the two-dimensional Euclidean space where each element of the order is represented by a dot. Two dots are connected by a monotonically increasing Jordan curve if they are in covering relation and for each pair of elements $x, y$ with $x \leq y$, the vertical position of $x$ is below $y$.

To ensure proper placement, no two elements may occupy the same coordinates and the Jordran curves may only touch the elements that are in covering relation. A linear extension of an order is a linear order that is consistent with the ordered set.

## Definition 2.29 (Linear Extension)

For $(X, \leq)$, the order relation $L$ on $X$ is called a linear extension of $\leq$ if and only if $L$ is a linear order and $\leq \subseteq L$.

The fewest possible number of linear orders to fully describe an ordered set leads to the notion of order dimension.

## Definition 2.30 (Order Dimension)

For some $(X, \leq)$, let $\mathcal{R}$ be a family of linear extensions of $\leq$ such that $\leq=\bigcap_{L \subseteq \mathcal{R}} L$. We call $\mathcal{R}$ a realizer of $\leq$ of size $d$ where $d$ is the cardinality of a realizer. The minimal value of $d$ such that there is a realizer of size $d$ is called the order dimension of $(X, \leq)$.

We use the denotation of order dimension for ordered sets and their order relations interchangeably. By definition, a linear order is an order of order dimension one. If a linear order appears as subset of an ordered set, we call it a chain. The formal definition for a chain is given as follows.

## Definition 2.31

Let $(X, \leq)$ be an ordered set. A subset of $X$ where all elements are pairwise comparable is called a chain.

### 2.3 Formal Concept Analysis

This thesis is grounded in the field of formal concept analysis and utilizes the notations and concepts established in this area of research. To ensure compatibility with previous works in the field, we have adopted the notations presented in the standard reference for formal concept analysis [57]. We begin by defining formal contexts, a useful tool for representing binary datasets which we frequently encounter in this thesis.

## Definition 2.32 (Formal Context)

For two sets $G$ and $M$ with an incidence relation $I \subseteq G \times M$, we call the triple $(G, M, I)$ a formal context. The set $G$ is thereby referred to as the set of objects while $M$ is the set of attributes.

Note that if $A$ and $B$ are disjoint, a binary relation corresponds to a bipartite graph with $A$ and $B$ being the bipartition classes and $I$ the edge set.

Throughout this thesis, we primarily focus on the finite case of $G, M$, and $I$ as we are analyzing real world data. However, we also acknowledge that these sets can potentially be infinite and specifically mention any results that hold true for the infinite case.

## Example 2.33 (Formal Context)

A formal context can be represented by a table where the objects are described by the columns names and the rows depict the attributes. Each entry in the table has a cross, if the corresponding object and attribute are incident. A cross table of a formal context depicting organizations and trieties of some select countries is given in Figure 2.4.

Sometimes, it is useful to explore the opposite perspective, where the incidence relation reflects which attributes an object lacks.

## Definition 2.34 (Complementary Context)

For a formal context $\mathbb{K}=(G, M, I)$, let the complementary formal context be the context $\mathbb{K}^{\mathrm{c}}:=(G, M,(G \times M) \backslash I)$.

|  |  |  | P品 |  | $\begin{aligned} & 0 \\ & \text { O } \\ & \text { Z } \end{aligned}$ | $\begin{aligned} & \text { y } \\ & 0 \\ & 0 \end{aligned}$ | E |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Austria | $\times$ |  | $\times$ | $\times$ |  | $\times$ | $\times$ |
| Belgium | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Czech Republic | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| Denmark | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| France | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Germany | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Lexembourg | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Netherlands | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Poland | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| Switzerland | $\times$ | $\times$ |  |  |  | $\times$ | $\times$ |

Figure 2.4: A formal context representing the countries bordering Germany with some treaties and organizations in which they partake.

In formal concept analysis, there are two derivation operators that are used to form a connection between attributes and objects through the incidence relation.

## Definition 2.35 (Derivation Operators)

For a formal context $\mathbb{K}=(G, M, I)$, the derivation operators are defined as follows

$$
\begin{aligned}
A^{\prime} & =\{m \in M \mid \forall g \in A:(g, m) \in I\}, \\
B^{\prime} & =\{g \in G \mid \forall m \in B:(g, m) \in I\} .
\end{aligned}
$$

We denote for a single attribute $m$ the derivation $m^{\prime}:=\{m\}^{\prime}$ and for a single object $g$ we write $g^{\prime}:=\{g\}^{\prime}$.

Here, we follow the convention to use the same notation for attribute and object derivations. While it is common for attributes and objects to be distinct sets, it is possible for them to overlap. In these cases, the derivation operators must be specified in order to make them distinguishable. However, in most cases, the context makes it clear which derivation is being applied.

The derivation operators are well investigated and are known to comply with the following properties.

## Theorem 2.36 (Properties of the Derivation Operators)

Let $(G, M, I)$ be a formal context. Then
(1) $\forall A_{1}, A_{2} \subseteq G: A_{1} \subseteq A_{2} \Rightarrow A_{2}^{\prime} \subseteq A_{1}^{\prime}$,
(4) $\forall B_{1}, B_{2} \subseteq M: B_{1} \subseteq B_{2} \Rightarrow B_{2}^{\prime} \subseteq B_{1}^{\prime}$,
(2) $\forall A \subseteq G: A \subseteq A^{\prime \prime}$,
(5) $\forall B \subseteq M: B \subseteq B^{\prime \prime}$,
(3) $\forall A \subseteq G: A^{\prime}=A^{\prime \prime \prime}$,
(6) $\forall B \subseteq M: B^{\prime}=B^{\prime \prime \prime}$,
(7) $\forall A \subseteq G, B \subseteq M: A \subseteq B^{\prime} \Longleftrightarrow B \subseteq A^{\prime}$.

Note that properties (1), (2), and (3) are dual to properties (4), (5), and (6) respectiviely. The derivation operator give rise to two closure operators, which are defined as follows.

## Definition 2.37 (Closure Operator)

Let $X$ be a set. An operator cl: $\mathcal{P}(X) \rightarrow \mathcal{P}(X)$ on the power set of $X$ is called a closure operator, if it has the following properties.

1. Extensity: $\forall A \subseteq X: A \subseteq \operatorname{cl}(A)$
2. Monotony: $\forall A, B \subseteq X: A \subseteq B \Rightarrow \operatorname{cl}(A) \subseteq \operatorname{cl}(B)$
3. Idempotency: $\forall A \subseteq X: \operatorname{cl}(\operatorname{cl}(A))=\operatorname{cl}(A)$

Because of the properties from above, it follows that the derivation operators from formal concept analysis give rise to two closure operators as follows.

## Theorem 2.38 (Closure Operators of Formal Concept Analysis)

Let $(G, M, I)$ be a formal context the operators

$$
\mathcal{P}(G) \rightarrow \mathcal{P}(G):(\cdot) \mapsto(\cdot)^{\prime \prime}
$$

and

$$
\mathcal{P}(M) \rightarrow \mathcal{P}(M):(\cdot) \mapsto(\cdot)^{\prime \prime}
$$

are closure operators.
As the derivation operators have these closure-property, they can be used for clustering the attribute and object sets into useful concepts.

## Definition 2.39 (Formal Concept)

For a formal context $\mathbb{K}=(G, M, I)$, we call all tuples $(A, B)$ with $A \subseteq G$ and $B \subseteq M$ such that $A^{\prime}=B$ and $B^{\prime}=A$ the formal concepts. The set $A$ is called the extent of the formal concept while the set $B$ is called the intent. We denote the set of all formal concepts as $\mathfrak{b}(G, M, I)$ or if the context is unambigous as $\mathfrak{B}$.

To illustrate the concepts of a formal context, consider once again the example from above.

## Example 2.40 (Formal Concept)

The set of all concepts for the context from Example 2.33 is given by

- ((Austria, Belgium, Czech Republic, Denmark, France, Germany, Lexembourg, Netherlands, Poland, Switzerland), (Council of Europe, OSCE, Schengen)),
- ((Austria, Belgium, Czech Republic, Denmark, France, Germany, Lexembourg, Netherlands, Poland), (Council of Europe, EU, OSCE, Schengen)),
- ((Belgium, France, Germany, Lexembourg, Netherlands), (Council of Europe, EU, Euro, NATO, OSCE, Schengen)),
- ((Austria, Belgium, France, Germany, Lexembourg, Netherlands), (Council of Europe, EU, Euro, OSCE, Schengen)),
- ((Belgium, Czech Republic, Denmark, France, Germany, Lexembourg, Netherlands, Poland), (Council of Europe, EU, NATO, OSCE, Schengen)),
- ((Switzerland), (Council of Europe, EFTA, OSCE, Schengen)),
- ((), (Council of Europe, EFTA, EU, Euro, NATO, OSCE, Schengen).

The central theorem that allows formal concept analysis to cluster the concepts in a hierarchy is the basic theorem of formal concept analysis.

## Theorem 2.41 (The Basic Theorem on Concept Lattices)

The tuple $\underline{\mathfrak{B}}(G, M, I)=(\mathfrak{B}, \leq)$ with $\left(A_{1}, B_{1}\right) \leq\left(A_{2}, B_{2}\right)$ if $A_{1} \subseteq A_{2}$ gives rise to a complete lattice in which infimum and supremum are given by

$$
\begin{aligned}
& \bigwedge_{t \in T}\left(A_{t}, B_{t}\right)=\left(\bigcap_{t \in T} A_{t},\left(\bigcup_{t \in T} B_{t}\right)^{\prime \prime}\right), \\
& \bigvee_{t \in T}\left(A_{t}, B_{t}\right)=\left(\left(\bigcup_{t \in T} A_{t}\right)^{\prime \prime}, \bigcap_{t \in T} B_{t}\right) .
\end{aligned}
$$

A complete lattice $(L, \leq)$ is isomorphic to $\underline{\mathfrak{B}}(G, M, I)$ if and only if there exist two maps $\gamma: G \rightarrow L$ and $\mu: M \rightarrow L$ such that every element of $L$ can be constituted by the supremum of a subset of $\gamma(G)$, and by the infimum of a subset of $\mu(M)$, and $(g, m) \in I$ if and only if $\gamma(g) \leq \mu(m)$ for all $g \in G$ and for all $m \in M$. In particular $(L, \leq)$ is isomorphic to $\underline{\mathfrak{B}}(L, L, \leq)$

This implies that the set of all formal concepts can be ordered in a lattice structure. We refer to the complete lattice that is defined by the basic theorem as the concept


Figure 2.5: The concept lattice with labels of the formal context from Example 2.33.
lattice. If $\mathbb{K}=(G, M, I)$ we refer to $\underline{\mathfrak{B}}(G, M, I)$ for short as $\underline{\mathfrak{B}}(\mathbb{K})$. In a drawing of the order diagram of such a concept lattice, we can label the elements as follows. The largest concept that contains some attribute gets the attribute label placed above. Dually, the smallest concept that contains some object gets annotated with the object name from below. Thanks to the basic theorem above, this allows the deduction of all attributes and objects in a concept from the drawing. A concept exactly has an attribute if there is a larger concept with the attribute label. Dually, a concept exactly contans an object if there is a smaller concept with the object label. Consider the following as an exemplification.

## Example 2.42 (Concept Lattice)

The concept lattice from Example 2.33 is visualized in Figure 2.5.
The computation of the set of all formal concepts can be done using algorithms such as the famous NextClosure [55] algorithm or the Titanic [103] algorithm. Both these algorithms can compute a lattice of all closures for an arbitrary given closure operator.

For a given formal context, it is possible to capture implications between the attributes, which formalizes the statement "Every object with the attributes $a, b, c, \ldots$ also has attributes $x, y, z, \ldots \prime$.

## Definition 2.43

Let $\mathbb{K}=(G, M, I)$ be a formal context and $A, B \subseteq M$. We say that $A$ implies $B$ in $\mathbb{K}$ if $A^{\prime} \subseteq B^{\prime}$ (or $B \subseteq A^{\prime \prime}$ ). In this case, we call $A \rightarrow B$ an implication of $\mathbb{K}$.

There are algorithms for the computation of the set of all implications and algorithms that directly compute a minimal base. As this is not of relevance for this thesis, we will not go into deeper detail.

Similarly to subgraphs, it is possible to define substructures of formal contexts.

## Definition 2.44 ((Induced) Subcontext)

Let $\mathbb{K}=(G, M, I)$ be a formal context. A formal context $(H, N, J)$ is called a subcontext of $\mathbb{K}$ if $H \subseteq G, N \subseteq M$, and $J \subseteq I$. It is called an induced subcontext if $J=I \cap(H \times N)$ and denoted by $\mathbb{K}[H, N]$.

By clarifying and reducing a formal context, we can achieve a formal context with less attributes, objects and incidence pairs without changing the structure of its concept lattice.

## Definition 2.45 (Clarifying and Reducing)

Let $\mathbb{K}=(G, M, I)$. We call an attribute $m$ clarifiable if there is an attribute $n \neq m$ with $n^{\prime}=m^{\prime}$. In addition, we call it reducible if there is a set $X \subseteq M$ with $m \notin X$ and $m^{\prime}=X^{\prime}$. Otherwise, we call $m$ irreducible. $\mathbb{K}$ is called attribute clarified (attribute reduced) if it does not contain clarifiable (reducible) attributes. The definitions for the object set are analogous. If $\mathbb{K}$ is attribute clarified and object clarified (attribute reduced and object reduced), we say $\mathbb{K}$ is clarified (reduced).

Every formal context $\mathbb{K}$ has a unique reduced (or clarified) subcontext up to isomorphism. Furthermore, both their concept lattices are isomorphic to $\underline{\mathfrak{B}}(\mathbb{K})$. Because of the duality between attributes and objects, everything discussed in this section can be considered in a dual setting by interchanging attributes and objects.

### 2.3.1 Special Formal Contexts

In this section, we introduce formal contexts with their concept lattices that are of special interest. Those are reoccurring in different sections of this work. The ordinal scale is the formal context that gives rise to linear orders.

|  | 1 | 2 | 3 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\times$ |  |  | $\cdots$ |
| 2 | $\times$ | $\times$ |  | $\cdots$ |
| 3 | $\times$ | $\times$ | $\times$ | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |

Figure 2.6: Left: The formal context of an ordinal scale. Right: The concept lattice of an ordinal scale of length 3.

## Definition 2.46

For $n \in \mathbb{N}$, we call the formal context $([n],[n], \leq)$ an ordinal scale of length $n$.
All concepts in an ordinal scale are of the form $([n] \backslash[i-1],[i])$ for $i \in\{1,2, \ldots, n\}$. Thus, the ordinal scale of length $n$ contains $n$ concepts. All these concepts are comparable and therefore the concept lattice of the ordinal scale forms a linear order. An example for an ordinal scale is given in Figure 2.6.

While the ordinal scale gives rise to a concept lattice of order dimension one, the contranominal scale is the formal context that generates the highest possible order dimension that can be attained with its number of attributes and objects.

## Definition 2.47

For a natural number $n$ the formal context $([n],[n], \neq)$ is called a contranominal scale of dimension $n$.

The concept lattice of the contranominal scale is called a Boolean lattice of dimension $k$ and consists of $2^{k}$ concepts. It has order dimension $k$. An example is given in Figure 2.7.

The formal contexts introduced in this section are not complete in regard to the reoccurring ones in the realm of formal contexts. For the purposes of this thesis, we limit ourselves to the subcontexts defined above, as only these are relevant to our discussion.

|  | 1 | 2 | 3 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | $\times$ | $\times$ | $\cdots$ |
| 2 | $\times$ |  | $\times$ | $\cdots$ |
| 3 | $\times$ | $\times$ |  | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |



Figure 2.7: Left: The formal context called contranominal scale. Right: The concept lattice of the contranominal scale of dimension 3.

## Part II

## Discovering Substructures in <br> Relational Data

## CHAPTER 3

## Induced Bipartite Subgraphs

Analyzing induced bipartite subgraphs of maximal vertex cardinality is an essential concept for the analysis of graphs. Yet, discovering them in large graphs is known to be computationally hard. This comes back to our first research question that we formulated at the beginning of this thesis.

## (1.1) How can we discover bipartite graphs in non-bipartite graphs?

In this chapter, we consider two versions of this problem: the global problem and a weaker notion of it, where we discard the maximality constraint in favor of inclusion maximality. For solving the global version of the problem, we perform a reduction to a SAT problem and then employ the algorithmic strength of fast SAT-solvers. In the weaker notion, we aim to discover locally maximal bipartite subgraphs. For this, we present three heuristic approaches to extract such subgraphs and compare their results to the solutions of the global problem. Our three proposed heuristics are based on a greedy strategy, a simulated annealing approach, and a genetic algorithm, respectively. We evaluate all four algorithms with respect to their time requirement and the vertex cardinality of the discovered bipartite subgraphs on several benchmark datasets.

### 3.1 Introduction

Graphs are used in a variety of sciences to model and to analyze complex relationships. In this context, the search for interesting and relevant substructures is a standard procedure. Bipartite graphs represent a particularly interesting substructure since they allow a multitude of further mathematically intrinsic as well as scientifically extrinsic interpretations, e.g., communities in social networks or codewords in coding theory. Yet, discovering the largest bipartite subgraph of a graph is a problem that is known to be of high computational complexity. The central problem that we deal with in this chapter is the following.

## Problem 3.1 (Global Induced Bipartite Subgraph Problem)

Given: A graph $G=(V, E)$.
Requested: A subset of vertices $X \subseteq V$ such that the graph $G[X]$ is bipartite and the cardinality of $X$ is maximal.

As any choice of two vertices gives rise to an induced bipartite subgraph, this question is indeed well-defined. Still, it follows from a result by Lewis and Yannakakis [85] that finding such a set of maximal cardinality is computationally expensive. That is, deciding for a graph $G$ whether a set of cardinality $k$ exists that induces a bipartite subgraph is an NP-complete task. While the computational complexity of this problem is well-investigated, it is not yet explored how to efficiently discover large, yet not maximal, induced bipartite subgraphs of a given graph. This is the weaker notion that we also address in this section.

## Problem 3.2 (LOCAl Induced Bipartite Subgraph Problem)

Given: A graph $G=(V, E)$.
Requested: A subset of vertices $X \subseteq V$ such that the graph $G[X]$ is bipartite and there is no set $\tilde{X} \supsetneq X$ with the same property.
Optimization: Maximize $|X|$.
In this setting, we discard the requirement of $X$ to be maximal with respect to cardinality and replace it with inclusion maximality. Then, we optimize on the cardinality of $X$. This allows our proposed algorithms for this local problem to be executable in polynomial time with respect to the size of the data.

We propose a solution for the Global Induced Bipartite Subgraph Problem by reducing it to a corresponding Boolean satisfiability (SAT) problem which can subsequently be solved using a high-performance SAT-solver. On the other hand, we propose three polynomial-time heuristics for the LOCAL INDUCED

Bipartite Subgraph Problem with different runtime-performance trade-offs. Then, we evaluate all four algorithms against each other on common benchmark graph datasets and compare their runtime and the quality of the results, i.e., the cardinality of the computed induced bipartite subgraphs. Our results show that for the local problem, the greedy heuristic has the best runtime while the genetic algorithm performs best with respect to the order of the computed bipartite subgraph. Finally, the employed simulated annealing algorithm balances runtime and performance.

We investigate this task because of two applications in this thesis where the discovery of such subgraphs is a necessity. In Chapter 5, we use them for the discovery of ordinal two-factorizations while in Chapter 7, we leverage them for an application in order diagram drawing. There are other possible fields where the application of this method is thinkable, for example cleaning datasets that are by their nature bipartite but are extracted from non-bipartite relations and thus have noise that makes them non-bipartite. An example for this could be author-to-publication networks. Also in the realm of system biology and medicine, bipartite graphs are of interest [95] and these areas could thus profit from our work. Furthermore, the approach could be used to discover hidden two-mode networks in graph data.

### 3.2 Related Work

Bipartiteness of graphs is a so-called hereditary property, i.e., every subgraph of a bipartite graph is once again bipartite. Lewis and Yannakakis [85] show in their work from 1980 that for any hereditary property $\mathcal{P}$, it is NP-complete to decide, whether a graph $G$ can be made to satisfy $\mathcal{P}$ by deleting $k$ vertices. Even approximations are known to be in the same complexity class [88].

Cohen et al. [19] provide an algorithm to compute all maximal induced subgraphs with a desired hereditary property and Trukhanov et al. [108] give a framework on how to design an algorithm to find a maximum vertex subset [108] with given hereditary property. Both approaches result in exponential algorithms.

A closely related problem is the edge-deletion problem. Here, instead of vertices, a set of edges is requested that makes the graph bipartite if it is deleted. Similarly to the vertex-deletion problem, deciding on the number of edges that have to be deleted is NP-complete [118].

Another well-investigated problem about subgraphs with a hereditary property is the clique-problem. For a given graph, the largest fully-connected subgraph is sought-after. Its NP-completeness was first proven by Karp in 1972 [71]. To tackle this problem, there are exact algorithms [14] as well as heuristics [116].

The Boolean satisfiability problem is the problem to determine for a given Boolean formula, i.e., a formula built from variables, conjunctions, disjunctions, and negations, whether there is a valid assignment of the variables such that the formula evaluates to TRUE. Each Boolean formula can be reformulated to its conjunctive normal form (CNF), which is considered to be the canonical way to represent it. A CNF consists of a conjunction of multiple clauses, which are in turn disjunctions of variables and negated variables. Deciding if an instance of the Boolean satisfiability problem is solvable is an NP-complete [21] task. So-called SAT-solvers, such as MINISAT [44], investigate instances of this problem and, if the instance is solvable, try to provide valid variable assignments in reasonable time. In this work, we make use of SAT-solvers by deducing the largest induced bipartite subgraph of a graph from a valid assignment of a Boolean formula.

Furthermore, we propose three heuristics that compute locally maximal subgraphs: a greedy algorithm, a simulated annealing algorithm and a genetic algorithm. Simulated annealing and genetic algorithms are well-established tools in algorithm engineering. We refer the reader to surveys $[105,72]$ to get an overview on the variations of both approaches.

### 3.3 Dual Formulation of the Problems

Even though we are interested in bipartite subgraphs of maximal order, we use an equivalent dual formulation from here on. For a graph $G=(V, E)$, we want to find a minimal set of vertices $D$ such that the graph $G[V \backslash D]$ is bipartite. This is, as $D$ can be interpreted as erroneous data that makes the graph non-bipartite.

## Problem 3.3 (Global Vertex Deletion Problem)

Given: A graph $G=(V, E)$.
Requested: A subset of vertices $D \subseteq V$ such that the graph $G[V \backslash D]$ is bipartite and the cardinality of $D$ is minimal.

By construction, a solution of the vertex deletion problem also provides a solution for the induced bipartite subgraph problem. This is, as for a graph $G=(V, E)$ with a minimal set $D$ such that $G[V \backslash D]$ is bipartite, the set of $V \backslash D$ is a maximal
set that induces a bipartite subgraph. Thus, maximizing the induced subgraph and minimizing the set of vertices to delete is equivalent. Similarly to the global problem, we also consider the dual formulation of the local problem.

## Problem 3.4 (Local Vertex Deletion Problem)

Given: A graph $G=(V, E)$.
Requested: A set of vertices $D \subseteq V$ such that the graph $G[V \backslash D]$ is bipartite and there is no set $\tilde{D} \subsetneq D$ with the same property.
Optimization: Minimize $|D|$.
Once again an inclusion-maximal set $V \backslash D$ that induces a bipartite subgraph corresponds to an inclusion-minimal set $D$ that has to be deleted.

### 3.4 Globally Maximal Bipartite Subgraphs

Checking if a graph is bipartite can be done in polynomial time with respect to the order of the graph. To do so a breadth-first search is performed where the vertices are colored in alternating colors conditional on their distance to the starting vertex, compare to Algorithm 3.1. Either the graph is bipartite, and the two color classes result in a valid bipartition, or the algorithm assigns some vertex to both color classes and thus an odd cycle that makes the graph non-bipartite exists.

```
Algorithm 3.1 Check whether a Graph is Bipartite
Input: Graph \(G=(V, E)\) with \(V=[n]\) for some \(n \in \mathbb{N}\)
Output: Report whether \(G\) is bipartite
def is_bipartite \((V, E)\) :
    c = array of length \(n\) initialized with -1
    for \(v\) in \(V\) :
        if \(c[v]=-1\) :
            \(c[i]=0\)
            queue \(=[i]\)
            while queue not empty:
                \(u=\) queue.pop_front()
                for \(v\) neighbor of \(u\) :
                    if \(c[v]=-1\) :
                    \(c[v]=1-c[u]\)
                    queue. append \((v)\)
                else if \(c[u]=c[v]\) :
                    return false
    return true
```

A naive approach to find a bipartite subgraph could check for all subsets of vertices, whether their deletion makes the graph bipartite. However, even for small examples, i.e., graphs with few vertices, this is infeasible, as checking all subset of cardinality $k$ of a graph of order $n$ will result in $\binom{n}{k}$ tests. For a more sophisticated approach to the problem, we reduce it to an instance of the Boolean satisfiability problem which we can then solve with a SAT-Solver, in our case MiniSAT [44] in version 2.2. To be exact, we want to know for a graph $G=(V, E)$ on $n$ vertices and $m$ edges whether the deletion of $k$ vertices can make the graph bipartite. Solving is done by finding a partition of $V$ into the three sets $A, B, D$, such that $A$ and $B$ are independent sets and $|D| \leq k$.

## Definition 3.5 (CNF Formulation of the Global Problem)

Let $G=(V, E)$ be a graph on $n$ vertices and $k \in \mathbb{N}$. For each $v_{i} \in V$, define the three variables $V_{i, 1}, V_{i, 2}, V_{i, 3}$ with the clauses
(i) $V_{i, 1} \vee V_{i, 2} \vee V_{i, 3}$ for all $v_{i} \in V$ and
(ii) $\neg V_{i, 1} \vee \neg V_{j, 1}$ and $\neg V_{i, 2} \vee \neg V_{j, 2}$ for all $\left\{v_{i}, v_{j}\right\} \in E$.

Furthermore, add variables and clauses such the set $\left\{V_{i, 3} \mid i \in[n]\right\}$ satisfies an at-most- $k$ condition.

For the at-most-k condition, we make use of the variables and clauses introduced by Sinz [102]. Altogether, our SAT instance has $(n-1)(k+3)+3$ variables and $2 m+2 n k+2 n-3 k-1$ clauses. For this CNF, the following holds.

## Proposition 3.6

The CNF from Definition 3.5 of a graph $G=(V, E)$ with $k \in \mathbb{N}$ has a valid assignment, if and only if the graph can be made bipartite by deleting $k$ vertices. Then, for

$$
\begin{aligned}
A & :=\left\{v_{i} \mid V_{i, 1}=T R U E\right\}, \\
B & :=\left\{v_{i} \mid V_{i, 2}=T R U E \wedge V_{i, 1}=F A L S E\right\}, \\
D & :=\left\{v_{i} \mid V_{i, 3}=T R U E\right\}
\end{aligned}
$$

the graph $G[V \backslash D]$ is bipartite with bipartition classes $A$ and $B$.
Proof. Let the conjugative normal form have a valid assignment. Then, the set $D$ has cardinality at most $k$ as at most that many of $V_{i, 3}$ can be true. Note, that every vertex that is not in $D$ has to be in exactly one of $A$ or $B$ because of their definition and condition (i) of the conjugative normal form. Assume $A$ and $B$ are not bipartition classes of $G[V \backslash D]$. Then, there have to be two vertices
in either $A$ or $B$ that are connected by an edge, without loss of generality in $A$. But this is a contradiction to the definition of $A$ and condition (ii) of the conjugative normal form. Assume now on the other hand, that there is a set $\tilde{D}$ of cardinality at most $k$, such that $G[V \backslash D]$ is bipartite. Call the bipartition sets $\tilde{A}$ and $\tilde{B}$. But then $V_{i, 1}=T R U E \Longleftrightarrow v_{i} \in \tilde{A}$ and $V_{i, 2}=T R U E \Longleftrightarrow v_{i} \in \tilde{B}$ and $V_{i, 3}=T R U E \Longleftrightarrow v_{i} \in \tilde{D}$ is a valid assignment of the CNF.

Now, we can build this SAT instance for each $k$ increasing from 1 until we achieve a satisfiable instance. Then, the set $\left\{v_{i} \mid V_{i, 3}=T R U E\right\}$ is exactly the subset of vertices we have to remove to make the graph bipartite. As a speed-up technique, we apply a binary search where at the beginning $k$ is doubled in each step until an initial solution is found. Then, in each step the mean value of the known upper and lower bounds is checked until the exact solution is found.

### 3.5 Heuristics for the Local Problem

In this section, we now propose the three different heuristics to solve the local version of the problem, i.e., Problem 3.4.

### 3.5.1 Greedy

Our greedy algorithm, formalized in Algorithm 3.2, consists of the main routine greedy and the subroutine greedy_fill. The subroutine has to be called with the vertex set $V$ partitioned into $A_{1}, A_{2}$, and $D$ and neither $A_{1}$ nor $A_{2}$ is allowed to contain two vertices that are connected by an edge. The algorithm checks for all vertices $u$ in $D$ in a random order, whether they already have a neighbor in one of the bipartition classes $A_{1}$ or $A_{2}$. Then, the set $N$ of the algorithm contains all indices $i \in\{1,2\}$ such that $u$ can be added to $A_{i}$ without violating the previous assignments. If $N$ is empty, $u$ cannot be added to either bipartition class and therefore stays in $D$, otherwise, one of the possible classes in $A_{i}$ with $i \in N$ is selected at random. Thus, the routine moves elements from $D$ to $A_{1}$ and $A_{2}$ until all elements in $D$ are connected with an edge to an element in $A_{1}$ and in $A_{2}$.

To compute an inclusion-minimal set $D$ such that the induced graph on $V \backslash D$ is bipartite, we can now call this subroutine with $V$ as $D$ and empty sets for $A_{1}$ and $A_{2}$. The algorithm then computes $D$ and the bipartition classes $A_{1}$ and $A_{2}$ of the resulting graph. By design, we can rely on this subroutine for the heuristics later proposed in this work.

```
Algorithm 3.2 Greedy Discovery of Induced Bipartite Subgraphs
Input: Graph \(G=(V, E)\)
Output: Inclusion-minimal set \(D \subseteq V\), such that \(G[V \backslash D]\) is bipartite
    Bipartition classes \(A\) and \(B\) of \(G[V \backslash D]\)
def \(\operatorname{greedy}(V, E)\) :
        return greedy_fill \((V, E,\{ \},\{ \}, V)\)
def greedy_fill( \(\left.V, E, A_{1}, A_{2}, D\right)\) :
    for \(u\) in random_order \((D)\) :
            \(N=\left\{i \in\{1,2\} \mid \nexists v \in A_{i},\{u, v\} \in E\right\}\)
            if \(N \neq \emptyset\) :
            D.remove (u)
            \(i=\) random_element \((N)\)
            \(A_{i} \cdot \operatorname{add}(u)\)
    return \(A_{1}, A_{2}, D\)
```


### 3.5.2 Simulated Annealing

Simulated annealing algorithms are motivated by the physical process of annealing metal which involves controlled cooling in order to achieve better physical properties. Classical hill-climbing algorithms generate a starting solution which is then improved iteratively by choosing neighboring solutions of better quality. By design, these algorithms often terminate in a local minimum. The simulated annealing approach tries to overcome this issue by accepting to worsen the current solution using a probability function which allows the algorithm to leave local minima. At the beginning, the algorithm accepts worse solutions with a high probability which is then iteratively decreased towards zero based on a cooling function. Thus, in the last iterations, the algorithm behaves similar to a hill-climbing algorithm.

Our version of the simulated approach in Algorithm 3.3 is initialized with a maximal number of iterations $i_{\text {max }}$, a starting temperature $t_{\text {max }}$ and a cooling function which maps to a range from 0 to $t_{\max }$. The initial solution is generated using the greedy algorithm from the previous section. In each iteration, a neighboring solution is chosen by selecting a random vertex $u$ from $D$ and removing all vertices that are connected by an edge to $u$ from the bipartition classes $A$ and $B$. Then, $u$ can be added to $A$ or $B$, from which one is chosen at random. Finally, the greedy_fill routine is used to ensure that the set $D$ is minimal. Note, that using a cooling function that maps every value to zero results in a hill-climbing algorithm.

```
Algorithm 3.3 Simulated Annealing Discovery of Induced Bipartite Subgraphs
Input: Graph \(G=(V, E)\)
    Maximal number of iterations \(i_{\text {max }}\)
    Starting temperature \(t_{\text {max }}\)
    Cooling function cooling \(\left(i_{\max }, t_{\max }, i\right) \mapsto \mathbb{R}_{\geq 0}\)
Output: Inclusion-minimal set \(D \subseteq V\), such that \(G[D]\) is bipartite
            Bipartition classes \(A\) and \(B\) of \(G[D]\)
def simulated_annealing \(\left(V, E, i_{\max }\right)\) :
    \(A, B, D=\operatorname{greedy}(V, E)\)
    for \(i\) in [ \(i_{\text {max }}\) ]:
        \(A_{c}, B_{c}, D_{c}=\) compute_neighbor \((V, E, A, B, D)\)
        \(c=|D|-\left|D_{c}\right|\)
        if \(c>0\) :
            \(A, B, D=A_{c}, B_{c}, D_{c}\)
        else:
            \(t=\operatorname{cooling}\left(i_{\max }, t_{\text {max }}, i\right)\)
            if \(e^{c / t}>\operatorname{random}(0,1)\) :
            \(A, B, D=A_{c}, B_{c}, D_{c}\)
    return \(A, B, D\)
def compute_neighbor \((V, E, A, B, D)\) :
    \(u=\) random_element \((D)\)
    for \(v\) in neighbors \((u)\) :
        D.add(v)
    D.remove (u)
    random_element \((\{A, B\})\).add \((u)\)
    return greedy_fill \((V, E,(A \backslash D),(B \backslash D), D)\)
```


### 3.5.3 Genetic Algorithm

Finally, we propose an adaptation of a genetic algorithm which is motivated by the evolutionary process of reproduction. For this, a set of starting individuals is chosen. The ones with the highest fitness with respect to the optimization task are allowed to reproduce to achieve a new generation of individuals. Furthermore, mutations can be introduced to avoid local minima. This process is repeated until a good solution is found. In our version of this approach, which is formalized in Algorithm 3.4, we provide a maximal number of generations $g_{\text {max }}$, a number of individuals $i_{\text {max }}$ that exist in each generation and a mutation probability $p_{\text {mut }}$. At the beginning, we initialize $i_{\max }$ starting individuals using the greedy algorithm from Section 3.5.1. In each iteration of the loop, a new generation next_gen of individuals is generated which replaces the current set of individuals cur_gen

```
Algorithm 3.4 Genetic Discovery of Induced Bipartite Subgraphs
Input: Graph \(G=(V, E)\)
    Maximal number \(i_{\text {max }}\) of individuals
    Probability \(p_{\text {mut }}\) for mutations
    Maximal number \(g_{\text {max }}\) of generation
Output: Inclusion-minimal set \(D \subseteq V\), such that \(G[D]\) is bipartite
            Bipartition classes \(A\) and \(B\) of \(G[D]\)
def genetic \(\left(V, E, g_{\max }, i_{\max }\right)\) :
    cur_gen = []
    for \(i\) in [ \(i_{\text {max }}\) ]:
        cur_gen.add (greedy \((V, E))\)
    for \(i\) in \(\left[g_{\max }\right.\) ]:
        next_gen \(=\) []
        \(P=\) generate_probability_distribution(cur_gen)
        for \(j\) in [ \(i_{\text {max }}\) ]:
            \(\left(A_{1}, B_{1}, D_{1}\right),\left(A_{2}, B_{2}, D_{2}\right)=\) choose_with_prob(cur_gen, \(\left.P, 2\right)\)
            next_gen.add( \(\left.\operatorname{breed}\left(V, E, A_{1}, B_{1}, D_{1}, D_{2}, p_{\text {mut }}\right)\right)\)
        cur_gen \(=\) next_gen
    return ( \(\mathrm{A}, \mathrm{B}, \mathrm{D}\) ) from cur_gen with \(|D|\) minimal
def \(\operatorname{breed}\left(V, E, A, B, D_{1}, D_{2}, p_{\text {mut }}\right)\) :
    \(D_{n}=D_{1} \cup D_{2}\)
    if random \([0,1)<p_{\text {mut }}\) :
        return compute_neighbor \(\left(V, E,\left(A \backslash D_{n}\right),\left(B \backslash D_{n}\right), D_{n}\right)\)
    else:
            return greedy_fill \(\left(V, E,\left(A \backslash D_{n}\right),\left(B \backslash D_{n}\right), D_{n}\right)\)
```

with a new one. For this, a probability distribution based on the fitness of the current generation is computed. We choose the probability distribution such that the probability is linear with respect to the cardinality of $D$ and that the element with the smallest cardinality $D$ has ten times the probability of the one with the largest cardinality $D$. The elements of next_gen are generated by choosing two distinct elements for each based on the probability distribution and breeding them to a new individual. This is done by using the breed function which first computes the set $D_{n}$, as the union of both $D$-sets from the chosen individuals. Because bipartiteness is a hereditary property and $D_{n}$ is a superset of the $D$-sets, the graph $G\left[V \backslash D_{n}\right]$ is also bipartite. Finally, the new individual is generated using the routine greedy_fill to ensure that the resulting $D$ is inclusion-minimal. Alternatively, with probability $p_{\text {mut }}$, a mutation is introduced using the neighborhood choosing from the simulated annealing algorithm.

### 3.6 Evaluation and Discussion

In this section, we discuss and compare the different approaches proposed in this work with respect to their runtime and the quality of their results.

### 3.6.1 Datasets and Implementation

We test our algorithm on four different datasets.
DAGmar. The DAGmar [6] generator can produce random leveled graphs for given vertex numbers and densities. We use the graphs bundled with the DAGmar generator as our first testing dataset. Those have between 20 and 400 vertices and an edge-vertex ratio between 1.6 and 10.6.

Rome and North. The Rome and North (AT\&T) graphs [20] are two datasets that are well-known benchmark graphs and are commonly applied by the graph drawing community.

Random. This class contains randomly generated Erdős-Rényi graphs on vertices between 10 and 500 vertices. The edge-vertex ratio was chosen such that it is between 1 and 10 .

All of our experiments are implemented in Python 3. For the SAT-solver, we used the binaries provided on the MiniSat website [44]. The experiments are conducted on an Intel Xeon Gold 5122 CPU equipped with 300 GB RAM. For reproducibility and further research, our source code [35] is public.

### 3.6.2 Parameter Tuning

Our simulated annealing approach and our genetic algorithm require parameters which we have to choose carefully. In this section, we provide some motivation and hints on how to choose the parameters.

Simulated Annealing. The simulated annealing algorithm has three parameters to optimize. For the starting temperature, we observe that the average cardinality of $D$ for all graphs in the test sets decreases until a temperature of around 45 . Thus, we recommend using a starting temperature of 50 . To decide on the cooling function, we provide the average result of the tests on four different cooling functions in Table 3.1. The results suggest that the quadratic cooling function should be plugged. Finally, the number of iterations that algorithm runs for can

Table 3.1: Different cooling functions for the simulated annealing algorithm. The lowest average cardinality of $D$ was achieved with the quadratic cooling function.

| Name | $\operatorname{cooling}\left(i_{m}, t_{m}, t\right)$ | Average cardinality of $D$ |
| :--- | :--- | ---: |
| Hill Climbing: | 0 | 20.50 |
| Linear: | $t_{m}\left(\frac{i_{m}-t}{i_{m}}\right)$ | 19.87 |
| Quadratic: | $t_{m}\left(\frac{i_{m}-t}{i_{m}}\right)^{2}$ | 19.39 |
| Exponential: | $t_{m}\left(\frac{1}{1+e^{\frac{2 \ln \left(t_{m}\right)}{i_{m}}\left(t-\frac{\left.i_{m}\right)}{2}\right)}}\right)$ | 19.91 |

be optimized. Our observations suggest that the improvements after more than 10000 iterations are marginal, and we thus recommend this parameter.

Genetic. The genetic algorithm has three parameters. As a general rule, we observe that increasing the number of individuals or the number of generations improves the result. We are not able to observe a maximum number of individuals or generations beyond which the cardinality of $D$ does not become smaller. We thus cap our algorithm at 20 individuals and 1000 generations. For the mutation probability, Figure 3.1 suggests that a mutation rate of 0.8 provides the best results. It is noteworthy, that the different spikes of Figure 3.1 stem from different optima from the different datasets. Thus, performing parameter optimization on each dataset is advisable when the algorithm is applied. We also experimented with survivors between generations however, we observed that this increases the cardinality of $D$.


Figure 3.1: Average results for different mutation probabilities the genetic algorithm. The lowest average result for the cardinality of $D$ was achieved with a mutation probability of 0.8 .

### 3.6.3 Evaluation

We first consider the theoretical runtime of the different algorithms. Even though the transformation to the SAT instance is polynomial, the SAT-solver has by its nature an exponential runtime. The greedy algorithm has to process every edge once and is linear in the number of edges of the graph. In the worst case, the simulated annealing algorithm does a full procession of the greedy algorithm in each repetition and has therefore a runtime of $\mathcal{O}\left(m \cdot i_{\max }\right)$. Finally, the runtime of the genetic algorithm is in $\mathcal{O}\left(m \cdot g_{\max } \cdot i_{\max }\right)$, as in every repetition of the loop the greedy algorithm is called for each individual.

For the experiment-based evaluation, we choose our parameters as described in the last section. We fist consider the experimental runtime. Each graph is processed in our test-datasets with each algorithm once. If the SAT-algorithm runs longer than one hour, we cancel its computation. For the DAGmar graph class, only the computation of 304 from 1960 graphs finishes in this time, for the random class, it is 89 of 403. In Tables 3.2 and 3.3, we compare the average runtime and cardinality $D$ of the different algorithms split by graph class. If we compare the heuristics, it is as expected by the theoretical runtime investigation: The greedy algorithm is the fastest one and the genetic algorithm is the slowest with the simulated annealing algorithm being in the middle. When we consider the cardinality of $D$, it is the other way round: The best results are achieved by the genetic algorithm and the worst ones by the greedy algorithm on all test datasets. The SAT-algorithm is, by its nature of being an exact algorithm, always the one with the smallest set $D$. A more visual representation of the time requirement is provided in the plot of Figure 3.3. Here, each graph in every class is represented

Table 3.2: Average cardinality of $D$ with standard deviation of the four algorithms on all graph classes.

| Cardinality of $D$ | DAGmar | North | Random | Rome |
| :--- | ---: | ---: | ---: | ---: |
| SAT (avg) | $18.12^{*}$ | 2.02 | $14.65^{*}$ | 3.93 |
| SAT (sd) | $10.07^{*}$ | 2.89 | $10.39^{*}$ | 2.36 |
| Greedy (avg) | 114.37 | 3.04 | 127.44 | 5.84 |
| Greedy (sd) | 72.34 | 4.41 | 91.11 | 3.81 |
| Simulated Annealing (avg) | 97.81 | 2.05 | 108.75 | 4.16 |
| Simulated Annealing (sd) | 64.43 | 2.94 | 80.13 | 2.52 |
| Genetic (avg) | 93.32 | 2.02 | 103.44 | 3.95 |
| Genetic (sd) | 61.91 | 2.89 | 76.81 | 2.38 |

*This algorithm did not finish in under one hour for all graphs of this class.


Figure 3.2: Time required by the different algorithms. Each dot represents a graph in the given class.
by a dot which is placed on a logarithmic scale in the $y$-axis, depending on the time, its computation needs for each algorithm. In Figure 3.3, we plot for all graph classes and algorithms how many graphs have a computed set $D$ that is larger than $k$. To provide comparability, the graphs that did not finish in the SAT-experiment are excluded from this plot. Once again, we can observe that the greedy algorithm performs worst while the simulated annealing and genetic algorithm come very close to the SAT-algorithm which, by its nature of being an exact algorithm, is always the lowest curve in all four plots.

### 3.6.4 Discussion

Each of the four algorithms proposed in this work has its merits, as they balance runtime against cardinality of $D$ in differently. An exact result is usually preferred, however, because of the exponential nature of SAT-solving, we observe that this approach is not guaranteed to finish in under an hour even for medium-sized graphs. On the other hand, the greedy algorithm has a runtime which is linear in

Table 3.3: Average time consumption and standard deviation of the four algorithms on all graph classes.

| Time | DAGmar | North | Random | Rome |
| :--- | ---: | ---: | ---: | ---: |
| SAT (avg) | $273.93 \mathrm{~s}^{*}$ | 0.23 s | $420.51 \mathrm{~s}^{*}$ | 0.46 s |
| SAT (sd) | $858.47 \mathrm{~s}^{*}$ | 2.49 s | $1055.62 \mathrm{~s}^{*}$ | 2.41 s |
| Greedy (avg) | 4.51 ms | 0.26 ms | 4.77 ms | 0.25 ms |
| Greedy (sd) | 3.67 ms | 0.17 ms | 3.72 ms | 0.12 ms |
| Simulated Annealing (avg) | 9.39 s | 0.66 s | 9.54 s | 0.98 s |
| Simulated Annealing (sd) | 6.16 s | 0.68 s | 6.75 s | 0.3 s |
| Genetic (avg) | 324.43 s | 35.88 s | 306.97 s | 43.51 s |
| Genetic (sd) | 217.8 s | 15.41 s | 210.01 s | 7.16 s |

[^0]- SAT - Greedy - Sim. Ann. - Genetic


Figure 3.3: Number of graphs that where the cardinality of the computed $D$ is at least $x$ for the different algorithms. The lines of the SAT-algorithm, the simulated annealing algorithm, and the genetic algorithm are hard to distinguish from each other, as they performed very closely.
the number of edges of the graph and can thus usually be computed even on large graphs. The order of the computed bipartite subgraphs are not too unreasonable when compared to the exact solution of the SAT-algorithm. Finally, the simulated annealing and greedy algorithm are in the middle of the other two approaches in both regards, runtime and quality. The simulated annealing approach is a bit faster but delivers worse results. However, it should be noted that both of them are very close to the exact solutions. For a general recommendation, one should usually make use of the algorithm with the highest runtime one can afford.

### 3.7 Conclusion

In this section, we proposed one exact algorithm to compute maximal induced bipartite subgraphs and three heuristics to compute locally maximal induced bipartite subgraphs of large order. To this end, we employed a SAT-solver for the exact solution of the global problem. For the local problem, we designed
three different heuristic approaches with a greedy strategy, a simulated annealing approach, and a genetic algorithm. Furthermore, we compared the results on four benchmark datasets and demonstrated in an experimental evaluation that all three heuristics have a reason to exist by balancing the time-consumption and the order of the computed subgraph to different degrees.

A notable observation is that the simulated annealing approach and the genetic heuristics could, by their design, work on any hereditary graph property. For this, only the greedy heuristic and the neighbor-choosing have to be adjusted. This raises the question, whether the approach generalizes to other hereditary graph properties. To confirm that these approaches work on other classes, further studies are necessary and are a natural future extension to this work. As we published our code, such experiments can easily be conducted.

## CHAPTER 4

## Contranominal Scales in Formal Contexts

One of the main goals of formal concept analysis is to enable humans to comprehend information encapsulated in the bipartite data. The main tool to enable this is the concept lattice. Thus, the number of concepts is a limiting factor for a human to understand underlying structural properties. The size of the concept lattice is influenced by the number of subcontexts in the corresponding formal context that are isomorphic to a contranominal scale of high dimension. This motivates the research question that we address in this chapter.
(1.2) How can we discover contranominal scales in bipartite graphs? For this purpose, we propose the algorithm CONTRAFINDER which enables the computation of all induced contranominal scales of a formal context. We evaluate our algorithm against two baseline algorithms to prove its merit. Our novel algorithm enables strategies such as $\delta$-adjusting that decrease the number of contranominal scales in a formal context by the selection of an appropriate attribute subset.

### 4.1 Introduction

One of the main objectives of formal concept analysis is to enable humans to understand complex data. For this, the data is clustered into concepts which are then ordered in a lattice structure. Relationships between the features are represented as implications. However, the size of the corresponding concept lattice can increase exponentially in the size of the input data. As humans tend to comprehend connections in smaller chunks, the understandability is decreased by this exponential nature, even in medium-sized datasets. One way to optimize the readability of the concept lattices are nested line diagrams [112]. Another way are better drawing algorithms, as proposed in Chapters 6 and 7, to optimize the presentation of the concept hierarchy. However, both of them reach their limits, once the lattices grow too large. It is of interest to investigate why the number of concepts of even medium-sized datasets grows that large in the first place.

In an attribute combination of size $k$ forms together with some of its objects a contranominal scale, these attributes will generate $2^{k}$ concepts in the concept lattice. The emerging structure is called a $k$-dimensional Boolean suborder. On the other hand, a lattice contains such a Boolean suborder if and only if the corresponding formal context contains an induced $k$-dimensional contranominal scale $[4,79]$. Therefore, the number of contranominal scales which appear as a subcontext in a formal context is heavily related to the size of its concept lattices. Because of the exponential relation between the number of concepts in a Boolean suborder and its number of attributes, the following problem is of interest.

## Problem 4.1 (CONTRANOMINAL Problem)

Given: Let $\mathbb{K}$ be a formal context and $k$ a natural number.
Requested: Is there an induced contranominal scale of dimension $k$ in $\mathbb{K}$ ?
The goal of this chapter is to develop an efficient algorithm for finding all attribute combinations that contain contranominal scales and extracting them. Since deciding the Contranominal Problem for a given $\mathbb{K}$ and $k \in \mathbb{N}$ is NP-complete, we do cannot hope to find polynomial-time algorithms. We propose several algorithms in this chapter which combined compose CONTRAFINDER. Our experiments show that CONTRAFINDER is more effective at finding induced contranominal scales in real-world datasets than previous approaches.

Algorithms such as the one proposed in this chapter, which allow for the computation of all contranominal scales, are a necessity for approaches such as $\delta$ -
adjusting, which do attribute selection based on the number of contranominal scales [34] each attribute is contained in. In this, the number of attribute combinations that give rise to contranominal scales are required and weighted.

### 4.2 Related Work

Besides the number of concepts, which strongly correspond to the contranominal scales in the formal context $\mathbb{K}$ [3], some other measures can be used to evaluate the size and complexity of a concept lattice $\underline{\mathfrak{B}}(\mathbb{K})$. One of those is the 2-dimension [106], which is the minimal dimension of a Boolean lattice into which $\underline{\mathfrak{B}}(\mathbb{K})$ is order-embeddable. On the other hand, the breadth [107] of a (concept) lattice $\mathfrak{\mathcal { B }}(\mathbb{K})$ refers to the maximum dimension of a Boolean lattice that can be orderembedded into $\underline{\mathfrak{B}}(\mathbb{K})$. A connection between the concept lattices of a context $\mathbb{K}=(G, M, I)$ and its subcontext $\mathbb{S}=\mathbb{K}[H, N]$ is given by Ganter and Wille [57, Prop. 32] through the order embedding

$$
\varphi: \underline{\mathfrak{B}}(\mathbb{S}) \rightarrow \underline{\mathfrak{B}}(\mathbb{K}),(A, B) \mapsto\left(A, A^{\prime}\right) .
$$

If $G=H$, this map is meet-preserving. Albano and Chornomaz [4] use this map to connect induced contranominal scales to Boolean suborders.

## Proposition 4.2 (Albano and Chornomaz [4])

Let $\mathbb{K}$ be a formal context. If $\mathbb{K}$ contains a contranominal scale of dimension $k$ then $\mathfrak{\mathfrak { B }}(\mathbb{K})$ has a Boolean suborder of dimension $k$.

The other direction of this is demonstrated by Koyda and Stumme [79].

## Proposition 4.3 (Koyda and Stumme [79])

Let $\mathbb{K}$ be a formal context. For every Boolean suborder $\underline{S}$ in the concept lattice of dimension $k$, there is an induced contranominal scale of the same dimension in $\mathbb{K}$.

Hence, a lattice contains an $n$-dimensional Boolean suborder if and only if its formal context contains an $n$-dimensional contranominal scale. These statements provide the connection between large induced contranominal scales and their relationship to the number of concepts.

### 4.2.1 Contranominal Scales and Induced Matchings

The complexity of computing contranominal scales in formal contexts is well investigated, as it can be considered to be the dual problem of finding induced
maximum matchings in bipartite graphs. A matching is a subset of the edges, such that no two edges share a vertex. Therefore, an induced matching is a subset of the vertices that induce a matching on their edges. The decision problem underlying the computation of induced matchings is formulated as follows.

## Problem 4.4 (Induced Matching Problem)

Given: Let $G$ be a bipartite graph and $k$ a natural number.
Requested: Is there an induced matching of size $k$ in $G$ ?
The complexity of this problem is well-investigated.

Theorem 4.5 (Lozin [87])
Deciding the Induced Matching Problem is NP-complete.
The relationship between the Induced Matching Problem and the ContraNOMINAL Problem follows directly from their respective definitions.

## Lemma 4.6 (Contranominal-Matching-Duality)

Let $(S, T, E)$ be a bipartite graph, $\mathbb{K}:=(S, T,(S \times T) \backslash E)$ a formal context such that $H \subseteq S, N \subseteq T$. The edges between $H$ and $N$ compose an induced matching of size $k$ in $(S, T, E)$ if and only if $\mathbb{K}[H, N]$ is an induced contranominal scale of dimension $k$.
Proof. The complement context of $(G, M, I)$ corresponds to the bipartite graph $(G, M,(G \times M) \backslash I)$. Thus, the statement follows by the definitions of induced matching and contranominal scale.

This duality then directly gives rise to the following.

## Theorem 4.7 (NP-completness of the CONTRANOMINAL Problem)

Deciding the Contranominal Problem is NP-complete.
Proof. Follows directly from the duality of the Contranominal Problem and the Induced Matching Problem.

Thus, provided that $\mathrm{P} \neq \mathrm{NP}$, we can not expect to find polynomial-time algorithms for computing maximal bipartite subgraphs.

### 4.2.2 Baseline Algorithms

We compare our approach to two benchmark algorithms. The first one is an algorithm to compute induced matchings in bipartite graphs, the second one is an algorithm that computes cliques. We can apply the clique algorithm be-
cause of a relation of clique and contranominal scales that we will discuss in this section.

### 4.2.3 Using Induced Matchings

One of our baseline algorithms is the branch and search approach by Xiao and Tan [117]. It exploits the fact that for each maximum matching and each vertex, there is either an adjacent edge to this vertex in the matching or each of its neighboring vertices has an adjacent edge in the matching. Branching on vertices decreases the order of the processed graphs iteratively. Note that this idea, in contrast to our approach CONTRAFINDER, does not exploit the bipartiteness of the graph.

### 4.2.4 Using Cliques

The problem of computing contranominal scales is closely related to the problem of computing cliques in graphs, which is defined as follows.

## Problem 4.8 (Clique Problem)

Given: Let $G$ be a graph and $k$ a natural number.
Requested: Is there a clique of order $k$ in $G$ ?
The computational cost of the CLIQUE Problem is also well-examined.

Theorem 4.9 (Karp [71])
Deciding the Clique Problem is NP-complete.
To investigate the connection between the Clique Problem and the ContranOMINAL Problem, define the conflict graph as follows:

## Definition 4.10 (Conflict Graph)

Let $\mathbb{K}:=(G, M, I)$ be a formal context. Define the conflict graph of $\mathbb{K}$ as the graph $\operatorname{cg}(\mathbb{K}):=(V, E)$ with the vertex set $V=(G \times M) \backslash I$ and the edge set

$$
E=\left\{\left.\{(g, m),(h, n)\} \in\binom{V}{2} \right\rvert\,(g, n) \in I,(h, m) \in I\right\} .
$$

The relationship between the cliques in the conflict graph and the contranominal scales in the formal context is given through the following lemma.

## Lemma 4.11 (Contranominal Scale and Clique Connection)

Let $\mathbb{K}=(G, M, I)$ be a formal context, $\operatorname{cg}(\mathbb{K})$ its conflict graph and $H \subseteq G, N \subseteq M$. Then $\mathbb{K}[H, N]$ is a contranominal scale of dimension $k$ if and only if $(H \times N) \backslash I$ is a clique of order $k$ in $\operatorname{cg}(\mathbb{K})$.
Proof. " $\Rightarrow$ ". Let $\mathbb{K}=(G, M, I)$ be a formal context and $\mathbb{S}=\mathbb{K}[H, N]$ a contranominal scale of dimension $k$ such that $H=\left\{h_{1}, h_{2}, \ldots, h_{k}\right\}, N=\left\{n_{1}, n_{2}, \ldots, n_{k}\right\}$ and $\left(h_{i}, n_{j}\right) \in I$ if and only if $i \neq j$. As $\left(h_{i}, n_{i}\right) \notin I$ for all $i \in\{1,2, \ldots, k\}$, the graph $\operatorname{cg}(\mathbb{K})$ contains all elements ( $h_{i}, n_{i}$ ) as vertices. Assume two such vertices, without loss of generality $\left(h_{1}, n_{1}\right)$ and ( $h_{2}, n_{2}$ ), are not connected by an edge in $\operatorname{cg}(\mathbb{K})$. Then either $\left(h_{1}, n_{2}\right) \notin I$ or $\left(h_{2}, n_{1}\right) \notin I$, a contradiction to $\mathbb{S}$ being contranominal.
" $\Leftarrow$ ". Let $\left\{\left(h_{1}, n_{1}\right),\left(h_{2}, n_{2}\right), \ldots,\left(h_{k}, n_{k}\right)\right\}$ be the vertex set of the clique of order $k$ in $\operatorname{cg}(\mathbb{K})$. Then $\left(h_{i}, n_{i}\right) \notin I$ and $h_{i}, n_{j} \in I$ for $i \neq j$ by definition of the conflict graph. Thus, $\mathbb{S}:=\left(\left\{h_{1}, h_{2}, \ldots, h_{k}\right\},\left\{n_{1}, n_{2}, \ldots, n_{k}\right\},\left\{\left(h_{i}, n_{j}\right) \mid i \neq j\right\}\right) \leq \mathbb{K}$ and $\mathbb{S}$ is a contranominal scale.

Building on Lemma 4.11, the set of all induced contranominal scales can be computed using algorithms that iterate all cliques in the conflict graph. The set of all cliques then corresponds to the set of all contranominal scales in the formal context. An algorithm to enumerate all cliques in a graph is proposed by Bron and Kerbosch [14].

### 4.3 CONTRAFINDER

In this section, we introduce the recursive backtracking algorithm CONTRAFINDER to compute all contranominal scales. As it has exponential runtime, we also propose two speedup techniques in the subsequent section.

The main idea behind CONTRAFINDER is the following. In each recursion step a set of pairs corresponding to an attribute set is investigated:

## Definition 4.12 (Characterizing Pair and Generator)

Let $\mathbb{K}=(G, M, I)$ be a formal context and $N \subseteq M$. Define

$$
C(N):=\{(g, m) \notin I \mid g \in G, m \in N \text { and } \forall x \in N \backslash\{m\}:(g, x) \in I\}
$$

as the set of characterizing pairs of $N$. We call $N$ the generator of $C(N)$.
The characterizing pairs encode all induced contranominal scales entailed in these attributes as follows.

```
Algorithm 4.5 CONTRAFINDER for the Discovery of Contranominal Scales
Input: Formal Context \(\mathbb{K}=(G, M, I)\)
Output: Set of all Contranominal Scales
def compute_contranominal_scales ( \(G, M, I\) ):
    characterizing_pairs \((\emptyset, M, \emptyset, I)\)
def characterizing_pairs \(\left(C_{N}, \tilde{M}, F, I\right)\) :
    for \(m\) in \(\tilde{M}\) in lexicographical order:
        \(\tilde{M}=\tilde{M} \backslash\{m\}\)
        cand_C \({ }_{N}=\left\{(g, n) \in C_{N} \mid(g, m) \in I\right\}\)
        cand_m \(=\left\{(g, m) \mid(g, m) \notin I, g \notin F, \nexists n:(g, n) \in C_{N}\right\}\)
        if \(\left|\left\{g \mid(g, n) \in C_{N}\right\}\right|=\mid\left\{g \mid(g, n) \in\right.\) cand_C \(\left.C_{N}\right\} \mid\) and \(\mid\) cand_m \(\mid>0\) :
                unpack_contranominals (cand_ \(C_{N} \cup\) cand_m)
                \(C_{N_{\text {new }}}=\) cand_C \(C_{N} \cup\) cand_m
                \(F_{\text {new }}=F \cup\{g \in G \mid(g, m) \notin I\}\)
                characterizing_pairs \(\left(C_{N_{\text {new }}}, \tilde{M}, F_{\text {new }}, I\right)\)
def unpack_contranominals \(\left(C_{N}\right)\) :
    \(N=\left\{m \mid(g, m) \in C_{N}\right\}\)
    for \(O\) in \(\left\{\left\{g_{m_{1}}, \ldots, g_{m_{|N|}}\right\} \mid m_{i} \in N, g_{m_{i}} \in\left\{g \in G \mid\left(g, m_{i}\right) \in C_{N}\right\}\right\}\)
        report \((O, N)\) as contranominal scale
```


## Lemma 4.13

Let $\mathbb{K}=(G, M, I), N \subseteq M$ and

$$
H(m):=\{g \in G \mid(g, m) \in C(N)\} .
$$

Then $\mathbb{K}[O, N]$ is a contranominal scale if and only if $O$ contains exactly one element of each $H(m)$ with $m \in N$.
Proof. " $\Rightarrow$ " Let $O=\left\{g_{1}, \ldots, g_{|N|}\right\}$ such that it contains exactly one element of each $H(m)$. Then, for every object $g \in O$, there is exactly one $m \in N$ with $(g, m) \notin I$ due to the definition of $C(N)$. Also, $|O|=|N|$ as $H(m) \cap H(n)=\emptyset$ for distinct $m, n \in M$. Thus, the context $\mathbb{K}[O, N]$ is a contranominal scale.
" $\Leftarrow$ " Now let $\mathbb{S}=\mathbb{K}[O, N]$ be a contranominal scale. By definition for all elements $(h, n) \in C(N)$, it holds $(h, n) \notin I$. Because $\mathbb{S}$ is contranominal, there is no attribute $m \in N$ with two objects $g, h \in O$ such that $(g, m),(h, m) \notin I$. Thus, $O$ contains exactly one element of each $H(m)$ with $m \in N$.

Lemma 4.13 implies that such contranominal scales can exist only if no $H(m)$ is empty and $|N|=|O|$. Both sets can be reconstructed from a set of charac-
terizing pairs corresponding to $N$. This is done in unpack_contranominals in Algorithm 4.5. Therefore, $N$ does not have to be memorized in CONTRAFINDER. The algorithm exploits that for each set of characterizing pairs $C(N)$ the attributes $N$ can be iterated in lexicographical order, similar to NextClosure [55].

## Definition 4.14 (Lexicographical Order)

Let $(M, \leq)$ be a linearly ordered set. The lexicographical order on $\mathcal{P}(M)$ is a linear order. Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, \ldots, b_{m}\right\}$ with $a_{i}<a_{i+1}$ and $b_{i}<b_{i+1}$. Then $A<B$ if $n<m$ and $\left(a_{1}, \ldots, a_{n}\right)=\left(b_{1}, \ldots, b_{n}\right)$ or if $\exists i: \forall j \leq i: a_{j}=b_{j}$ and $a_{i}<b_{i}$.

Similar to the TITANIC-algorithm, CONTRAFINDER utilizes the property that contranominal scales are anti-monotonic, i.e., that each contranominal scale of dimension $k$ has a contranominal scale of dimension $k-1$ as subcontext. Thus, only attribute combinations $N$ have to be considered if $\forall N^{\prime} \subseteq N: C\left(N^{\prime}\right) \neq \emptyset$. The algorithm iterates using a set $\tilde{M}$ which starts with all attributes and removes in each recursion step an attribute in lexicographical order to guarantee that all attribute combinations of the formal context with contranominal scales are investigated. Furthermore, there is a set $F$ of forbidden objects that increases in each recursion step. These are the objects that can't appear in a contranominal scale with the corresponding attributes, as they are non-incident to more than one attribute. This is possible, as each contranominal scale contains exactly one non-incidence in each contained object.

## Theorem 4.15 (Correctness of CONTRAFINDER)

The algorithm CONTRAFINDER reports every contranominal scale exactly once.
Proof. We first show that the algorithm iterates over every contranominal scale of a formal context $\mathbb{K}=(G, M, I)$ at least once. Let $\mathbb{S}=\mathbb{K}[H, N]$ be a contranominal scale of dimension $k$ not computed by the algorithm that does not contain a smaller contranominal scale that is not computed by the algorithm. Let $H=\left\{g_{1}, \ldots, g_{k}\right\}$, $N=\left\{m_{1}, \ldots, m_{k}\right\}$ and $\left(g_{i}, m_{j}\right) \in I$ for all $i \neq j$. Without loss of generality $m_{1} \leq m_{2} \leq$ $\ldots \leq m_{k}$ is the lexicographic order on $N$. Consider the contranominal scale $\tilde{\mathbb{S}}=$ $\mathbb{K}\left[\left\{g_{1}, \ldots, g_{k-1}\right\},\left\{m_{1}, \ldots, m_{k-1}\right\}\right]$ of dimension $k-1$ that is computed by the algorithm. Thereby, the generator of the characterizing pairs is given by $\left\{m_{1}, \ldots, m_{k-1}\right\}$. Thus, in the next iteration $m_{k}$ is added to this generator and $\left(g_{k}, m_{k}\right)$ is added to $C_{N}$. Due to the contranominal structure of $\mathbb{S}$, no element of $H$ is contained in the forbidden set $F$ and thus, no element of $\left\{\left(g_{1}, m_{1}\right),\left(g_{2}, m_{2}\right), \ldots,\left(g_{k-1}, m_{k-1}\right)\right\}$ is eliminated from $C_{N}$. Therefore, $C_{N}$ corresponds to the characterizing pairs in the next step of the algorithm and the contranominal scale $\mathbb{S}$ is reported.

We now show that the algorithm iterates over every contranominal scale at most once. As the algorithm iterates over the generator attribute sets in lexicographical order, no attribute combination is iterated twice and every contranominal scale is reported at most once.

Note that the algorithm CONTRAFINDER, combined with Lemma 4.6, can also be used to compute all maximum induced matchings in bipartite graphs.

### 4.4 Speedup Techniques for CONTRAFINDER

We now propose two approaches that can improve the speed of finding contranominals by decreasing the size of the context.

### 4.4.1 Clarifying and Reducing

We now consider the clarified and reduced formal contexts and reconstruct the contranominal scales of the original context from the contranominal scales of the augmented one. This allows the processes clarifying and reducing, which are often performed in formal concept analysis, to be used to discover contranominals.

In the clarified context, each pair of objects or attributes is merged if equality of their derivations holds. To deduce the original formal context from the clarified one, the previously merged attributes and objects can be duplicated. Thus, contranominal scales containing merged objects or attributes are duplicated.

Now, we demonstrate how to reconstruct the contranominal scales from attribute reduced contexts. Thereby, for each eliminated attribute $m$, we have to memorize the irreducible attribute set that has the same derivation as $m$.

## Definition 4.16

Let $\mathbb{K}=(G, M, I)$ be a formal context and $R(\mathbb{K})$ the set of all attributes that are reducible in $\mathbb{K}$. Define the map $\omega: R(\mathbb{K}) \rightarrow \mathcal{P}(M \backslash R(\mathbb{K}))$ with

$$
x \mapsto(N \subseteq M \backslash(R(\mathbb{K}) \cup\{x\}))
$$

such that $N^{\prime}=x^{\prime}$ and $N$ of greatest cardinality. For a fixed object set $H \subseteq G$, let $\omega_{H}: R(\mathbb{K}) \rightarrow \mathcal{P}(M \backslash R(\mathbb{K}))$ be the map with

$$
x \mapsto\{y \mid y \in \omega(x), \forall h \in H:(h, x) \notin I \Rightarrow(h, y) \notin I\} .
$$

Note, that the map $\omega$ is well-defined, as the uniqueness follows directly from the maximality of $N$. The following lemma provides a way to reconstruct the contranominal scales in the original context from the ones in the reduced one.

## Lemma 4.17

Let $\mathbb{K}=(G, M, I)$ be a formal context with $\mathbb{K}_{r}$ its attribute-reduced subcontext and $\mathcal{K}$ the set containing all contranominal scales of $\mathbb{K}_{r}$. Then the set

$$
\tilde{\mathcal{K}}=\left\{\mathbb{K}[H, \tilde{N}] \mid \mathbb{K}\left[H, N=\left\{n_{1}, \ldots, n_{l}\right\}\right] \in \mathcal{K}, \tilde{N}=\left\{\tilde{n}_{i} \mid n_{i}=\tilde{n}_{i} \vee n_{i} \in \omega_{H}\left(\tilde{n}_{i}\right)\right\}\right\}
$$

contains exactly all contranominal scales of $\mathbb{K}$.
Proof. Let $\mathbb{S}=\mathbb{K}[H, \tilde{N}]$ be a contranominal scale in $\mathbb{K}$. Then each attribute $\tilde{n}_{i} \notin R(\mathbb{K})$ and thus, an attribute of $\mathbb{K}_{r}$ or there is a unique minimal irreducible attribute set $U \subseteq M \backslash R(\mathbb{K})$ with $\tilde{n}_{i}^{\prime}=U^{\prime}$ due to the definition of reducibility. In particular, for all $g \in G$ with $\left(g, \tilde{n}_{i}\right) \in I$ it holds that $(g, u) \in I$ for all $u \in U$. Furthermore, for all $g \in G$ with $\left(g, \tilde{n}_{i}\right) \notin I$, there is at least one $u \in U$ with $(g, u) \notin I$. Due to the contranominal property of $\mathbb{S}$, for every $\tilde{n}_{i} \in N$, there is exactly one $h \in H$ with $\left(h, \tilde{n}_{i}\right) \notin I$. Therefore, there is at least one $n_{i} \in U$ with the same property and thus, $\mathbb{S} \in \tilde{\mathcal{K}}$. Now let $\mathbb{S}=\mathbb{K}[H, \tilde{N}]$ be an element of $\tilde{\mathcal{K}}$. For each pair $(g, m) \notin I$, there is no attribute $n$ such that $(g, n) \notin I$ and there is no object $h$ such that $(h, n) \notin I$. Due to the existence of a $g_{i}$ for each $m_{i}$ such that $\left(g_{i}, m_{i}\right) \notin I$, the context $\mathbb{S}$ is a contranominal scale.

Thus, to reconstruct contranominal scales for each $x \in R(\mathbb{K})$, all $y \in \omega(x)$ are considered. $U \cup x$ is a candidate for the attribute set of a contranominal scale in $\mathbb{K}$, if there is a $U \subseteq M \backslash \omega(x)$ with $U \cup y$ attribute set of a contranominal scale $\mathbb{S}_{y}$ for all $y$. This candidate forms the contranominal scale $\mathbb{K}[H, U \cup x]$, if and only if all contranominal scales $\mathbb{S}_{y}$ share the same object set $H$. The object reducible case can be done dually.

### 4.4.2 Knowledge-Cores

The notion of $(p, q)$-cores is introduced to formal concept analysis by Hanika and Hirth in [63]. Thereby, dense subcontexts are defined as follows:

## Definition 4.18 (Knowledge Cores, Hanika and Hirth [63])

Let $\mathbb{K}=(G, M, I)$ and $\mathbb{S}=\mathbb{K}[H, N]$ be formal contexts. $\mathbb{S}$ is called a $(p, q)$-core of $\mathbb{K}$ for $p, q \in \mathbb{N}$, if $\forall g \in H:\left|g^{\prime}\right| \geq p$ and $\forall m \in N:\left|m^{\prime}\right| \geq q$ and $\mathbb{S}$ is maximal under this condition whereby the derivations are the ones with respect to $\mathbb{K}$.

Every formal context with fixed $p$ and $q$ has a unique $(p, q)$-core. Computing knowledge cores provides a way to reduce the number of attributes and objects in a formal context without removing large contranominal scales.

## Lemma 4.19

Let $\mathbb{K}$ be a formal context, $k \in \mathbb{N}$, and $\mathbb{S} \leq \mathbb{K}$ its $(k-1, k-1)$-core. Then for every contranominal scale $\mathbb{C} \leq \mathbb{K}$ of dimension $k$, it holds $\mathbb{C} \leq \mathbb{S}$.
Proof. Assume not; i.e., there is a contranominal $\mathbb{K}[H, N] \nsubseteq \mathbb{S}=\mathbb{K}\left[H_{S}, N_{S}\right]$. But then $\mathbb{K}\left[H_{S} \cup H, H_{S} \cup N\right]$ is a $(k-1, k-1)$-core of $\mathbb{K}$ and $\mathbb{S} \leq \mathbb{K}\left[H_{S} \cup H, H_{S} \cup N\right]$, contradicting the definition of $(k-1, k-1)$-cores.

Thus, to compute all contranominal scales of dimension at least $k$, we can first compute the ( $k-1, k-1$ )-core. Note that, in this case, however, smaller contranominal scales might get eliminated. Therefore, if the goal is to compute contranominal scales of smaller dimensions, the ( $k-1, k-1$ )-cores should not be computed. This is in contrast to the clarifying and reducing approach, where we were able to reconstruct all contranominal scales.

### 4.5 Evaluation and Discussion

In this section, we evaluate the algorithm CONTRAFINDER.

### 4.5.1 Datasets

Table 4.1 provides descriptive properties of the datasets used in this work. The zoo [122, 27] and mushroom [92, 27] datasets are classical examples often used in FCA based research such as the TITANIC algorithm. The Wikipedia [81] dataset depicts the edit relation between authors and articles while the wiki44k dataset is

Table 4.1: Datasets used for the evaluation of CONTRAFINDER.

|  | Zoo | Students | Wikip. | Wiki44k | Mushroom |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Objects: | 101 | 1000 | 11273 | 45021 | 8124 |
| Attributes: | 43 | 32 | 102 | 101 | 119 |
| Density: | 0.40 | 0.28 | 0.015 | 0.045 | 0.19 |
| Number of concepts: | 4579 | 17603 | 14171 | 21923 | 238710 |
| Mean obj. per concept: | 18.48 | 16.73 | 20.06 | 109.47 | 91.89 |
| Mean att. per concept: | 7.32 | 5.97 | 5.88 | 7.013 | 16.69 |
| Size of canonical base: | 401 | 2826 | 4575 | 7040 | 2323 |

a dense part of the Wikidata knowledge graph. The original wiki44k dataset was taken from [65]. In this work, we conduct our experiments on an adapted version by [64]. Finally, the students dataset [101] depicts grades of students together with properties such as parental level of education.

### 4.5.2 Runtime

CONTRAFINDER is a recursive backtracking algorithm that iterates over all attribute sets containing contranominal scales. Thus, the worst case runtime is given by $\mathcal{O}\left(n^{k}\right)$ where $n$ is the number of attributes of the formal context and $k$ the maximum dimension of a contranominal scale in it. The Branch-And-Search algorithm from [117] has a runtime of $\mathcal{O}\left(1.3752^{n}\right)$ where $n$ is the sum of attributes and objects. Finally, the Bron-Kerbosch algorithm has a worst-case runtime of $\mathcal{O}\left(3^{n / 3}\right)$ with $n$ being the number of non-incident object-attribute pairs.

To compare the practical runtime of the algorithms, we test them on the previously introduced real world datasets. We report the runtime in Table 4.2 together with the dimension of the larges contranominal scale and the total number of contranominal scales. Note that, for larger datasets, we are not able to compute the number of all contranominal scales using Bron-Kerbosch (from Students) and the Branch-And-Search algorithm (Mushroom) below 24 hours due to their exponential nature and thus stopped the computations. All experiments are conducted on an Intel Core i5-8250U processor with 16 GB of RAM.

### 4.5.3 Discussion

The theoretical runtime of CONTRAFINDER is polynomial in the dimension of the maximum contranominal. Therefore, compared to the baseline algorithms, it performs better the smaller the maximum contranominal scale in a dataset.

Table 4.2: Experimental results comparing the runtime of the three algorithms that compute contranominal scales.

|  | Zoo | Students | Wikipedia | Wiki44k | Mushroom |
| :--- | ---: | ---: | ---: | ---: | ---: |
| CONTRAFINDER: | 2.43 s | $\mathbf{7 . 3 6 s}$ | $\mathbf{1 7 . 1 5 s}$ | $\mathbf{3 5 . 6 5 s}$ | $\mathbf{1 9 6 1 . 0 \mathrm { s }}$ |
| Bron Kerbosch: | 138.70 s | $>86400 \mathrm{~s}$ | $>86400 \mathrm{~s}$ | $>86400 \mathrm{~s}$ | $>86400 \mathrm{~s}$ |
| Branch \& Search: | 14.40 s | 12005.82 s | 1532.17 s | 16783.58 s | $>86400 \mathrm{~s}$ |
| Max. con. scale: | 7 | 8 | 9 | 11 | 10 |
| \# con. scales: | $4.1 \cdot 10^{7}$ | $7.8 \cdot 10^{9}$ | $9.9 \cdot 10^{8}$ | $2.0 \cdot 10^{14}$ | $1.2 \cdot 10^{19}$ |

Furthermore, the runtime of Bron-Kerbosch is worse, the sparser a formal context, as the number of pairs that are non-incident increases and thus more vertices have to be iterated. Finally, the Branch-And-Search algorithm is best in the case that the dimension of the maximum contranominal scale is not bounded. To evaluate how this theoretical properties translate to real world data, we compute the set of all contranominal scales with the three algorithms on the previously described datasets. Only the CONTRAFINDER algorithm was able to compute the set of all contranominal scales on the larger datasets on our hardware under 24 hours. We conclude, that the runtime of CONTRAFINDER is thus superior to the two baselines on our tested real-world datasets.

### 4.6 Conclusion

Contranominal scales in formal contexts are a defining reason why the concept lattices of even small contexts can get large, while on the other hand, providing little to none structural information. It is thus an important research task to identify these contranominal scales. In this chapter, we proposed the algorithm CONTRAFINDER to enable the computation of all contranominal scales of a formal context. The algorithm starts by computing all attribute combinations that are part of a contranominal scale. Then, the contranominal scales with these attribute combinations are computed. We also propose two speed-up techniques using previous notions of formal concept analysis by linking the clarification, reduction, and the computation of $(p, k)$-cores to the problem.

The computation of attribute combinations entailing contranominal scales, which is enabled by our work, allows approaches that measure the influence of attributes on the size of the concept lattice. To this end, there are approaches such as $\delta$ adjusting which remove the attributes with large contranominal influence.

## CHAPTER 5

## Ordinal Factors in Formal Contexts

An ordinal factor is a subset of the incidence relation of a formal context that forms a chain in the concept lattice, i.e., a subset that corresponds to a linear order. These linear orders allow for the visualization and organization of information in the dataset. In small data, they can be used to enable a human to grasp connections encapsulated in the data. In larger datasets, ordinal factors are useful as a navigation tool. We thus approach the following research question.
(1.3) How can we discover ordinal factors in bipartite graphs?

To this end, we propose two algorithms. First, ORD2FACTOR allows computing factorizations into two large ordinal factors. Secondly, we propose the greedy algorithm ORDIFIND that leverages previous work of fast concept lattice computations. We present a way to use this new algorithm as a comprehensive tool to discover relationships in the dataset. We furthermore introduce a distance measure based on the representation emerging from the ordinal factorization to discover similar objects. To evaluate the method, we conduct a case study on different datasets. Both problems that we discuss in this section have underlying NP-complete decision problems.

### 5.1 Introduction

Providing systems that allow for the extraction of explanations and the discovery relationships in bipartite graphs is often a necessity. However, with growing datasets this rapidly becomes a challenging task. A common way to tackle this problem, is to treat the binary attributes as numerical, where the value 1 is assigned to an object if it has the attribute and 0 otherwise. Then, methods from the classical toolkit of dimensionality reduction, such as principal component analysis, are applied. These approaches merge the different tags into a few axes while weighting the attributes in each axis. An emerging axis thus yields information about the presence or absence of correlated features in the original dataset. Then, each object is assigned a real-valued number in each axis to represent whether this object has its attributes. As a single axis represents multiple merged attributes, the resulting placement of objects with only a part of attributes yields an ambiguous representation. Because of this, the main issues of this method arise. Assigning a real value to an object is not consistent with the level of measurement of the underlying binary data. The assigned value promotes the perception that an element has, compared to others, a stronger bond to some attributes, which is not possible in a bipartite graph. Thus, a method that encourages such comparisons and results in such an inaccurate representation of the original information is, in our opinion, not valid. An example of such a principal component analysis projection is given in Figure 5.1.


Figure 5.1: A 2-dimensional projection of the objects from the dataset depicted in Figure 5.3 using principal component analysis.


Figure 5.2: An ordinal factorization of the dataset depicted in Figure 5.3 restricted to the two largest factors for improved readability. All incidences can be deduced from the projection except: (TikTok, timeline), (Whatsapp, stories), (Facebook, timeline), (YouTube, stories), (Facebook, stories). The ordinal projection does not contain false data.

To address this problem, Ganter and Glodeanu [56] developed the ordinal factor analysis, a method that tackles this challenge without the use of real-valued measurement on the binary attributes. The main idea is to condense multiple attributes into a single factor, similar to principal component analysis. The projection consists of linear orders of attributes, the so-called ordinal factors. Then, the method assigns each object, based on its attributes, a position in every factor. Compared to the principal component analysis approach, the positions assigned in the process are natural numbers instead of real-valued ones. Thus, the resulting projection does not express inaccurate or even incorrect information. A complete ordinal factorization furthermore allows deducing all original information. Similar to the principal component analysis projection, there is a visualization method for small datasets. Thereby, one places each object in a two-dimensional coordinate system at the last position for each axis such that it has all attributes until this position. Such a projection can be seen in Figure 5.2. The main advantage of the ordinal factor plot compared to the principal component analysis is that all its information is guaranteed to be correct. For example, Facebook and Instagram both have ads and are USA-based, which is depicted in the vertical axis. On the other hand, the principal component analysis projection gives the impression
that Instagram has more ads than Snapchat and both of them are not USA-based, which are both false claims.

However, Ganter and Glodeanu neither provide a method for the computation of ordinal factorizations nor does the visualization method transfer to larger datasets. These are two of the gaps in this realm that this chapter is meant to fill. First, we provide a method to compute ordinal two-factorizations if they exist. We couple this algorithm with a method to compute a subset of the incidence relation of large size such that it admits an ordinal two-factorization. This enables the computation of ordinal two-factorizations of arbitrary datasets. This process combined results in the algorithm OrD2FACTOR. Then, we propose a method for large datasets to greedily compute the factorizations. To this end, we propose OrDIFIND, a greedy algorithm to compute a complete ordinal factorization of a dataset leveraging fast algorithms from formal concept analysis. For the application of this greedy method, it is still necessary to demonstrate how to use it to discover and explain structure in such large datasets. We do so, by extending the existing theory of ordinal factor analysis into a tool to explain relationships in large binary datasets. Then, we demonstrate how to discover knowledge in some binary datasets using ordinal factor analysis by investigating different datasets.

### 5.2 Related Work

In this section, we consider methods that represent attributes in a low number of dimensions. First we discuss general approaches and then relate to factor analysis which was conducted in formal concept analysis, which is the realm in which our work is positioned.

### 5.2.1 Methods to Embed (Binary) Data

The two main reasons for the research of embedding high dimensional data into a lower number of dimensions are the following. First, embeddings are applied to escape the so-called curse of dimensionality [9], which is a phenomenon that causes distances to become less meaningful in higher dimensional spaces. Secondly, it provides a way to better visualize [66] complex data, as humans are better adapted to understand relationships in lower-dimensional spaces. For an extensive survey on dimensional reduction methods, we refer the reader to Espadoto et al. [45]. A commonly applied approach for embedding high dimensional data into lower dimensions is the principal component analysis [96], which is a method

|  | $\begin{aligned} & 0 \\ & \dot{\sim} \\ & \tilde{\sim} \\ & \tilde{1} \\ & \dot{4} \\ & \tilde{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\underset{\pi}{\infty}$ |  | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \vdots \\ & \vdots \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \stackrel{\infty}{\tilde{0}} \\ & \frac{0}{\infty} \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Facebook | $\times$ |  | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |
| Instagram | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Reddit | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |
| Snapchat | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |
| Telegram |  |  |  | $\times$ | $\times$ | $\times$ |  |  |
| TikTok |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Twitter | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |
| WeChat |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |
| WhatsApp | $\times$ |  |  | $\times$ | $\times$ | $\times$ | $\times$ |  |
| YouTube | $\times$ | $\times$ | $\times$ |  |  |  | $\times$ |  |

Figure 5.3: Running example: This dataset compares attributes of different social media platforms.
that minimizes the average squared distances from the data points to a line. It is often confused [70] with exploratory factor analysis [17], a technique that allows exploring a dataset by reconstructing underlying factors. The running example that we use to explain the theory of this section is the dataset in Figure 5.3 about different features and attributes of various social media platforms.

### 5.2.2 Boolean Factor Analysis

The canonical way to depict information in formal concept analysis is the concept lattice. Still, some approaches arrange data differently to make it more accessible. One of them is the Boolean factor analysis, on which research is conducted within $[74,73,12,11,13]$ and outside [121] of formal concept analysis. We give a brief introduction to this method, as it gives rise to ordinal factorizations.

## Definition 5.1 (Boolean Factor Analysis)

A formal context $\mathbb{K}=(G, M, I)$ can be disassembled into two factorizing formal contexts ( $G, F, I_{G F}$ ) and ( $F, M, I_{F M}$ ) such that

$$
(g, m) \in I \Longleftrightarrow(g, f) \in I_{G F} \text { and }(f, m) \in I_{F M}
$$

for some $f \in F$. Elements in $F$ are called Boolean factors.

|  | f 1 | f 2 | f 3 | f 4 | f 5 | f 6 | f 7 | f 8 | f 9 | f 10 | f 11 | f 12 | f 13 | f 14 | f 15 | f 16 | f 17 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  | $\times$ |  |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ |
| 2 | $\times$ |  | $\times$ | $\times$ |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 3 |  |  |  |  | $\times$ | $\times$ |  |  |  |  |  | $\times$ |  |  | $\times$ |  | $\times$ |
| 4 |  |  | $\times$ |  |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 5 |  |  |  |  |  |  |  |  |  |  |  |  | $\times$ |  |  | $\times$ | $\times$ |
| 6 |  |  |  |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |  | $\times$ | $\times$ |
| 7 |  | $\times$ |  |  | $\times$ | $\times$ |  |  |  | $\times$ |  | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 8 |  |  |  |  |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |  | $\times$ | $\times$ |
| 9 |  |  |  |  |  |  |  |  |  |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 10 |  |  |  |  |  | $\times$ |  |  |  |  | $\times$ | $\times$ |  | $\times$ | $\times$ |  |  |


|  | a | b | c | d | e | f | g | h |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| f1 | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| f2 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |
| f3 | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |
| f4 | $\times$ |  | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |
| f5 | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |
| f6 | $\times$ | $\times$ | $\times$ |  |  |  |  |  |
| f7 |  |  | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |
| f8 |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |
| f9 |  |  | $\times$ | $\times$ | $\times$ |  | $\times$ |  |
| f10 |  |  | $\times$ | $\times$ | $\times$ | $\times$ |  |  |
| f11 |  |  | $\times$ |  |  |  | $\times$ |  |
| f12 | $\times$ |  | $\times$ |  |  |  |  |  |
| f13 |  |  |  | $\times$ | $\times$ | $\times$ |  |  |
| f14 |  |  |  |  |  |  | $\times$ |  |
| f15 | $\times$ |  |  |  |  |  |  |  |
| f16 |  |  |  | $\times$ | $\times$ |  |  |  |
| f17 |  |  |  | $\times$ |  |  |  |  |

## Objects:

(1) Facebook
(2) Instagram
(3) Reddit
(4) Snapchat
(5) Telegram
(6) TikTok
(7) Twitter
(8) WeChat
(9) WhatsApp (10) YouTube

## Attributes:

(a) USA-based
(b) premium
(c) ads
(d) private messages
(e) group messages
(f) mobile first
(g) stories
(h) timeline

Figure 5.4: A conceptual Boolean factorization of the dataset from Figure 5.3 using 17 Boolean factors.

To grasp the relationship between Boolean factors and formal concepts, one can see, that by definition every Boolean factor corresponds to a subset of a formal concept. For each factor $f \in F$, let the factorizing family be the pair $(A, B)$ with $A=\left\{g \mid(g, f) \in I_{G F}\right\}$ and $B=\left\{m \mid(f, m) \in I_{F M}\right\}$. Then, for each object $g \in A$ and each attribute $m \in B$ it holds that $(g, m) \in I$. Thus, it is sensible and possible to extend each factor such that its factorizing family is a formal concept.

## Definition 5.2 (Conceptual Factorization)

A Boolean factorization where each factor corresponds to a formal concept is called a conceptual factorization.

A Boolean factorization with few factors can have two benefits. It compresses the size of a dataset and increases its understandability. However, the existence of
a small factorization for a formal context is not guaranteed and the underlying decision problem computationally complex.

## Theorem 5.3 (Belohlávek and Vychodil [11])

For a given $k$ deciding if a factorization into $k$ factors exists is NP-complete.
For our running example, there exists a conceptual factorization into 17 factors as depicted in Figure 5.4.

### 5.2.3 Ordinal Factor Analysis

In 2012, Ganter and Glodeanu [56] introduce the notion of ordinal factor analysis. Applications of the method are demonstrated in [58] where it is applied to some smaller medical datasets. In [10] the theory is lifted to the case of triadic incidence relations and in [59] into the setting of fuzzy formal contexts. Ganter and Glodeanu propose to group multiple Boolean factors into a single factor as follows.

## Definition 5.4 (Many-valued Factor)

For a given formal context $\mathbb{K}=(G, M, I)$ with a pair of factorizing contexts ( $G, F, I_{G F}$ ) and $\left(F, M, I_{F M}\right)$, a set $E \subseteq F$ is called a many-valued factor of $(G, M, I)$.

A group of Boolean factors with special interest for this thesis is the ordinal factor.

## Definition 5.5 (Ordinal Factor)

An ordinal factor is defined as a many-valued factor $E$ where for all elements $e_{1}, e_{2} \in E$ with factorizing families $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$, it holds that $A_{1} \subseteq A_{2}$ or $A_{2} \subseteq A_{1}$.

Similar to the case of Boolean factors, it is possible to extend each ordinal factor to a chain of formal concepts.

## Definition 5.6 (Conceptual Ordinal Factorization)

An ordinal factor $F$ is called conceptual, if there is a set of concepts $\left\{\left(A_{i}, B_{i}\right) \mid i \in[k]\right\}$ with $F=\bigcup_{i=1}^{k} A_{i} \times B_{i}$. An ordinal factorization is called conceptual, if all of the factors are conceptual.

By considering the elements in the incidence relation that are covered by the ordinal factor, it is possible to describe each ordinal factor as a Ferrers relations.

## Definition 5.7 (Ferrers Relation)

A Ferrers relation $F$ of cardinality $k$ in the context $(G, M, I)$ is a subset of $G \times M$ where for all $g, h \in G$ and $m, n \in M$ it holds that

$$
(g, m) \in F \wedge(h, n) \in F \Rightarrow(g, n) \in F \vee(h, m) \in F
$$

and $|F|=k$. We call a Ferrers relation $F$ maximal in a formal context $(G, M, I)$ if $F \subseteq I$ and there is no Ferrers relation $F^{\prime} \subseteq I$ with $F \subsetneq F^{\prime}$.

The maximal Ferrers relations correspond 1-to-1 to the maximal chains of the concept lattice, which describe the maximal conceptual ordinal factors. Because of this duality, we refer to both, maximal Ferrers relations and maximal chains of formal concepts, as maximal ordinal factors. We are interested in a set of ordinal factors that covers all incidences of the formal context, as it accurately describes the dataset.

## Definition 5.8 (Complete Ordinal Factorization)

A complete ordinal factorization of width $k$ of a formal context $\mathbb{K}=(G, M, I)$ is a set of Ferrers relations $F_{1}, \ldots F_{k}$ such that $\bigcup_{i=1}^{k} F_{i}=I$.

Note that there is always a complete ordinal factorization with $\min (|G|,|M|)$ factors and this bound is sharp because of the nominal scale.

Consider once again the running example. It is not possible to do a factorization with two factors because no two of the three elements (YouTube, premium), (WhatsApp, mobile-first) and (Facebook, timeline) can appear in the same Ferrers relation. On the other hand, it is possible to generate a complete ordinal factorization into three factors as follows:

1) $f 17<f 16<f 13<f 10<f 8<f 3<f 1$
2) $f 15<f 12<f 6<f 5<f 2$
3) $f 14<f 11<f 9<f 7<f 4<f 1$

Note, that every factor from the conceptual Boolean factorization in Figure 5.4 appears in at least one ordinal factor, and this is thus a complete conceptual ordinal factorization.

Ganter and Glodeau propose to depict the information of the dataset in a coordinate system using the ordinal factorizations. Every axis of this plot represents a single ordinal factor as follows. Each tick of such an axis is associated with a concept of the concept chain. The label for the tick contains the additional attributes that this concept gains compared to the previous ticks. The plot depicts


Figure 5.5: Complete ordinal factorization of the dataset from Figure 5.3. Compared to Figure 5.2, it does not miss information from the data, but is harder to read because it depicts a three-dimensional coordinate system in two dimensions.
the objects in each axis such that they are one tick before the first tick with an attribute they do not have. For our given factorization of the running example, the complete factorization would result in a three-dimensional coordinate system that can be hard to read, compare to Figure 5.5. Thus, restricting such a plot to the two largest ordinal factors is sensible, even though this implies that the information of the third factor is lost. In Figure 5.1 a principal component analysis projection is depicted which can be compared to the ordinal two-factorization plot in Figure 5.2.

For the analysis of ordinal factors, the incompatibility graph is of high importance.

## Definition 5.9 (Incompatibility Graph)

The incompatibility graph of a formal context $\mathbb{K}=(G, M, I)$ is given by $(I, E)$ with $\{(g, m),(h, n)\} \in E: \Longleftrightarrow(g, n) \notin I \wedge(h, m) \notin I$. We call two pairs that share an edge incompatible to each other.

The incompatibility graph thus connects two pairs in the incidence if it is not possible for them to be in the same ordinal factor. The chromatic number of the incompatibility graph, i.e., the minimal number of colors needed to color the graph such that no two adjacent vertices share the same color is thus a lower bound for
the number of ordinal factors required to factorize a context. For two-factorizable graphs this relationship is even stronger as the following theorem shows.

## Theorem 5.10 (Doignon et al. [26])

A formal context is completely factorizable into two ordinal factors if and only if the incompatibility graph is bipartite.

This allows us to check in polynomial time, whether a formal context admits an ordinal two-factorization. Provided $P \neq N P$, such a polynomial-time check is not possible for factorizations into more ordinal factors as the minimal number of factors is closely related to the order dimension.

## Theorem 5.11 (Theorem 46 [57])

Let $\mathbb{K}=(G, M, I)$ be a formal context. $\mathfrak{B}\left(\mathbb{K}^{C}\right)$ has order dimension at most $k$ if and only if $\mathbb{K}$ has an ordinal factorization into $k$ ordinal factors.

As it is NP-complete to decide, whether the order dimension of an ordered set is $k$ for $k \geq 3$ [119] and the order dimension of $(X, \leq)$ and $\mathfrak{B}(X, X, \leq)$ are equal it is also NP-complete to decide whether there is a complete ordinal factorization into $k$ factors for $k \geq 3$.

It follows directly from the definition of the Ferrers relation that its complement is once again a Ferrers relation.

## Proposition 5.12

Given a formal context ( $G, M, F)$ with $F$ being a Ferrers relation. Then the formal context $(G, M,(G \times M) \backslash F)$ is also a Ferrers relation.

One important observation that we should add at this point is the relationship between Ferrers relations and ordinal scales. By definition, a Ferrers relation with $k$ concepts contains an ordinal scale of length $k$. On the other hand is each ordinal scale a Ferrers relation. Thus, discovering large Ferrers relations can be related to discovering large ordinal scales and the problem discussed in this chapter can be seen dual to the one discussed in the previous chapter.

### 5.3 Ordinal Two-Factorizations

Ordinal two-factorizations provide insight into the structure of the dataset, as they allow for the visualization method that we can see in Figure 5.2. Still, it is not yet explored how to compute such factorizations efficiently. In this section,
we fill in the missing pieces by providing an algorithm that computes an ordinal two-factorization for a given dataset where such a factorization exists, i.e., one with a bipartite incompatibility graph. Furthermore, we investigate the problem of computing a maximal subset of the incidence relation that admits an ordinal two-factorizaition.

### 5.3.1 Disjoint Ordinal Two-Factorizations

If it is possible, it is preferred to compute two ordinal factors that are disjoint, i.e., two Ferrers relations that do not share pairs of the incidence relation. However, as the formal context in Figure 5.6 shows, this is not always possible. The example is due to Das et al. [23] where they characterize the formal contexts that are two-factorizable as interval digraphs. The incompatibility graph of the example consists of two connected components, one being the graph induced by $\{(6, f)\}$ and the other being $I \backslash\{(6, f)\}$. We can assign the bipartition classes of the second component to factor 1 and 2 without loss of generality as shown on the right side of the figure. But the incidence pair then $(6, f)$ has to be in both factors, in factor 1 because of the incidences $(6, e)$ and $(2, f)$ and in factor 2 because of the incidences $(5, f)$ and $(6, b)$.

Generally, we can deduce from the incompatibility graph incidence pairs that cannot appear in the same ordinal factor. Still, we note that even in cases where disjoint two-factorizations do exist, the bipartition classes of the incompatibility graph do not necessarily give rise to an ordinal two-factorization. To see this, refer to Figure 5.7. The incompatibility graph (middle) of the formal context (left) consists of three components. An assignment of the incompatibility graph to bipartition classes can be seen on the right, however the elements $(2, a)$ and $(3, b)$ of factor 2 would imply, that the element $(3, a)$ also has to be in factor 2.

|  | a | b | c | d | e | f | g |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ |
| 2 |  |  |  |  |  | $\times$ | $\times$ |
| 3 |  |  |  |  |  |  | $\times$ |
| 4 | $\times$ |  |  |  |  |  |  |
| 5 | $\times$ |  |  |  |  | $\times$ |  |
| 6 | $\times$ | $\times$ |  |  | $\times$ | $\times$ | $\times$ |
| 7 | $\times$ | $\times$ | $\times$ |  |  | $\times$ |  |


|  | a | b | c | d | e | f | g |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  | 1 | 1 | 1 | 1 |
| 2 |  |  |  |  |  | 1 | 1 |
| 3 |  |  |  |  |  |  | 1 |
| 4 | 2 |  |  |  |  |  |  |
| 5 | 2 |  |  |  |  | 2 |  |
| 6 | 2 | 2 |  |  | 1 | $\times$ | 1 |
| 7 | 2 | 2 | 2 |  |  | 2 |  |

Figure 5.6: Example of a context with a maximal bipartite subgraph that does not give rise to an ordinal two-factorization. This example is due to Das et al. [23].

|  | a | b | c |
| :---: | :---: | :---: | :---: |
| 1 |  | $\times$ | $\times$ |
| 2 | $\times$ |  | $\times$ |
| 3 | $\times$ | $\times$ |  |



|  | a | b | c |
| :---: | :---: | :---: | :---: |
| 1 |  | 1 | 2 |
| 2 | 2 |  | 1 |
| 3 | 1 | 2 |  |

Figure 5.7: Left: The formal context of a contranominal scale. Middle: its comparability graph. Right: A bipartition of the transitive comparability graph that does not give rise to an ordinal two-factorization.

However, this element is incompatible to element ( $3, c$ ), which is also in factor 2 by the assignment of the incompatibility graph. Thus, such an assignment does not always result in a valid ordinal two-factorization.

On the other hand, if the incompatibility graph is connected and bipartite, any assignment of the elements to bipartition classes of the incompatibility graph generates a valid ordinal two-factorization, as the following shows.

## Theorem 5.13

Let $\mathbb{K}$ be a formal context with a connected and bipartite incompatibility graph. Then there are two unique disjoint factors $F_{1} F_{2}$ that factorize $\mathbb{K}$. The sets $F_{1}$ and $F_{2}$ correspond to the bipartition classes of the incompatibility graph.
Proof. Follows from Theorem 5.10 and the fact, that two elements that are connected by an edge in the incompatibility graph cannot be in the same ordinal factor.

We can further characterize the elements that can be in both bipartition classes as follows:

## Theorem 5.14

Let $\mathbb{K}=(G, M, I)$ be a formal context with bipartite incompatibility graph $(I, E)$. Let $F_{1}, F_{2}$ be an ordinal two-factorization of $\mathbb{K}$. For all elements $(g, m) \in F_{1} \cap F_{2}$ it holds that $\{(g, m)\}$ is a connected component in (I, $E)$.

Proof. Assume not, i.e., there is an element $(g, m) \in F_{1} \cap F_{2}$ that is not its own component. Then, there has to be some element $(h, n) \in I$ that is incompatible to $(g, m)$, i.e., $(g, n) \notin I$ and $(h, m) \notin I$. But then $(h, n)$ can be in neither $F_{1}$ nor $F_{2}$ which contradicts the definition of a Ferrers relation.

Thus, only the isolated elements of the incompatibility graph can be in both bipartition classes. The following further characterize the isolated elements, as
we show that they can always be in both factors, which then fully describes the potential intersection of the two ordinal factors.

## Theorem 5.15

Let $\mathbb{K}=(G, M, I)$ be a formal context with a two-factorization $F_{1}, F_{2}$. Let $C$ be the set of all elements of I that are incompatible to no other element. Then $F_{1} \cup C, F_{2} \cup C$ is also an ordinal two-factorization.
Proof. Let $G_{i}=F_{i} \backslash C$ and $\tilde{F}_{i}=F_{i} \cup C$ for $i \in\{1,2\}$ Assume the statement is not true, i.e., either $\tilde{F}_{1}$ or $\tilde{F}_{2}$ is no ordinal factor. Without loss of generality, let $\tilde{F}_{1}=F_{1} \cup C$ be no ordinal factor. Then, there are two elements $(g, m),(h, n) \in \tilde{F}_{1}$ such that $(g, n) \notin \tilde{F}_{1}$ and $(h, m) \notin \tilde{F}_{1}$. As $F_{1}$ is an ordinal factor, at least one of the two elements has to be in $C$, let without loss of generality $(g, m) \in C$. We now do a case distinction whether one or both of them are in $C$.

Case 1. Let first $(g, m) \in C$ and $(h, n) \notin C$. One of the elements $(g, n)$ or $(h, m)$ has to be in $I$, otherwise $(g, m)$ and $(h, n)$ are incompatible, without loss of generality, let $(h, m) \in I$. As $(h, m) \notin C$, it has to hold that $(h, m) \in G_{2}$ and there has to be some $(x, y) \in G_{1}$ with $(h, y) \notin I$ and $(x, m) \notin I$. As $(x, y) \in G_{1},(h, n) \in G_{1}$, and $(h, y) \notin I$ and $F_{1}$ is an ordinal factor, $(x, n) \in F_{1}$. As $(g, m) \in C$ it is incompatible with no element and thus not incompatible with $(x, n)$ in particular, but $(x, m) \notin I$, it holds that $(g, n) \in I$. The element $(g, n)$ has to be in $G_{2}$, as otherwise $(g, m)$ and $(h, n)$ are not incompatible. Thus, there also has to be some element in $(a, b) \in G_{1}$ with $(a, n) \notin I$ and $(g, b) \notin I$. As $F_{1}$ is an ordinal factor and $(x, n) \in F_{1},(a, b) \in F_{1}$ and $(a, n) \notin F_{1}$, the element $(x, b) \in F_{1}$. But then $(x, b)$ is incompatible to $(g, m)$ which is a contradiction to $(g, m)$ being in $C$.
Case 2. Let $(g, m) \in C$ and $(h, n) \in C$. Either $(g, n) \in I$ or $(h, m) \in I$, let without loss of generality $(g, n) \in I$. Then it has to be hold more specifically that in $(g, n) \in G_{2}$. Thus, there is some element $(x, y) \in G_{1}$ with $(h, y) \notin I$ and $(x, m) \notin I$. Because $(x, y)$ has to be compatible with $(h, n)$, it has to hold that $(x, n) \in I$. On the other hand, $(x, n)$ has to be compatible with $(g, m)$, thus $(g, n) \in I$. It then has to hold that $(g, n) \in G_{2}$ and thus some element $(a, b) \in G_{1}$ has to exist with $(g, b) \notin I$ and $(a, n) \notin I$. As $(x, y) \in F_{1}$ and $(a, b) \in F_{1}$ and $F_{1}$ is an ordinal factor, either $(a, y) \in F_{1}$ or $(x, b) \in F_{1}$. If $(a, y) \in F_{1}$, it would be incompatible to $(g, m)$, if $(x, b) \in F_{1}$ it would be incompatible to $(h, n)$. Both would be a contradiction to the respective element being in $C$.

This finishes a complete characterization of the non-disjoint part of ordinal factors. Therefore, a partition of the incidence as follows always exists, if the context is ordinal two-factorizable.

## Proposition 5.16

Let $\mathbb{K}=(G, M, I)$ be a two-factorizable formal context with $(I, E)$ its incompatibility graph. Then there is a partition of I into $F_{1}, F_{2}, C$ with $C=\{D \mid D$ connected component of $(I, E),|D|=1\}$ and $F_{1} \cup C$ and $F_{2} \cup C$ are Ferrers relations.
Proof. This directly follows from the previous theorem. Let $\tilde{F}_{1}, \tilde{F}_{2}$ be a twofactorization and $C=\{D \mid D$ connected component of $(I, E),|D|=1\}$. Then the partition is given by $\tilde{F}_{1} \backslash C, \tilde{F}_{2} \backslash C$, and $C$.

### 5.3.2 An Algorithm for Ordinal Two-Factorizations

Now, we propose an algorithm to compute ordinal two-factorizations if they exist. As we saw in the last section, the bipartition classes of the incompatibility graph do not directly give rise to an ordinal two-factorizations. An important observation [57, Thm.46] is that a formal context can be described by the intersection of two Ferrers relations, if and only if its corresponding concept lattice can be described as the intersection of two linear orders, i.e., if it has order dimension two. As the complement of a Ferrers relation is once again a Ferrers relation, a formal context is two-factorizable if and only if the concept lattice of its complement context has order dimension two. We leverage this relationship with the following theorem, to explicitly compute the ordinal two-factorization.

## Theorem 5.17

Let $\mathbb{K}=(G, M, I)$ be a formal context. Let $(\mathfrak{B}, \leq)=\underline{\mathfrak{B}}\left(\mathbb{K}^{\mathrm{C}}\right)$. If $\mathbb{K}$ is two-factorizable, then $\leq$ is two-dimensional and there is a conjugate order $\leq_{c}$. The sets

$$
F_{1}=\left\{(g, m) \in G \times M \mid \nexists(A, B),(C, D) \in \mathfrak{B}, g \in A, m \in D,((A, B),(C, D)) \in\left(\leq \cup \leq_{c}\right)\right\}
$$

and

$$
F_{2}=\left\{(g, m) \in G \times M \mid \nexists(A, B),(C, D) \in \mathfrak{B}, g \in A, m \in D,((A, B),(C, D)) \in\left(\leq \cup \geq_{c}\right)\right\}
$$

give rise to an ordinal factorization of $\mathbb{K}$.
Proof. We have to show that $F_{1}$ and $F_{2}$ are Ferrers relations and $F_{1} \cup F_{2}=I$. We first show that $F_{1}$ is a Ferrers relation. By definition $\lessdot:=\leq U \leq_{c}$ is a chain ordering all formal concepts of $\mathfrak{B}\left(K^{\mathrm{C}}\right)$. Let $(g, m)$ and $(h, n)$ be two pairs in $F_{1}$. Assume that $(g, n) \notin F_{1}$ and $(h, m) \notin F_{1}$. Then there have to be two concept $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$ with $g \in A_{1}, n \in B_{2}$ such that $\left(A_{1}, B_{1}\right) \lessdot\left(A_{2}, B_{2}\right)$. Similarly, there have to be two concepts $\left(A_{3}, B_{3}\right)$ and $\left(A_{4}, B_{4}\right)$ with $h \in A_{3}, m \in B_{4}$ such that $\left(A_{3}, B_{3}\right) \lessdot$ $\left(A_{4}, B_{4}\right)$. For the concepts $\left(A_{2}, B_{2}\right)$ and $\left(A_{3}, B_{3}\right)$ it holds that $\left(A_{2}, B_{2}\right) \lessdot\left(A_{3}, B_{3}\right)$, as
$\left(A_{2}, B_{2}\right) \neq\left(A_{3}, B_{3}\right)$ and $\left(A_{3}, B_{3}\right) \nless\left(A_{2}, B_{2}\right)$ because $(g, m) \notin F_{1}$. By the same argument, $\left(A_{4}, B_{4}\right) \lessdot\left(A_{1}, B_{1}\right)$. Thus, $\left(A_{1}, B_{1}\right) \lessdot\left(A_{2}, B_{2}\right) \lessdot\left(A_{3}, B_{3}\right) \lessdot\left(A_{4}, B_{4}\right) \lessdot\left(A_{1}, B_{1}\right)$, which would imply that this three concepts are equal and is thus a contradiction. This proves that $F_{1}$ is a Ferrers relation. The argument to shows that $F_{2}$ is a Ferrers relation is dual. We now show that $F_{1} \cup F_{2}=I$. Let $(g, m) \in F_{1} \cup F_{2}$, without loss of generality let it be an element of $F_{1}$. Then there are no two concepts $(A, B),(C, D) \in \mathfrak{B}\left(\mathbb{K}^{C}\right)$, with $g \in A, m \in D$ and $((A, B),(C, D)) \in\left(\leq U \leq_{c}\right)$. Consider the concept $\left(g^{\prime \prime}, g^{\prime}\right)$ with the derivation from the complement context. By definition $\left(\left(g^{\prime \prime}, g^{\prime}\right),\left(g^{\prime \prime}, g^{\prime}\right)\right) \in\left(\leq U \leq_{c}\right)$ and thus $m \notin g^{\prime}$ when using the derivation from the complement context, i.e., $(g, m) \notin I^{\text {c }}$. But then, $(g, m) \in I$. Now, let $(g, m) \in I$ and assume that $(g, m) \notin F_{1}$. Let $(A, B)$ and $(C, D)$ be arbitrary concepts of $\mathfrak{B}\left(\mathbb{K}^{\mathrm{C}}\right)$ with $g \in A$ and $m \in D$. As $(g, m) \in I$, it is not in the incidence of $\mathbb{K}^{\mathrm{C}}$ and thus $(A, B)$ and $(C, D)$ are not comparable with $\leq$. As $(g, m) \notin F_{1}$ it holds $(A, B) \not_{c}(C, D)$ and as they are incomparable with $\leq$ it has to hold that $(A, B) \geq_{c}(C, D)$. Thus $(g, m) \in F_{2}$. This shows that $F_{1} \cup F_{2}=I$ and thus concludes the proof.

This proof gives rise to the routine in Algorithm 5.6 where this information is used to compute an ordinal two-factorization of the formal context. It computes the two sets $F_{1}$ and $F_{2}$ from the previous theorem. To do so, it has to be paired with an algorithm to compute the concept lattice. An algorithm that is suitable for this due to Lindig [86], as it computes the covering relation together with the concept lattice. Furthermore, an algorithm for transitive orientations [60] is required to compute the conjugate order. As we will discuss later, for both these algorithms the runtime is not critical, as we are interested in ordinal twofactorizations of small formal contexts. Modern computers are easily able to deal with such contexts. Still, if suitable supporting algorithms are chosen, this results in a polynomial-time algorithm that computes an ordinal two-factorization for a given two-factorizable formal context.

### 5.3.3 Maximal Ordinal Two-Factorizations

In this section, we propose an algorithm to compute ordinal two-factorizations for a given dataset that covers a large part of the incidence relation.

## Definition 5.18 (Maximal Ordinal Two-Factorizations)

Let $\mathbb{K}=(G, M, I)$ be a formal context. A maximal ordinal two-factorization of $\mathbb{K}$ is a set of two Ferrers relations $F_{1}, F_{2} \subseteq I$ such that there are no Ferrers relations $\tilde{F}_{1}, \tilde{F}_{2} \subseteq I$ with $\left|\tilde{F}_{1} \cup \tilde{F}_{2}\right| \geq\left|F_{1} \cup F_{2}\right|$.

```
Algorithm 5.6 Compute Ordinal Two-Factorization
Input: Ordinal Two-Factorizable Formal Context \(\mathbb{K}=(G, M, I)\)
Output: Ordinal Two-Factorization \(F_{1}, F_{2}\)
def two_factor \((G, M, I)\) :
    \((\mathfrak{B}, \leq)=\underline{\mathfrak{B}}\left(\mathbb{K}^{c}\right)\)
    \((\mathfrak{B}, E)=\) co_comparability_graph \((\mathfrak{B}, \leq)\)
    \(\leq_{c}=\) transitive_orientation \((\mathfrak{B}, E)\)
    \(\lessdot_{1}=\leq U \leq_{c}\)
    \(\lessdot_{2}=\leq U \geq_{c}\)
    for \(i\) in \(\{1,2\}\) :
        \(L_{i}=\{ \}\)
        \(\tilde{A}=\{ \}\)
        for \((A, B)\) in \(\mathfrak{B}\) ordered by \(\lessdot_{i}\) :
            \(\tilde{A}=\tilde{A} \cup A\)
            \(L_{i}=L_{i} \cup(\tilde{A} \times B)\)
        \(F_{i}=(G \times M) \backslash L_{i}\)
    return \(F_{1}, F_{2}\)
```

While there are various thinkable ways, how one could define maximal ordinal two-factorizations, we have chosen to do so by minimizing the size of not-covered incidence relation pairs, as each element in the incidence relation can be seen as a data point that would otherwise be lost. This definition also aligns with a suggestion of Ganter from his textbook where he recommends to maximize the size of the union of the two Ferrers relations [54]. Thus, the problem we approach in this section is formalized as follows:

## Problem 5.19 (Maximal Ordinal Two-Factorization Problem)

Given: A formal context ( $G, M, I$ ).
Requested: Two Ferrers relations $F_{1}, F_{2} \subseteq I$.
Optimization: Maximize $\left|F_{1} \cup F_{2}\right|$.
Note, that this problem is well-defined, as a single element of the incidences is a Ferrers relation by itself.

### 5.3.4 Maximal Ordinal Two-Factorizations are Hard

First, we investigate the computational complexity of the Maximal Ordinal Two-Factorization Problem. To do so, we need the related problem to compute that will also play a role in Chapter 7.

## Problem 5.20 (Two-Dimension Extension Problem)

Given: An ordered set $(X, \leq)$ and a $k \in \mathbb{N}$.
Requested: Is there a set $\tilde{\leq} \supseteq \leq$ such that is an order and $(X, \tilde{\leq})$ has order dimension two and $|\tilde{x}|-|\leq|=k$.

The problem requires finding the minimum number of pairs that need to be added to a relation in order to make it two-dimensional, and it is of high complexity as shown by the following.

## Theorem 5.21 (Felsner and Reuter [48])

Deciding the Minimal Two-Dimension Extension Problem is NP-complete.
To investigate the complexity of computing maximal ordinal two-factorizations, we consider a formulation of the problem as a decision problem. Thereby, we ask for the existence of a factorization that covers all except $k$ incidence pairs.

## Problem 5.22 (Ordinal Two-Factorization Problem)

Given: A formal context $(G, M, I)$ and a $k \in \mathbb{N}$.
Requested: Is there a formal context $(G, M, \tilde{I})$ with $\tilde{I} \subseteq I$ and $|I|-|\tilde{I}|=k$ that has an ordinal two-factorization?

The relation between the Two-Dimension Extension Problem and the OrdiNAL TWO-FACTORIZATION PROBLEM gives rise to the computational complexity of computing a two-factorization.

## Lemma 5.23

There is a polynomial-time reduction from the Two-DIMENSION EXTENSION ProbLEM to the Ordinal Two-Factorization Problem .
Proof. Let $(X, \leq)$ and $k \in \mathbb{N}$ be an instance of the Two-Dimension Extension Problem.
Claim: The problem has a solution if and only if Ordinal Two-Factorization $\operatorname{Problem}(X, X, \nsubseteq)$ with $k$ has a solution.

Let $(X, \leq)$ be an ordered set with a two-dimension-extension $C$ of size $k$. Let $L_{1}$, $L_{2}$ be a realizer, i.e., two linear extensions of $\leq \cup C$ with $L_{1} \cap L_{2}=\leq \cup C$. Then the relations $F_{1}:=(X \times X) \backslash L_{1}$ and $F_{2}:=(X \times X) \backslash L_{2}$ are Ferrers relations. Furthermore, $F_{1} \subseteq \npreceq$ and $F_{2} \subseteq \npreceq$ by definition. Assume that $F_{1} \cup F_{2} \cup C \neq \not \subset$. Then there has to be a pair $a, b \in X$ with $a \nless b$ and $(a, b) \notin C$. Then $(b, a) \in L_{1}$, or $(b, a) \in L_{2}$, or both, without loss of generality let $(b, a) \in L_{1}$. But this implies that $(a, b) \in L_{1}$ which is a contradiction.

Now, let for the formal context $(X, X, \notin)$ be $C$ a set of cardinality $k$ such that there are two Ferrers relations $F_{1}, F_{2}$ with $\left|F_{1} \cup F_{2} \cup C\right|=|\nmid|$. Now, let $L_{1}=(X \times X) \backslash F_{1}$ and $L_{2}=(X \times X) \backslash F_{2}$. Then it holds that $L_{1} \cap L_{2}=\leq \cup C . L_{1}$ and $L_{2}$ are supersets of $\leq$ and Ferrers relations, thus they are transitive, reflexive and for all elements $a, b \in X$ it holds that $a, b \in L_{i}$ or $b, a \in L_{i}$. By definition for both $i \in\{1,2\}$ there is a $\tilde{L}_{i} \subseteq L_{i}$ that has all these properties and is also antisymmetric. The existence of $\tilde{L}_{i}$ follows from placing a linear order on each of the equivalence classes of $L_{i}$. Both $\tilde{L}_{1}$ and $\tilde{L}_{2}$ are linear extensions of $\leq$ and $\left|\tilde{L}_{1} \cap \tilde{L}_{2}\right| \leq\left|L_{1} \cap L_{2}\right|=|\leq|+k$.

This proves the claim. Thus, we reduced the Two-Dimension Extension Problem to the Ordinal Two-Factorization Problem.

## Lemma 5.24

Validation of a solution of the OrDINAL Two-FACTORIZATION PROBLEM can be done in polynomial time.
Proof. Given a formal context ( $G, M, I$ ) and a set $C \subseteq I$ of size $k$, to check whether ( $G, M, I \backslash C$ ) admits an ordinal two-factorization is equivalent to the check whether the incompatibility graph of ( $G, M, I \backslash C$ ) is bipartite because of Theorem 5.10.

Thus, for the Ordinal Two-Factorization Problem the following holds.

## Theorem 5.25

Solving the Ordinal Two-Factorization Problem is NP-complete.
Proof. Follows from Lemmas 5.23 and 5.24.

### 5.3.5 Maximal Bipartite Subgraphs are Not Sufficient

The structure of the incompatibility graph provides an interesting foundation to compute ordinal two-factorizations. It seems to be a tempting idea to compute the maximal induced bipartite subgraph of a formal context. The vertex set that induces such a maximal bipartite subgraph could then be used for the ordinal two-factorization. However, it turns out a bipartite subgraph does not always give rise to an ordinal two-factorization as Figure 5.8 demonstrates. Its incompatibility graph has an odd cycle, and it is thus not bipartite. This makes the formal context not two-factorizable. An inclusion-minimal set that can be removed to make it bipartite is given by

$$
\begin{aligned}
& C=\{(6, j),(4, n),(7, p),(18, p),(6, p),(6, n),(12, k),(10, g),(6, g),(5, p),(2, i), \\
&(4, p),(12, m),(3, i),(12, h),(1, p),(2, q)\} .
\end{aligned}
$$

|  | a | b | c | d | e | f | g | h | i | j | k | l | m | n | o | p | q | r |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | $\times$ | $\times$ | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  |
| 2 | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  |
| 3 | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  | $\times$ |
| 4 | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |  |  | $\times$ | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 5 | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 6 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  |  | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 7 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 8 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 9 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 10 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |  |  | $\times$ |  | $\times$ | $\times$ |
| 11 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 12 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  |  |  | $\times$ | $\times$ |
| 13 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 14 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |  | $\times$ | $\times$ |
| 15 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ | $\times$ |
| 16 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ | $\times$ |
| 17 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  | $\times$ |
| 18 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |

Figure 5.8: Example of a formal context with a maximal bipartite subgraph that does not give rise to an ordinal two-factorization.

However, for the formal context ( $G, M, I \backslash C$ ) it once again holds that it is not two-factorizable as its incompatibility graph contains once again an odd cycle. This is possible as new incompatibilities can arise from the removal of incidence pairs.

### 5.3.6 Computing Maximal Ordinal Two-Factorizations

In the last sections, we did structural investigations on ordinal two-factorizations and provided an algorithm to compute them. We now use this to compute a large ordinal two-factorization. To this end, we propose the algorithm ORD2FACTOR in Algorithm 5.7. Thereby, the induced bipartite subgraph of the incompatibility graph is computed. As new incompatibilities can arise by the removal of crosses, as noted previous section, we might have to repeat this procedure.

The induced bipartite subgraph can be computed using the methods from Chapter 3. We are not aware of a formal context where using the SAT-sovler approach to solve the maximal bipartite subgraph problem requires a second repetition of the algorithm. Therefore, we formulate the following open question.

```
Algorithm 5.7 ORD2FACTOR to Compute Large Ordinal Two-Factorization
Input: Formal Context ( \(G, M, I\) )
Output: Ordinal Factors \(F_{1}\) and \(F_{2}\)
def \(\operatorname{Ord} 2\) Factor \((G, M, I)\) :
    \((I, E)=\) incompatibility_graph \((G, M, I)\)
    while ( \(I, E\) ) not bipartite:
        \(I\) = maximal_bipartite_inducing_vertex_set \((I, E)\)
        \((I, E)=\) incompatibility_graph \((G, M, I)\)
    return two_factors(G, \(M, I\) )
```

Open Problem 5.26
Is there a formal context $(G, M, I)$, such that a maximal set $\tilde{I} \subseteq I$ that induces a bipartite subgraph on the incompatibility graph does not give rise to a twofactorizable formal context ( $G, M, \tilde{I}$ ) ?

This open problem is of special interest, because it would allow our approach to compute globally maximal two-factorization if combined with the SAT-solver approach from Chapter 3, as the following shows.

## Theorem 5.27

Let $\mathbb{K}=(G, M, I)$ be a formal context and $\tilde{I}$ the subset of $I$ that induces a maximal bipartite subgraph on the incompatibility graph. If the formal context $\mathbb{K}=(G, M, \tilde{I})$ admits an ordinal two-factorization, its factors are the maximal ordinal factors of $\mathbb{K}$.
Proof. Assume there are two ordinal factors $F_{1}$ and $F_{2}$ of $\mathbb{K}$ and $\left|F_{1} \cup F_{2}\right|>|\tilde{I}|$. But then the context $\left(G, M, F_{1} \cup F_{2}\right)$ is a two-factorizable and thus the graph induced by $F_{1} \cup F_{2}$ on the incompatibility graph is bipartite, a contradiction.

### 5.4 Greedy Ordinal Factorizations

In large bipartite graphs, it is hard to discover and analyze structure. In this section we propose a way to do so by computing complete ordinal factorizations, which precisely represent the original dataset. Based on such an ordinal factorization, we provide a way to discover and explain relationships between different objects and attributes in the dataset. However, computing even just one ordinal factor of high cardinality is computationally complex. We thus propose the greedy algorithm OrDIFIND in this section. This algorithm extracts ordinal factors using already existing fast algorithms developed in formal concept analysis. Then, we leverage ORDIFIND to propose a comprehensive way to discover relationships in the
dataset. We furthermore introduce a distance measure based on the representation emerging from the ordinal factorization to discover similar objects.

### 5.4.1 Greedy Ordinal Factorizations are Hard

In the following, we introduce and investigate greedy ordinal factorizations. In contrast to the previous section, these factors are not computed concurrently, but they are achieved by iteratively computing the largest ordinal factor remaining in the dataset.

## Definition 5.28 (Greedy Ordinal Factorization)

Let $(G, M, I)$ be a formal context. A set of ordinal factors $F_{1}, \ldots, F_{k}$ is called greedy, if for each $i \in\{1, \ldots, k\}$ there is no factor $\tilde{F}_{i}$ with $\left|\tilde{F}_{i} \backslash\left\{F_{1} \cup \cdots \cup F_{i-1}\right\}\right|>\mid F_{i} \backslash\left\{F_{1} \cup\right.$ $\left.\cdots \cup F_{i-1}\right\} \mid$.

Repeatedly computing a Ferrers relation, which covers the maximum possible uncovered part of the incidence, results in such a factorization. A complete ordinal factorization arises by repeating this process until every part of the incidence relation is covered. Still, it turns out that even deciding on the size of the first ordinal factor of this greedy process is an NP-complete problem. To see this, consider an auxiliary Lemma from Yannakakis [118]. This Lemma refers to the bipartite graphs corresponding to Ferrers relations as chain graphs. Adapted to the notions of this work the statement is the following.

## Lemma 5.29 (Yannakakis [118])

Let $\mathbb{K}=(G, M, I)$ be a formal context and $k$ a natural number. It is NP-complete to decide whether there is a set $\tilde{I} \subseteq G \times M$ of size $k$ such that $I \cup \tilde{I}$ is a Ferrers relation.

The complement of a Ferrers relation is once again a Ferrers relation. Thus, it follows immediately that deciding on the number of pairs that have to be removed from a binary relation to make it a Ferrers relation is equally computationally complex.

## Corollary 5.30

Let $\mathbb{K}=(G, M, I)$ be a formal context and $k$ a natural number. It is NP-complete to decide whether there is a set $\tilde{I} \subseteq I$ of size $k$ such that $I \backslash \tilde{I}$ is a Ferrers relation.

Thus, even computing the first greedy factor entails solving an NP-complete task which makes the problem of computing a greedy ordinal factorization computationally complex.

```
Algorithm 5.8 Compute Maximal Ferrers Relation
Input: Concept lattice with covering relation ( \(\mathfrak{B},<\) )
        Covered \(E\)
Output: Maximal Ferrers Relation \(F\)
\(F_{(A, B)}=\emptyset \forall(A, B) \in \mathfrak{B}\)
\(L=\) linear_extension \((\mathfrak{B},<)\)
for \(\left(A_{1}, B_{1}\right)\) in \(L\) :
    for \(\left(A_{2}, B_{2}\right) \in \mathfrak{B}\) with \(\left(A_{2}, B_{2}\right)<\left(A_{1}, B_{1}\right)\) :
        \(\tilde{F}_{\left(A_{1}, B_{1}\right)}=F_{\left(A_{2}, B_{2}\right)} \cup\left(A_{1} \times B_{1}\right)\)
        if \(\left|\tilde{F}_{\left(A_{1}, B_{1}\right)} \backslash E\right| \geq\left|F_{\left(A_{1}, B_{1}\right)} \backslash E\right|\) :
            \(F_{\left(A_{1}, B_{1}\right)}=\tilde{F}_{\left(A_{1}, B_{1}\right)}\)
return \(F_{\max (\mathfrak{B},<)}\)
```


### 5.4.2 ORDIFIND to Compute Greedy Ordinal Factorizations

In this section, we propose ORDIFIND (Algorithm for OrDinal Factors IN binary Data), an algorithm to compute greedy ordinal factorization. As discussed in the last section, this problem is of high computational complexity. Thus, the best algorithm we can hope to find will most likely not run in polynomial time with respect to the input size. Still, it is possible to leverage fast concept lattice algorithms from formal concept analysis. Especially Lindig's algorithm [86] which can be equipped with speed-up techniques [80] is useful. This algorithm computes the covering relation of a formal context in a reasonable time. The main advantage of this approach is that the exponential-time task of computing the concept lattice is executed only once. After this, the algorithm has linear time complexity in the size of the covering relation of the concept lattice. Note, that the size of this covering relation may still be exponential in the size of the input data.

The routine described in Algorithm 5.8 lays the foundation for ORDIFIND. It takes the covering relation of a concept lattice and a set $E$ as its input. The routine then computes an ordinal factor that covers a maximal number of incidences in $I \backslash E$. Thus, the output of the routine is an ordinal factor $F$, in its Ferrers relation form, such that there is no ordinal factor $\tilde{F}$ with $|\tilde{F} \backslash E|>|F \backslash E|$. The main idea of the routine is the following. The concept lattice of a formal context is iterated from the bottom to the top in order of a linear extension, i.e., in a linear order compatible with the concept lattice. Thus, each concept is not processed before the same process finishes for all smaller ones. After each concept is processed, the ordinal factor covering a maximal number of incidences of $I \backslash E$ with this specific concept $(A, B)$ as a top concept is in the variable $F_{(A, B)}$. Therefore, after

```
Algorithm 5.9 Naive Complete Ordinal Factorization
Input: Formal context ( \(G, M, I\) )
    Covering relation ( \(\mathfrak{B},<\) )
Output: Greedy ordinal factorization \(F_{1}, \ldots, F_{k}\)
\(E=\emptyset\)
\(i=1\)
while \(E \neq I\) :
    \(F_{i}=\) max_ferrers \(^{((\mathfrak{B},<), E)}\)
    \(E=E \cup F_{i}\)
    \(i=i+1\)
return \(F_{1}, \ldots, F_{i}\)
```

every element is processed, the variable corresponds to the top concept $F_{\max (\mathfrak{B},<)}$ contains the factor excluding with the highest number of incidences from $I \backslash E$. For a set of already computed factors, it is possible to compute the ordinal factor containing a maximal number of uncovered incidences by choosing the union of those factors as $E$. Iteratively repeating this procedure results in a complete greedy factorization of the formal context as described in Algorithm 5.9.

Consequently, the following lemma concerning the overall runtime of the algorithm follows.

## Lemma 5.31

For a formal context with $k$ concepts and given covering relation, it is possible to compute a greedy ordinal factorization consisting of $r$ ordinal factors in $\mathcal{O}\left(r k^{2}\right)$.
Proof. The runtime of Algorithm 5.8 is bounded from above by the size of the covering relation. The covering relation is bounded from above by the number of concept pairs. The loop in Algorithm 5.9 is repeated $r$ times.

The algorithm described above computes a greedy ordinal factorization. For the usefulness of this algorithm, it is crucial to investigate how good the factorization is, i.e., how it performs compared to an ordinal factorization that minimizes the number of factors. We investigate this in the following Lemma.

## Lemma 5.32

Let $\mathbb{K}=(G, M, I)$ that can be optimally decomposed into $k$ ordinal factors. Let $F_{1}, \ldots, F_{r}$ be a greedy ordinal factor decomposition. Then

$$
r \leq k \log _{e}|I| .
$$

Proof. By pigeon-hole principle, it holds that

$$
\left|F_{i}\right| \geq\left(|I|-\left|F_{1} \cup \ldots \cup F_{i-1}\right|\right) / k
$$

for all $i \in \mathbb{N}$. Thus, for $r>k \log _{e}|I|$

$$
|I|-\left|F_{1}\right|-\cdots-\left|F_{r}\right| \leq|I|\left(1-\frac{1}{k}\right)^{r} \leq|I| e^{-r / k}<1,
$$

implying that all incidences are covered after $r$ repetitions.
The naive algorithm, proposed in Algorithms 5.8 and 5.9, reprocesses each concept in every step for each computation of a new factor. However, especially in the later and smaller factors, the algorithm does not modify all concepts in the lattice. Identifying concepts not touched by the algorithm enables a speed-up technique as the value of those can be saved between the steps. To do so, we have to modify how the naive algorithm stores the computed information. Instead of saving all incidences of the ordinal factor at each concept in the lattice, we only store their size. Additionally, we store for each concept in the factor its predecessor. The factor is then extracted by trailing the predecessors, starting with the top concept. Now, not every factor contains every attribute. Thus, after a factor with missing attributes was computed, only concepts that have a greater concept with an attribute in it have to be recomputed. The speed-up thus emerges from just recomputing only the changed concepts.

To determine which concepts are to recompute, we store the attributes of the lastly computed factor in some set $R$. We then use the set $R$ furthermore to determine which concepts to iterate next. Instead of enumerating the concepts in the order of a previously fixed linear extension, the smallest attribute set of $R$ is always the next one to iterate. Then it is removed from $R$. To enable this extraction, we implement $R$ as a heap. As the size of the attribute sets of concepts increases the smaller the concepts in the concept lattice, a linear order compatible with the concept lattice is respected. The proposed algorithm OrDIFIND in Algorithm 5.10 uses the ideas from this paragraph to speed up the first two algorithms.

### 5.4.3 Relationship between Factors and Objects

Let $(G, M, I)$ be a formal context with an ordinal factorization $F_{1}, \ldots, F_{k}$. For a fixed factor $F_{i}=\left(A_{1}, B_{1}\right), \ldots,\left(A_{j}, B_{j}\right)$ and an object $g$ call the position of $g$ in $F_{i}$ the maximal $r$, such that $B_{r} \subseteq g^{\prime}$. Because $F_{i}$ is a chain of concepts, all attribute sets of

```
Algorithm 5.10 ORDIFIND to Compute a Complete Ordinal Factorization
```

Input: Formal context ( $G, M, I$ )
Covering relation $(\mathfrak{B},<)$
Output: Greedy ordinal factorization $F_{1}, \ldots, F_{k}$

```
\(E=\emptyset\)
\(i=1\)
\(R=\min (\mathfrak{B}<)\)
while \(E \neq I\) :
    \(b_{(A, B)}=\perp \forall(A, B) \in \mathfrak{B}\)
    \(s_{(A, B)}=\emptyset \quad \forall(A, B) \in \mathfrak{B}\)
    while \(R \neq \emptyset\) :
        \(\left(A_{1}, B_{1}\right)=\) R.pop_concept_with_min_no_attributes ()
        for \(\left(A_{2}, B_{2}\right) \in \mathfrak{B}\) with \(\left(A_{1}, B_{1}\right)<\left(A_{2}, B_{2}\right)\) :
        \(\tilde{s}_{\left(A_{2}, B_{2}\right)}=s_{\left(A_{1}, B_{1}\right)}+\left|\left(A_{2} \times B_{2}\right) \backslash E\right|\)
        if \(\tilde{s}_{\left(A_{2}, B_{2}\right)}>s_{\left(A_{2}, B_{2}\right)}\) :
                \(s_{\left(A_{2}, B_{2}\right)}=\tilde{s}_{\left(A_{2}, B_{2}\right)}\)
                \(b_{\left(A_{2}, B_{2}\right)}=\left(A_{1}, B_{1}\right)\)
                \(R=R \cup\left\{\left(A_{2}, B_{2}\right)\right\}\)
    \(F_{i}:=\emptyset\)
    \(b=\max (\mathcal{B}<)\)
    while \(b \neq \perp\) :
        \(F_{i}=F_{i} \cup\{(A, B)\}\)
        \(b=b_{(A, B)}\)
    \(R=\left\{\left(g^{\prime \prime}, g^{\prime}\right) \mid g \in B,(A, B) \in F_{i}\right\}\)
    \(i=i+1\)
return \(F_{1}, \ldots, F_{i}\)
```

the concepts $B_{1} \ldots B_{r}$ are subsets of $g^{\prime}$. We say that the object $g$ supports the factor $F_{i}$ until position $r$. If $r=j$ the object $g$ supports the whole factor $F_{i}$.

For two objects $g_{1}, g_{2} \in G$ in a dataset, we can now define the ordinal factorization distance as $d\left(g_{1}, g_{2}\right)=\left|g_{1}^{\prime} \backslash g_{2}^{\prime}\right|$. This distance between two objects counts the number of attributes that one object has, and the other one is missing. Note, that this distance is not symmetric and if $g_{1}^{\prime} \subseteq g_{2}^{\prime}$, it becomes 0 . The Hamming distance, which is the symmetric version of the distance defined above, is commonly used to compute distances in binary datasets and can then be defined by

$$
d_{h}\left(g_{1}, g_{2}\right)=d\left(g_{1}, g_{2}\right)+d\left(g_{2}, g_{1}\right) .
$$

We can generalize the notion of the ordinal factorization distance to positions in the factors. To do so, we compute the number of attributes in a factorization
based on these positions. Then, the number of missing attributes of the object is computed. Let thus $(G, M, I)$ be a formal context with a factorization $F_{1}, \ldots, F_{k}$ and $p_{1}, \ldots, p_{k}$ integers representing the position in each factor. Define the ordinal factorization distance of the object $g$ to the positions $p_{1}, \ldots, p_{k}$ as

$$
d_{F}\left(g, p_{1}, \ldots, p_{k}\right)=\mid\left\{m \mid m \in F_{i} \text { before position } p_{i}\right\} \backslash g^{\prime} \mid .
$$

The distance counts how many attributes an object is missing to support all factors $F_{i}$ until position $p_{i}$. Note, that it is possible to which the ordinal factorization distance of an object is 0 . This is trivially true, if for $p_{1}=\cdots=p_{k}=0$.

### 5.4.4 Ordinal Factorization to Discover Structure

We see the ordinal factor analysis as a tool to explain and discover relationships in unordered, bipartite datasets. The computationally expensive task to compute the factorization only has to be done once in the preprocessing step. To make the tool easily accessible, we envision a web platform that only has to do the relatively light computation of positions of objects in the ordinal factors. A user can then interactively navigate the dataset to discover the preexisting relationships in the data. To do so, we propose a navigation system consisting of slide controls. Each slide control thereby corresponds to one factor. In the case of an ordinal factorization with $k$ factors, there are $k$ slide controls. For each concept of a factor, there is a position in the corresponding slide control. As the top and bottom concepts of a factor usually have an empty object or attribute set, they do not get a corresponding position in the slide control. Additionally, a 0 -position is introduced for each slide control to indicate an empty selection. Each position is annotated with the attributes that the corresponding concept gains compared to the previous one in the factor. An analyst can use the sliders to select the attribute positions for the slide controls. The system then displays the objects ordered by their ordinal factorization distance to the selected position. The second feature of this platform is that the analyst can select an object by clicking it. Then, the system automatically moves the slider for each factor to the maximal position the selected object supports. The remaining objects are then sorted based on the ordinal factorization distance of the selected position. For a prototype of how such a navigation system might work, we refer the reader to our demonstration platform[39]. We computed the ordinal factorizations of this tool using the greedy factor analysis as proposed in this work. The source code of this platform may be the basis for a more sophisticated exploration tool in the future.

### 5.5 Evaluation and Discussion

In this section we evaluate and discuss the usefulness of the two approaches that we explored in this chapter. As the usefulness of the two-dimensional projections of ordinal factor analysis for small datasets was explored before [58], we mainly discuss the runtime aspects of the two-dimensional part. For the greedy discovery of large factors, we perform a case study.

### 5.5.1 Runtime Discussion for Ordinal Two-Factorizations

If a formal context has order dimension two, it cannot contain a contranominal of dimension three as an induced subcontext. From a result by Albano [4], it follows that a context without a contranominal scale of dimension three and thus especially for all two-dimensional formal contexts, the number of concepts is bounded from above by $\frac{3}{2}|G|^{2}$ or dually $\frac{3}{2}|M|^{2}$. There are algorithms that compute the set of all concept of a formal context with polynomial delay [83] and the computation of a conjugate order can be performed in quadratic time [89]. Thus, the algorithm to compute ordinal two-factorizations has polynomial runtime if it paired with the these algorithms.

For the computation of large ordinal factorizations of formal contexts that do not omit ordinal two-factorizations, the runtime-obstacle is the computation of the large induced bipartite subgraph. If the exact problem is solved using the SATsolver approach from Chapter 3, the algorithm has exponential runtime. We also discussed three heuristics for the computation of bipartite subgraphs in Chapter 3 which can be plugged to achieve an algorithm that has polynomial runtime. Usually, we are interested in two-factorizations of formal context with limited size, as a human can otherwise not grasp the connections encoded in the dataset. Thus, the runtime of these algorithms are usually not the critical limitation and thus a method that is computationally expensive can be employed.

### 5.5.2 Case Study of Greedy Ordinal Factorizations

Now, we demonstrate for five exemplary datasets that ordinal factor analysis is a method that can be applied to discover relationships in a dataset.

## Source Code

Our algorithms are implemented in Python 3. An improved version of Lindigs algorithm $[86,80]$ is used to compute the covering relation of the concept lattice
which we require. Even though we carefully implemented the code of our algorithms, it is focused on allowing experiments rather than speed. We therefore believe that it is possible that optimizing the code could result in a speed-up. The source code [40] is available for review and reproducibility.

## Datasets

We conduct our experiments on multiple datasets from various sources, which we introduce in this section.

German AI and General AI. We generated this dataset with bibliometry data based on a work by Koopmann et.al. [76]. It contains the publication relationship between authors and conferences in the realm of artificial intelligence. The conferences in this dataset are based on an article by Kersting [75]. We generate two different datasets based on this work. The first is the AI community restricted to authors with a German affiliation, while the other is one contains all authors. We refer to the two datasets as German AI and General AI.
$I M D b$. We generated this dataset from the IMDb, a database that contains information on movies and series. They constitute the objects while their categories give rise to the attributes. We use the data as it was on the 6th of October 2021 [69] and refer to this dataset as the $I M D b$ dataset.

Wahl-O-Mat. The Wahl-O-Mat is a website provided by the "Bundeszentrale für politische Bildung" [15] in Germany. It is a tool that helps german citizens decide which parties to vote for in federal elections. Thereby, a set of statements is provided on which the citizens have to decide whether they agree or disagree. Afterwards, the system compares the results to statements of different parties and suggests which party might be a good fit for the views of the specific citizen. We

Table 5.1: Descriptive measures for the datasets used in the case study.

|  | Ger-AI | AI | IMDb | parties | statem. |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Attributes | 133 | 137 | 28 | 38 | 76 |
| Objects | 2238 | 218308 | 3784644 | 76 | 38 |
| Concepts | 12709 | 1981691 | 6765616 | 24245 | 24245 |
| Density | 0.0258 | 0.0149 | 0.0501 | 0.429 | 0.429 |
| Mean attr. per concept | 4.87 | 7.24 | 5.64 | 7.26 | 8.28 |
| Mean obj. per concept | 7.35 | 13.54 | 15.76 | 8.28 | 7.26 |
| Covering relation size | 46776 | 11455411 | 284543420 | 24245 | 24245 |
| Greedy ordinal factors | 129 | 137 | 28 | 20 | 20 |

Table 5.2: Experimental runtime of the algorithm. The computation of the concepts has to be performed for both algorithms, i.e., for the naive approach and for ORDIFIND

|  | Concepts | Naive | OrDIFIND |
| :--- | ---: | ---: | ---: |
| General AI | 4.63 h | 4.18 h | 3.57 h |
| German AI | 3.76 s | 33.54 s | 12.97 s |
| IMDb | 4.46 d | $>30 \mathrm{~d}$ | 14.42 d |
| Wahl-O-Mat parties | 4.34 s | 16.92 s | 11.96 s |
| Wahl-O-Mat statements | 8.18 s | 14.23 s | 13.36 s |

extracted the statements and parties of the 2021 federal election to create two datasets. The first one, which we refer to as Wahl-O-Mat-parties has the parties as objects and the statements as attributes. The dataset Wahl-O-Mat-statements has the statements as objects and the parties as attributes.

## Runtime

We performed all computations on an Intel Xeon Gold 5122 CPU equipped with 800 GB of memory. For each dataset, we used the methods from this work to compute a complete ordinal factorization. In Table 5.2, the runtime of ORDIFIND is compared to the naive algorithm. Also, the runtime of the computation of the concept lattice is listed. One can observe that in almost all instances, the computation of the covering relation takes a substantial amount of time. It is also clearly visible that ORDIFIND outperforms the naive version of the algorithm. We were not able to compute the factorization of the IMDb dataset in less than 30 days using the naive algorithm. All in all, we conclude that it is feasible to apply the method proposed in this paper on all datasets, for which it is still possible to compute the concept lattice.

## Interesting Findings

In this section, we demonstrate a few examples on how to use the method proposed in this chapter to discover interesting relationships in binary data and discuss findings in our datasets.

German AI and General AI. The greedy factorization of the German AI and the General AI datasets results in 129 and 137 factors, respectively. For the German AI dataset, we include the factors in Figure 5.9, the prototype web platform from Section 5.4.4 provides insight for the General AI community. It seems sensible
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9. CIKM $>$ SIGIR $>$ WWW $>$ WSDM $>$ KDD $>$ ACL $>$ EMNLP $>$ EMNLP/IJCNLP $>$ AAAI $>$ NAACL-HLT $>$ NeurIPS $>$ NIPS, ICML > IJCAI > ECML/PKDD > J. Artif. Intell. Res. > COLT, ICDM, Machine Learning > ACL/IJCNLP, HLT-NAACL, Artif. Intell., HLT/EMNLP, ML, RecSys, SDM, UAI, EMNLP-CoNLL, ICLR > CoNLL, PAKDD, EACL, ICCV, COLING, J. Mach. Learn. Res.
10. ACL $>$ EMNLP $>$ COLING $>$ HLT-NAACL $>$ EACL $>$ NAACL-HLT $>$ EMNLP/IJCNLP $>$ CoNLL $>$ EMNLP-CoNLL $>$ HLT/EMNLP > J. Artif. Intell. Res. > AAAI > ICML > IJCAI, KDD, Machine Learning, NIPS, J. Mach. Learn. Res. > COLING-ACL > IEEE Trans. Knowl. Data Eng., KR, ILP, AAMAS, PKDD, ECCV, WWW, ECML/PKDD, CVPR, CIKM, IEEE Trans. Pattern Anal. Mach. Intell., NeurIPS, Artif. Intell., ECML, Neural Computation, COLT, AISTATS, ICDM, J. Autom. Reasoning

Figure 5.9: The attributes of the first 10 ordinal factors from the German AI dataset. It is notable that the factors cluster conferences with a similar focus into the same factors.
to interpret the single factors as communities of conferences, where authors of similar interest publish. For example, the first factor in both cases consists of Robotics conferences. The second factor of the German AI dataset corresponds then to the computer vision community, while the third factor contains the general AI conferences. Because of the nature of ordinal factorizations, the conferences that appear early in such a factor are the more general ones. The ones that are deep into a factor are more specialized. An ordinal factor analysis can thus be leveraged by an author as a tool to select a conference.

It is interesting to note that the communities discovered with this method mostly but not fully coincide with the AI communities formulated by Kersting [75].

1. Comedy $>$ Drama $>$ Romance $>$ Family $>$ Crime $>$ Talk-Show $>$ News $>$ Music $>$ Game-Show $>$ Reality-TV $>$ Documentary $>$ Sport $>$ Adventure $>$ Action $>$ Animation $>$ Mystery $>$ Musical $>$ Fantasy $>$ Horror $>$ Thriller $>$ Biography $>$ History $>$ War $>$ Short $>$ Sci-Fi $>$ Western $>$ Adult $>$ Film-Noir
2. Short $>$ Documentary $>$ Drama $>$ Action $>$ Adventure $>$ Animation $>$ Crime $>$ Mystery $>$ Thriller $>$ Horror $>$ Fantasy $>$ Sci-Fi $>$ Reality-TV $>$ Family $>$ Music $>$ History $>$ Comedy $>$ Biography $>$ Adult $>$ Romance $>$ Sport $>$ Western $>$ War $>$ Musical $>$ Game-Show $>$ News $>$ Talk-Show $>$ Film-Noir
3. Drama $>$ Crime $>$ Mystery $>$ Romance $>$ News $>$ Talk-Show $>$ Family $>$ Comedy $>$ Adventure $>$ Animation $>$ Fantasy $>$ Documentary $>$ Action $>$ Musical $>$ Reality-TV $>$ Horror $>$ Sport $>$ History $>$ Biography $>$ Music $>$ Sci-Fi $>$ War $>$ Thriller $>$ Short $>$ Western $>$ Game-Show $>$ Adult $>$ FilmNoir
4. Documentary $>$ News $>$ Talk-Show $>$ Game-Show $>$ Family $>$ Reality-TV $>$ Music $>$ Sport $>$ Action $>$ Adventure $>$ Animation $>$ Comedy $>$ History $>$ Biography $>$ Drama $>$ Sci-Fi $>$ Mystery $>$ Horror $>$ Romance $>$ Thriller $>$ Short $>$ Crime $>$ Western $>$ War $>$ Fantasy $>$ Musical $>$ Adult $>$ Film-Noir
5. Animation $>$ Adventure $>$ Action $>$ Family $>$ Fantasy $>$ Horror $>$ Thriller $>$ Sci-Fi $>$ Drama $>$ Mystery $>$ Adult $>$ Biography $>$ Comedy $>$ History $>$ Documentary $>$ War $>$ Romance $>$ Short $>$ Western $>$ Sport $>$ Music $>$ Reality-TV > Crime > Film-Noir $>$ Game-Show $>$ Talk-Show $>$ News, Musical

Figure 5.10: The attributes of the first five ordinal factors of a greedy ordinal factorization for the IMDb dataset.
$I M D b$. The complete greedy factorization of the movie dataset consists of 27 factors, the first 10 are depicted in Figure 5.10. Each factor corresponds to a linear order of genres. One can derive knowledge about the movie landscape using these factors as follows. The first factor seems to focus on light entertainment. As most movie productions are in this factor, this is one with the highest relevance for the industry. The second factor then has a more educational focus. The third one is once again a factor with entertaining shows, however, the focus in this factor seems to be less light than in the first one. This factorization is valuable, as it allows to navigate the movie database.

We furthermore believe that it is possible to extend the current method to a more sophisticated recommendation paradigm based on these factors. The users could then select, for example, that they want to view a movie that is highly entertaining but also a bit educational. Then the system would recommend movies based on the ordinal factor distance.

Wahl-O-Mat. We use two different interpretations of the Wahl-O-Mat dataset for our research. The reason is that, in our opinion, both datasets are of interest for
examination with ordinal factor analysis. In the first one, the attributes (and thus the factors) contain the political parties, while in the second case, they contain statements. When discussing political topics, it is common to refer to statements as progressive or conservative. Often, these statements are even compared with each other concerning their progressiveness or conservativeness. Thus, the everyday intercourse with political topics implies that there is a linear order on the positions. The same is true for political parties, which are commonly also ordered similarly. However, in a diverse political landscape, a single order is most likely not adequate to analyze the political viewpoints. In our dataset, we are able to identify that some parties which are typically classified as right-wing also advocate some progressive positions such as raising the minimum wage. The ordinal factor analysis enables a more sophisticated investigation of this situation. Each factor provides a linear order which arranges the parties or statements respectively. Thereby, each factor is consistent with the positions of a party. If we analyze the statement dataset, we can observe that the classical progressive positions are condensed in the first factor, while the second factor contains the typical conservative ones. The other factors are more specialized, as the order of the positions bases not on the conservativeprogressive spectrum but, for example, migration or economics. In every factor, the early statements are the once where many parties have a consensus. Thus, they are the ones that have a high probability to be implemented by a future government.

## Limitations

The main limitation of the method is the computational feasibility. The algorithm has to solve an $N P$-complete problem which it does in an exponential-time algorithm with respect to the size of the input data. Thus, it is not feasible for large datasets, where it is not currently possible to compute the concept lattice.

### 5.6 Conclusion

In this section, we followed two lines of research in the realm of ordinal factor analysis. First, we investigated the computation of maximal ordinal twofactorizations. To this end, we develped a polynomial time algorithm to compute a two-factorization of a formal context that has a bipartite incompatibility graph. We showed, that the problem to compute maximal ordinal two-factorizations is NP-complete and proposed our approch ORD2FACTOR to compute large ordinal two-factorizations. Then, we proposed the algorithm OrDIFIND by leveraging fast
algorithms developed in formal concept analysis. The resulting algorithm enabled us to compute a greedy ordinal factorization for larger unordered binary datasets. Building on these factorizations, we demonstrated how to discover relationships in the original data. Both lines of research are linked to NP-complete problems and both resulting algorithms run in exponential time with respect to the input data.

Datasets often consist not only of binary but also already ordinal data. The ordinal factor analysis in its current form can only deal with this data by interpreting it as binary. While scaling in formal concept analysis is a tool to deal with this data, factors will not necessarily respect the order encapsulated in the data. In our opinion, the next step should be to extend this method to deal with this kind of non-binary data directly.

## Part III

## Visualization of Concept Lattices

## CHAPTER 6

## Force Directed Order Diagram Drawing

Order diagrams allow human analysts to understand and analyze structural properties of ordered data. While an experienced human can create easily readable diagrams, the automatic generation of those remains a hard task. This is closely related to the graph drawing problem, which poses the research question:

## (2.1) How can we adapt graph drawing techniques to order diagram drawing?

Force-directed approaches are widely applied, and it is generally accepted that they generate aesthetically-pleasing drawings of graphs. In this chapter, we adapt this method to the realm of order diagram drawing. Our algorithm REDRAW thereby embeds the order into a high dimensional Euclidean space and then iteratively reduces the dimension until a two-dimensional drawing is achieved. To attain aesthetical pleasing results, between each dimension reduction step two force-directed steps are performed. Those optimize the distances of nodes and the distances of lines in order to satisfy a set of a priori fixed conditions. By respecting an invariant about the vertical position of the elements in each step, our algorithm ensures that the resulting drawings satisfy all necessary properties of order diagrams.

### 6.1 Introduction

The availability of visualizations of ordered sets is an integral requirement for developing and applying ordinal data science methods such as formal concept analysis. They are a necessity to turn semi-automated data exploration into a mature instrument. Thus, the automatic generation of order diagrams is an important research line.

The general structure of an order diagram is dictated by a set of hard constraints which stem from the requirement for the diagram to precisely represent the comparabilities of the ordered set. Every element is visualized by a node and two elements are connected by a straight line if and only if one is lesser than the other and there is no element "in between". Moreover, it has to hold for comparable elements that the node representing the greater element has a larger $y$-coordinate than the lesser node. Furthermore, no two nodes are allowed to be positioned on the same coordinates. Finally, nodes are not allowed to touch non-adjacent lines. For an exact definition of an order diagram, see Definition 2.28.

While these requirements give direction on how the order diagram should look like, they are not sufficient for generating drawings that are perceived as "readable" by humans. On the contrary, finding good coordinates that result in aesthetically pleasing results for the nodes is very challenging. The creation of an order diagram relies on respecting the hard criteria and trying to satisfy a set of commonly accepted but frequently conflicting soft criteria. Those are generally considered to make a drawing more readable [120]. They include maximizing the distances between element nodes and lines, minimizing the number of crossing lines, maximizing the angles of crossing lines, minimizing the number of different line directions or organizing the nodes in a limited number of layers. Experts with enough practice can create such drawings; however, this is a time-consuming and thus uneconomical task and therefore rather uncommon. They thereby balance the criteria based on their own perception. However, it is unclear how to transfer this balancing act to an algorithm. Even if an algorithm that optimizes on these criteria would exist, it might not even yield readable results as prior works [24] suggests. Another obstacle on this way is that not every human reader perceives the same aspects of an order diagram as "readable" but quite conversely different individuals perceive different aspects of a good drawing as important. It is thus hardly possible to develop a good fitness function for readable graphs. Those reasons combined make the automatic generation of readable graph drawing - and even their evaluation - a surprisingly hard task. None of the previously proposed
algorithms produce drawings that are able to compete with the drawings that are manually drawn by an expert.

In this section, we try to address this problem by proposing our new algorithm REDRAW that adapts the force-directed approach of graph drawing to the realm of order diagram drawing. Thereby, a physical simulation is performed in order to optimize a drawing by moving it to a state of minimal stress. The final results of the drawings computed by our algorithm are sufficiently readable. We compare the drawings generated by our approach to prior algorithms and show they are more readable under certain conditions.

### 6.2 Related Work

Order diagram drawing can be considered to be a special version of the graph drawing problem, where a graph is given as a set of vertices and a set of edges and a readable drawing of this graph is desired. Thereby, each vertex is once again represented by a node and two adjacent vertices are connected by a straight line. The graph drawing problem suffers from a lot of the same challenges as order diagram drawing. For a graph, it can be checked in linear time whether it is planar [68]), i.e., whether it has a drawing that has no crossing edges. In this case a drawing only consisting of straight lines without crossings, bends, and curves can always be computed [94] and should thus be preferred. For a directed graph with a unique maximum and minimum, like for example a lattice, it can be checked in linear time whether an upward planar drawing exists. Then, such a drawing can be computed in linear time [8]. The work of Battista et al. [8] provides an algorithm to compute straight-line drawings for "serial parallel graphs", which is a special family of planar, acyclic graphs. As symmetries are often preferred by readers, the algorithm was extended [67] to reflect them in the drawings based on the automorphism group of the graph. However, lattices that are derived from real world data rarely satisfy the planarity property [3].

The most successful approaches for order diagram drawing are a work of Sugiyama et al. [104] which is usually referred to as Sugiyama's framework and a work of Freese [50]. Both algorithms use the structure of the ordered set to decide on the height of the element nodes; however, the approach choosing the horizontal coordinates of a node differ significantly. While Sugiyama's framework minimizes the number of crossing lines between different vertical layers, Freese's layout adapts a force-directed algorithm to compute a three-dimensional drawing of
the ordered set. Another force-directed approach that is based on minimizing a "conflict distance" is suggested in [123].

In this chapter, we propose the force-directed graph drawing algorithm REDRAW that, similarly to Freese's approach, operates not only in two but in higher dimensions. Compared to Freese's layout, our algorithm however starts in an arbitrarily high dimension and improves it then by reducing the number of dimensions in an iterative process. Thus, it minimizes the probability to stop the algorithm early with a less pleasing drawing. Furthermore, our approach gets rid of the ranking function to determine the vertical position of the elements and instead uses the force-directed approach for the vertical position of nodes as well. We achieve this by defining a vertical invariant which is respected in each step of the algorithm. This invariant guarantees that the resulting drawing will respect the hard condition of placing greater elements higher than lesser elements.

### 6.2.1 Force-Directed Approaches

We now provide some additional notations which are not necessarily standard but will be used throughout this chapter. We start with a generalization of the order diagram notion tho arbitrary high dimensions.

## Definition 6.1 (D-Dimensional Order Diagram)

A $d$-dimensional order diagram or drawing of an ordered set $(X, \leq)$ is denoted by $\left(\vec{p}_{a}\right)_{a \in X} \subseteq \mathbb{R}^{d}$ whereby $\vec{p}_{a}=\left(x_{a, 1}, \ldots, x_{a, d-1}, y_{a}\right)$ for each $a \in X$ and for all $a<b$ it holds that $y_{a}<y_{b}$.

If the dimension of an order diagram is not further qualified, the two-dimensional case is assumed. To fully specify the drawing, one additionally has to describe the lines connecting the elements in covering relation. We consider all lines, as straight in this work. By the definition above the last element of the vector provides the structural comparabilities of the ordered set. To further specify this, we call the parts and forces as follows.

## Definition 6.2 (Horizontal and Vertical Components and Forces)

We call $y_{a}$ the vertical component and $x_{a, 1}, \ldots, x_{a, d-1}$ the horizontal components of $\vec{p}_{a}$ and denote $\left(\vec{p}_{a}\right)_{x}=\left(x_{a, 1}, \ldots, x_{a, d-1}, 0\right)$. The forces operating on the vertical component are called the vertical force and the forces operating on the horizontal components the horizontal forces.

Our algorithm optimizes the horizontal and vertical positions of the order diagram independently. We thus define those distance, such that we can refer to them separately.

## Definition 6.3 (Horizontal and Vertical Distances)

The Euclidean distance between the representation of $a$ and $b$ is denoted by

$$
d\left(\vec{p}_{a}, \vec{p}_{b}\right)=\left|\vec{v}_{a}-\vec{v}_{b}\right|,
$$

while the distance between the vertical components is denoted by

$$
d_{y}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

and the distance in the horizontal components is denoted by

$$
d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)=d\left(\left(\vec{p}_{a}\right)_{x},\left(\vec{p}_{b}\right)_{x}\right) .
$$

For a more compact notation, we specify the vectors in a direction of length one instead of normalizing them in each step.

## Definition 6.4 (Unit Vectors)

The unit vector from $\vec{p}_{a}$ to $\vec{p}_{b}$ is denoted by $\vec{u}\left(\vec{p}_{a}, \vec{p}_{b}\right)$, the unit vector operating in the horizontal dimensions is denoted by $\vec{u}_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)$.

The cosine distance allows to investigate the angle between two lines.

## Definition 6.5 (Cosine Distance)

Finally, the cosine-distance between two vector pairs $(\vec{a}, \vec{b})$ and $(\vec{c}, \vec{d})$ with $\vec{a}, \vec{b}, \vec{c}, \vec{d} \in$ $\mathbb{R}^{d}$ is given by

$$
d_{\mathrm{cos}}((\vec{a}, b),(\vec{c}, \vec{d})):=1-\frac{\sum_{i=1}^{d}\left(b_{i}-a_{i}\right) \cdot\left(d_{i}-c_{i}\right)}{d(a, b) \cdot d(c, d)} .
$$

The general idea of force-directed algorithms is to represent the graph as a physical model consisting of steel rings each representing a vertex. For every pair of adjacent vertices, their respective rings are connected by identical springs, i.e., springs with identical length and spring constant. Using a physical simulation, this system is then moved into a state of minimal stress, which can in turn be used as the drawing. Many modifications to this general approach, that are not necessarily based on springs, were proposed in order to encourage additional conditions for the resulting drawings.

```
Algorithm 6.11 Force-Directed Graph Drawing Algorithm by Eades
Input: Graph \((V, E)\)
    Initial drawing \(p=\left(\vec{p}_{a}\right)_{a \in V} \subseteq \mathbb{R}^{2}\)
    Maximum number of iterations \(K \in \mathbb{N}\)
    Minimal stress \(\varepsilon>0\)
    Damping factor \(\delta>0\)
Output: Coordinates for the drawing \(p=\left(\vec{p}_{a}\right)_{a \in V} \subseteq \mathbb{R}^{2}\)
```

```
def force_directed \((V, E, p, K, \varepsilon, \delta)\) :
```

def force_directed $(V, E, p, K, \varepsilon, \delta)$ :
$t=1$
$t=1$
while $t<K$ and $\max _{a \in V}\left\|F_{a}(t)\right\|>\varepsilon$ :
while $t<K$ and $\max _{a \in V}\left\|F_{a}(t)\right\|>\varepsilon$ :
for $a \in V$ :
for $a \in V$ :
$F_{a}(t)=\sum_{\{a, b\} \in E} f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)+\sum_{\{a, b\} \in E} f_{\text {spring }}\left(\vec{p}_{a}, \vec{p}_{b}\right)$
$F_{a}(t)=\sum_{\{a, b\} \in E} f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)+\sum_{\{a, b\} \in E} f_{\text {spring }}\left(\vec{p}_{a}, \vec{p}_{b}\right)$
for $a \in V$ :
for $a \in V$ :
$\vec{p}_{a}=\vec{p}_{a}+\delta \cdot F_{a}(t)$
$\vec{p}_{a}=\vec{p}_{a}+\delta \cdot F_{a}(t)$
$t=t+1$

```
        \(t=t+1\)
```

The idea of force-directed algorithms was first suggested by Eades [43]. His algorithmic realization of this principle uses an iterative approach where in each step of the simulation the forces that operate on each vertex are computed and summed up (cf. Algorithm 6.11). Based on the sum of the forces operating on each vertex, they are then moved. This is repeated for either a limited number of rounds or until there is no stress left in the physical model. While a system consisting of realistic springs would result in linear forces between the vertices, Eades claims that those are performing poorly and thus introduces an artificial spring force. This force operates on each vertex $a$ for adjacent pairs $\{a, b\} \in E$ and is given as

$$
f_{\text {spring }}\left(\vec{p}_{a}, \vec{p}_{b}\right)=-c_{\text {spring }} \cdot \log \left(\frac{d\left(\vec{p}_{a}, \vec{p}_{b}\right)}{l}\right) \cdot \vec{u}\left(\vec{p}_{a}, \vec{p}_{b}\right),
$$

whereby $c_{\text {spring }}$ is the spring constant and $l$ is the equilibrium length of the spring. The spring force repels two vertices if they are closer then this optimal distance $l$ while it operates as an attracting force if two vertices have a distance greater then $l$, see Figure 6.1. To enforce that non-connected vertices are not placed too close to each other, he additionally introduces the repelling force that operates between non-adjacent vertex pairs as

$$
f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)=\frac{c_{\text {rep }}}{d\left(\vec{p}_{a}, \vec{p}_{b}\right)^{2}} \cdot \vec{u}\left(\vec{p}_{a}, \vec{p}_{b}\right) .
$$

The value for $c_{\text {rep }}$ is once again constant. In a realistic system, even a slightest movement of a vertex changes the forces that are applied to its respective ring. To
depict this realistically a damping factor $\delta$ is introduced in order to approximate the realistic system. The smaller this damping factor is chosen, the closer the system is to a real physical system. However, a smaller damping factor results in higher computational costs. In some instances this damping factor is replaced by a cooling function $\delta(t)$ to guarantee convergence. The physical simulation stops if the total stress of the system falls below a constant $\varepsilon$. Building on this approach, a modification is proposed in the work of Fruchterman and Reingold [51] from 1991. In their algorithm, the force

$$
f_{\mathrm{attr}}\left(\vec{p}_{a}, \vec{p}_{b}\right)=-\frac{d\left(\vec{p}_{a}, \vec{p}_{b}\right)^{2}}{l} \cdot \vec{u}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

is operating between every pair of connected vertices. Compared to the springforce in Eades' approach, this force is always an attracting force. Additionally, the force

$$
f_{\mathrm{rep}}\left(\vec{p}_{a}, \vec{p}_{b}\right)=\frac{l^{2}}{d\left(\vec{p}_{a}, \vec{p}_{b}\right)} \cdot \vec{u}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

repels every vertex pair. Thus, the resulting force that is operating on adjacent vertices is given by

$$
f_{\text {spring }}\left(\vec{p}_{a}, \vec{p}_{b}\right)=f_{\text {attr }}\left(\vec{p}_{a}, \vec{p}_{b}\right)+f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

and has once again its equilibrium at length $l$. These forces are commonly considered achieving better drawings than Eades' approach and are thus usually preferred.

While the graph drawing algorithms described above lead to sufficient results for undirected graphs, they are not suited for order diagram drawings, as they do not take the direction of an edge into consideration. Therefore, they will not satisfy the hard condition that greater elements have higher $y$-coordinates. Freese [50] proposed an algorithm for lattice drawing that operates in three dimensions, where the ranking function

$$
\operatorname{rank}(a)=\operatorname{height}(a)-\operatorname{depth}(a)
$$

fixes the vertical position of each element. The function height(a) thereby evaluates to the length of the longest chain between $a$ and the minimal element and the function depth(a) to the length of the longest chain to the maximal element. While this ranking function guarantees that lesser elements are always positioned below greater elements, the horizontal coordinates are computed using a force-directed


Figure 6.1: The forces for graphs as introduced by Eades in 1984. The $f_{\text {spring }}$ force operates between adjacent vertices and has an equilibrium at $l$, the repelling force $f_{\text {rep }}$ operates on nonadjacent pairs.


Figure 6.3: Horizontal forces for drawing order diagrams introduced by Freese in 2004. The force $f_{\text {attr }}$ operates between comparable pairs, the force $f_{\text {rep }}$ between incomparable pairs. There is no vertical force.


Figure 6.2: The forces as introduced by Fruchterman and Reingold. The $f_{\text {rep }}$ force operates between all vertex pairs while adjacent vertices attract each other with $f_{\text {attr }}$. The resulting force on adjacent vertices is $f_{\text {spring }}$.


Figure 6.4: Our forces for drawing order diagrams. $f_{\text {vert }}$ operates vertically between node pairs in the covering relation, the force $f_{\text {attr }}$ between comparable pairs and the force $f_{\text {rep }}$ between incomparable pairs.
approach. Freese introduces an attracting force between comparable elements that is given by

$$
f_{\mathrm{attr}}\left(\vec{p}_{a}, \vec{p}_{b}\right)=-c_{\mathrm{attr}} \cdot d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right) \cdot \vec{u}_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right),
$$

and a repelling force that is given by

$$
f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)=c_{\text {rep }} \cdot \frac{d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)}{\left|y_{b}-y_{a}\right|^{3}+\left|x_{b, 1}-x_{a, 1}\right|^{3}+\left|x_{b, 2}-x_{a, 2}\right|^{3}} \cdot \vec{u}_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

operating on incomparable pairs only, (cf. Figure 6.3). The values for $c_{\text {attr }}$ and $c_{\text {rep }}$ are constants. A parallel projection is either done by hand or chosen automatically to compute a two-dimensional depiction of the three-dimensional drawing.

### 6.3 The ReDraw Algorithm

Our algorithm ReDraw uses a force-directed approach similar to the one that is used in Freese's approach. Compared to Freese's algorithm, we however do not use a static ranking function to compute the vertical positions in the drawing. Instead, we use forces which allow us to incorporate additional properties like the horizontal distance of vertex pairs into the vertical distance. By respecting a vertical invariant, that we will describe later, the vertical movement of the vertices is restricted so that the hard constraint on the $y$-coordinates of comparable nodes can be always guaranteed. However, the algorithm is thus more likely to get stuck in a local minimum. We address this problem by computing the first drawing in a high dimension and then iteratively reducing the dimension of this drawing until a two-dimensional drawing is achieved. This is done, as the additional degrees of freedom will allow the drawing to move less restricted in higher dimensions. Thus, the probability for the system to get stuck in a local minimum is reduced. Our algorithm framework (cf. Algorithm 6.12) consists of three individual algorithmic steps that are iteratively repeated. We call one repetition of all three steps a cycle. In each cycle, the algorithm is initialized with the $d$-dimensional drawing and returns a ( $d-1$ )-dimensional drawing. The first step of the cycle, which we refer to as the node step, improves the $d$-dimensional drawing by optimizing the proximity of nodes in order to achieve a better representation of the ordered set. In the second step, which we call the line step, the force-directed approach is applied to improve distances between different lines as well as between lines and nodes. The resulting drawing thereby achieves a better satisfaction of soft criteria and

```
Algorithm 6.12 REDRAW Algorithm to Compute Force Directed Order Diagrams
Input: Ordered set \(O=(X, \leq)\)
    Initial dimension \(d\)
    Constants \(K \in \mathbb{N}, \varepsilon>0, \delta>0, c_{\text {vert }}>0, c_{\text {hor }}>0, c_{\text {par }}>0, c_{\text {ang }}>0, c_{\text {dist }}>0\)
Output: Drawing: \(p=\left(\vec{p}_{a}\right)_{a \in V} \subseteq \mathbb{R}^{2}\)
def \(\operatorname{redraw}\left(O, d, K, p, d, K, \delta, c_{\text {vert }}, c_{\text {hor }}, c_{\text {par }}, c_{\text {ang }}, c_{\text {dist }}\right)\) :
    \(p=\) initial_drawing \((O)\)
    while \(d \geq 2\) :
    node_step \(\left(O, p, d, K, \varepsilon, \delta, c_{\text {vert }}, c_{\text {hor }}\right)\)
    line_step \(\left(O, p, d, K, \varepsilon, \delta, c_{\text {par }}, c_{\text {ang }}, c_{\text {dist }}\right)\)
    if \(d>2\) :
        dimension_reduction \((O, p, d)\)
        \(d=d-1\)
```

thus improves the readability for a human reader. Finally, in the reduction step the dimension of the drawing is reduced to $(d-1)$ by using a parallel projection into a subspace that preserves the vertical dimension. In the last (two-dimensional) cycle, the dimension reduction step is omitted.

The initial drawing used in the first cycle is randomly generated. The vertical coordinate of each node is given by its position in a randomly chosen linear extension of the ordered set. The horizontal coordinates of each element are set to a random value between -1 and 1 . This guarantees that the algorithm does not start in an unstable local minimum. Every further cycle then uses the output of the previous cycle as input to further enhance the resulting drawing.

Compared to the approach of Freese, we do not fix the vertical component by a ranking function. Instead, we recompute the vertical position of each element in each step using our force-directed approach. To ensure that the resulting drawing is in fact a drawing of the ordered set, we guarantee that in every step of the algorithm the following property is satisfied:

## Definition 6.6 (Vertical Constraint)

Let $(X, \leq)$ be an ordered set with a drawing $\left(\vec{p}_{a}\right)_{a \in X}$. The drawing $\left(\vec{p}_{a}\right)_{a \in X}$ satisfies the vertical constraint, iff $\forall a, b \in X: a<b \Rightarrow y_{a}<y_{b}$.

This vertical invariant is preserved in each step of the algorithm and thus in the final drawing the comparabilities of the order are correctly depicted.

### 6.3.1 Node Step

The first step of the iteration is called the node step, which is used in order to compute a $d$-dimensional representation of the ordered set. It thereby emphasizes the ordinal structure by positioning element pairs in a similar horizontal position, if they are comparable. In this step, we define three different forces that operate simultaneously. For each $a \leq b$ on $a$ the vertical force

$$
f_{\mathrm{vert}}\left(\vec{p}_{a}, \vec{p}_{b}\right)=\left(0, \ldots, 0,-c_{\mathrm{vert}} \cdot\left(\frac{1+d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)}{d_{y}\left(\vec{p}_{a}, \vec{p}_{b}\right)}-1\right)\right)
$$

operates while on $b$ the force $-f_{\text {vert }}\left(\vec{p}_{a}, \vec{p}_{b}\right)$ operates. If two elements have the same horizontal coordinates, it has its equilibrium if the vertical distance is at the constant $c_{\text {vert }}$. Then, if two elements are closer than this constant, it operates repelling and if they are farther away, the force operates as an attracting force.

```
Algorithm 6.13 The Node Step of ReDraw
Input: Ordered set \((X, \leq)\)
    Drawing \(p=\left(\vec{p}_{a}\right)_{a \in X} \subseteq \mathbb{R}^{d}\)
    Constants \(K \in \mathbb{N}, \varepsilon>0, \delta>0, c_{\text {vert }}>0, c_{\text {hor }}>0\)
Output: Drawing: \(p=\left(\vec{p}_{a}\right)_{a \in X} \subseteq \mathbb{R}^{d}\)
def node_step \(\left(O, p, d, K, \varepsilon, \delta, c_{\text {vert }}, c_{\text {hor }}\right)\) :
    \(t=1\)
    while \(t<K\) and \(\max _{a \in X}\left\|F_{a}(t)\right\|>\varepsilon\) :
    for \(a \in X\) :
        \(F_{a}(t)=\sum_{a<b} f_{\text {vert }}\left(\vec{p}_{a}, \vec{p}_{b}\right)-\sum_{b<a} f_{\text {vert }}\left(\vec{p}_{a}, \vec{p}_{b}\right)\)
            \(+\sum_{a \leq b} f_{\text {attr }}\left(\vec{p}_{a}, \vec{p}_{b}\right)+\sum_{a \nless b} f_{\text {rep }}\left(\vec{p}_{a}, \vec{p}_{b}\right)\)
    for \(a \in X\) :
        \(\vec{p}_{a}=\) overshooting_protection \(\left(\vec{p}_{a}+\delta \cdot F_{a}(t)\right)\)
    \(t=t+1\)
```

Thus, the constant $c_{\mathrm{vert}}$ is a parameter that can be used to tune the optimal vertical distance. By incorporating the horizontal distance into the force, it can be achieved that vertices with a high horizontal distance will also result in a higher vertical distance. Note, that this force only operates on the covering relation instead of all comparable pairs, as otherwise, chains would be contracted to be positioned close to a single point.

On the other hand, there are two different forces that operate in the horizontal direction. Similar to Freese's layout, there is an attracting force between comparable and a repelling force between incomparable element pairs; however, the exact forces are different. Between all comparable pairs $a$ and $b$, the force

$$
f_{\text {attr }}\left(\vec{p}_{a}, \vec{p}_{b}\right)=-\min \left(d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)^{3}, c_{\text {hor }}\right) \cdot \vec{u}_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

is operating. Note that, in contrast to $f_{\text {vert }}$, this force operates not only on the covering but on all comparable pairs and thus encourages chains to be drawn in a single line. Similarly, incomparable elements should not be close to each other and the force

$$
f_{\mathrm{rep}}\left(\vec{p}_{a}, \vec{p}_{b}\right)=\frac{c_{\mathrm{hor}}}{d_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)} \cdot \vec{u}_{x}\left(\vec{p}_{a}, \vec{p}_{b}\right)
$$

repels incomparable pairs horizontally.
We call the case that an element would be placed above a comparable greater element or below a lesser element, overshooting. However, to ensure that every
intermediate drawing that is computed in the node step still satisfies the vertical invariant, we have to prohibit overshooting. Therefore, we add overshooting protection to the step in the algorithm where $\left(\vec{p}_{a}\right)_{a \in X}$ is recomputed. This is done by restricting the movement of every element such that it is placed maximally $\frac{c_{\text {vert }}}{10}$ below the lowest positioned greater element, or symmetrically above the greatest lower element. If the damping factor is chosen sufficiently small, overshooting is rarely required. This is, because our forces are defined such that the closer two elements are positioned the stronger they repel each other, see Figure 6.4.

All three forces are then consolidated into a single routine that is repeated at most $K$ times or until the total stress falls below a constant $\varepsilon$, see Algorithm 6.13. The general idea of our forces is similar to the forces described in Freese's approach, as comparable elements attract each other and incomparable elements repel each other. However, we are able to get rid of the ranking function that fixes $y$-coordinate and thus have an additional degree of freedom by and to include the horizontal distance in the determination of the vertical positions. Furthermore, our forces are formulated in a general way such that the drawings can be computed in arbitrary dimensions. This overcomes getting stuck in local minima.

### 6.3.2 Line Step

While the goal of the node step is to get a good representation of the internal structure by optimizing on the proximity of nodes, the goal of the line step is to make the resulting drawing more aesthetically pleasing by optimizing distances between lines. Thus, in this step the drawing is optimized on three soft criteria. First, we want to maximize the number of parallel lines. Secondly, we want to achieve large angles between two lines that are connected to the same node. Finally, we want to have a high distance between elements and non-adjacent lines. We achieve a better fit to these criteria by applying a force-directed algorithm with three different forces, each optimizing on one criterion. While the previous step does not directly incorporate the path of the lines, this step incorporates those into its forces. Therefore, we call this step the line step.

The first force of the line step operates on lines $(a, b)$ and $(c, d)$ with $a \neq c$ and $b \neq d$ if their cosine distance is below a threshold $c_{\text {par }}$. The horizontal force

$$
f_{\mathrm{par}}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)=-\left(1-\frac{d_{\cos }\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)}{c_{\mathrm{par}}}\right) \cdot\left(\frac{\left(\vec{p}_{b}-\vec{p}_{a}\right)_{x}}{y_{b}-y_{a}}-\frac{\left(\vec{p}_{d}-\vec{p}_{c}\right)_{x}}{y_{d}-y_{c}}\right)
$$

```
Algorithm 6.14 The Line Step of REDRAW
Input: Ordered set: \((X, \leq)\)
    Drawing \(p=\left(\vec{p}_{a}\right)_{a \in X} \subseteq \mathbb{R}^{d}\)
    Constants \(K \in \mathbb{N}, \varepsilon>0, \delta>0, c_{\text {par }}>0, c_{\text {ang }}>0, c_{\text {dist }}>0\)
Output: Drawing: \(p=\left(\vec{p}_{a}\right)_{a \in X} \subseteq \mathbb{R}^{d}\)
```

```
def line_step \(\left(O, p, d, K, \varepsilon, \delta, c_{\text {par }}, c_{\text {ang }}, c_{\text {dist }}\right)\) :
```

def line_step $\left(O, p, d, K, \varepsilon, \delta, c_{\text {par }}, c_{\text {ang }}, c_{\text {dist }}\right)$ :
$t=1$
$t=1$
while $t<K$ and $\max _{a \in X}\left\|F_{a}(t)\right\|>\varepsilon$ :
while $t<K$ and $\max _{a \in X}\left\|F_{a}(t)\right\|>\varepsilon$ :
$A=\left\{\{(a, b),(c, d)\} \mid a<b, c<d, d_{\cos }\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)<c_{\text {par }}\right\}$
$A=\left\{\{(a, b),(c, d)\} \mid a<b, c<d, d_{\cos }\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)<c_{\text {par }}\right\}$
$B=\left\{\{(a, c),(b, c)\} \mid(a<c, b<c)\right.$ or $\left.(c<a, c<b), d_{\text {cos }}\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)<c_{\text {ang }}\right\}$
$B=\left\{\{(a, c),(b, c)\} \mid(a<c, b<c)\right.$ or $\left.(c<a, c<b), d_{\text {cos }}\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)<c_{\text {ang }}\right\}$
$C=\left\{(a,(b, c)) \mid a \in X, b<c, d\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)<c_{\text {dist }}\right\}$
$C=\left\{(a,(b, c)) \mid a \in X, b<c, d\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)<c_{\text {dist }}\right\}$
for $a \in X$ :
for $a \in X$ :
$F_{a}(t)=\sum_{\{(a, b),(c, d)\} \in A} f_{\text {par }}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)+\sum_{(a,(b, c)) \in C} f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
$F_{a}(t)=\sum_{\{(a, b),(c, d)\} \in A} f_{\text {par }}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)+\sum_{(a,(b, c)) \in C} f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
$-\sum_{\{(b, a),(c, d)\} \in A} f_{\text {par }}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)-\frac{1}{2} \sum_{(b,(a, c)) \in C} f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
$-\sum_{\{(b, a),(c, d)\} \in A} f_{\text {par }}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)-\frac{1}{2} \sum_{(b,(a, c)) \in C} f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
$+\sum_{\{(a, c),(b, c)\} \in B} f_{\text {ang }}\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
$+\sum_{\{(a, c),(b, c)\} \in B} f_{\text {ang }}\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$
for $a \in X$ :
for $a \in X$ :
$\vec{p}_{a}=$ overshooting_protection $\left(\vec{p}_{a}+\delta \cdot F_{a}(t)\right)$
$\vec{p}_{a}=$ overshooting_protection $\left(\vec{p}_{a}+\delta \cdot F_{a}(t)\right)$
$t=t+1$

```
        \(t=t+1\)
```

operates on $a$ and the force $-f_{\text {par }}\left(\left(\vec{p}_{a}, \vec{p}_{b}\right),\left(\vec{p}_{c}, \vec{p}_{d}\right)\right)$ operates to $b$. The result of this force is thus that almost parallel lines are moved to become more parallel. Note that this force becomes stronger the more parallel the two lines are.

The second force operates on lines that are connected to the same node and have a small angle, i.e., lines with cosine distance below a threshold $c_{\text {ang }}$.

Let $(a, c)$ and $(b, c)$ be such a pair then the horizontal force operating on $a$ is given by

$$
f_{\mathrm{ang}}\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)=\left(1-\frac{d_{\cos }\left(\left(\vec{p}_{a}, \vec{p}_{c}\right),\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)}{c_{\mathrm{ang}}}\right) \cdot\left(\frac{\left(\vec{p}_{c}-\vec{p}_{a}\right)_{x}}{y_{c}-y_{a}}-\frac{\left(\vec{p}_{c}-\vec{p}_{b}\right)_{x}}{y_{c}-y_{b}}\right) .
$$

In this case, once again the force is stronger for smaller angles; however, the force is operating in the opposite direction compared to $f_{\text {par }}$ and thus makes the two lines less parallel. Symmetrically, for each pair $(c, a)$ and $(c, b)$ the same force operates on $a$. There are artifacts from $f_{\text {par }}$ that operate against $f_{\text {ang }}$ in opposite direction. This effect should be compensated for by using a much higher threshold constant $c_{\text {ang }}$ than $c_{\mathrm{par}}$, otherwise the benefits of this force are diminishing.

Finally, there is a force that operates on all pairs of nodes $a$ and lines $(b, c)$, for which the distance between the element and the line is closer then $c_{\text {dist }}$. The
force

$$
f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)=\frac{1}{d\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)} \cdot\left(\left(\vec{p}_{a}-\vec{p}_{c}\right)-\frac{\left(\vec{p}_{a}-\vec{p}_{c}\right) \cdot\left(\vec{p}_{b}-\vec{p}_{c}\right)}{\left(\vec{p}_{b}-\vec{p}_{c}\right) \cdot\left(\vec{p}_{b}-\vec{p}_{c}\right)}\left(\vec{p}_{b}-\vec{p}_{c}\right)\right)
$$

is applied to $a$ and $-f_{\text {dist }}\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right) / 2$ is applied to $b$ and $c$. This results in a force whose strength is linearly stronger, the closer the distance $d\left(\vec{p}_{a},\left(\vec{p}_{b}, \vec{p}_{c}\right)\right)$. It operates perpendicular to the line and repels the node and the line.

Similar to the node step, all three forces are combined into a routine that is repeated until the remaining energy in the physical system drops below a certain stress level $\varepsilon$. Furthermore, a maximal number of repetitions $K$ is fixed. We also once again include the overshooting protection as described in the previous section to make sure that the vertical invariant stays satisfied.

The line step that is described in this section is a computational demanding task, as in every repetition of the iterative loop the sets of almost parallel lines, small angles and elements that are close to lines have to be recomputed. To circumvent this problem on weaker hardware, there are a number of possible speedup techniques. First, the sets described above do not have to be recomputed every iteration, but can be cached over a few iterations. In Algorithm 6.14, these are the sets $A, B$ and $C$. By recomputing those sets only every $k$-th iteration a speedup to almost factor $k$ can be achieved. Another speedup technique that is possible is to only execute the line step in the last round. Both of these techniques however have a trade-off for the quality of the final drawing and are thus not further examined in this work.

### 6.3.3 Dimension Reduction

In the dimension reduction step, we compute a $(d-1)$-dimensional drawing from the $d$-dimensional drawing with the goal of reflecting the structural details of the original drawing like proximity and angles. Our approach to solve this is to compute a $(d-1)$-dimensional linear subspace of the $d$-dimensional space. By preserving the vertical dimension we can ensure that the vertical invariant stays satisfied. Then, a parallel projection into this subspace is performed.

As such a linear subspace always contains the origin, we center our drawing around the origin. Thereby, the whole drawing $\left(\vec{p}_{a}\right)_{a \in X}$ is geometrically translated such that the mean of every coordinate becomes 0 . The linear subspace projection is performed as follows: The last coordinate of the linear subspace will be the vertical
component of the $d$-dimensional drawing to ensure that the vertical invariant is preserved. For the other $(d-1)$ dimensions of the original space, a principle component analysis [96] is performed to reduce them to a ( $d-2$ )-dimensional subspace. By combining this projection with the vertical dimension, a $(d-1)$ dimensional drawing is achieved, that captures the structure of the original, higher-dimensional drawing and represents its structural properties.

It is easily possible to replace principal component analysis in this step by any other dimension reduction technique. It would be thinkable to just remove the first coordinate in each step and hope that the drawing in the resulting subspace has enough information encapsulated in the remaining coordinates. Also, other ways of choosing the subspace in which is projected could be considered. Furthermore, non-linear dimension reduction methods could be tried in order to achieve drawings. However, our empirical experiments suggest, that principal component analysis hits a sweet spot. The payoff of more sophisticated dimension reduction methods seems to be negligible as each drawing is further improved in lower dimensions. On the other hand, we observed local minima if we used simpler dimension reduction methods.

### 6.4 Evaluation and Discussion

In this section, we evaluate and discuss the quality of the REDRAW algorithm. Thereby, we discuss its computational complexity, introduce the datasets we used for testing, and recommend a parametrization. Furthermore, we empirically demonstrate the quality of some exemplary drawings and present a user evaluation that we conducted to confirm the quality. We provide the source code [37] so that other researchers can conduct their own experiments and extend it.

### 6.4.1 Run-Time Complexity

The run-time of the node step is limited by $\mathcal{O}\left(n^{2}\right)$ with $n$ being the number of elements, as the distances between every element pair are computed. The run-time of the line step is limited by $\mathcal{O}\left(n^{4}\right)$, as the number of lines is bounded by $\mathcal{O}\left(n^{2}\right)$. Finally, the run-time of the reduction step is determined by principal component analysis which is known to be bounded by $\mathcal{O}\left(n^{3}\right)$. Therefore, the total run-time of the algorithm is polynomial in $\mathcal{O}\left(n^{4}\right)$. This is an advantage compared to our approach in Chapter 7 and Sugiyama's framework, which both solve exponential problems. Still, it is noteworthy that, Sugiyama can be applied with a combination


Figure 6.5: Drawing of the lattices for the formal contexts "forum romanum" (top) and "living beings and water" (bottom) from the test dataset. The algorithms to compute the drawings are Sugiyama (far left), Freese (left), REDRAW without the line step (right) and REDRAW (far right).
of heuristics and we also propose heuristics for our approach in Chapter 7 to overcome this problem. Freese's layout has by its nature of being a force-directed algorithm, similar to our approach, polynomial run-time.

### 6.4.2 Test Datasets

Our test dataset consists of 77 different lattices including all classical examples of lattices described in [57]. We enriched these by lattices of randomly generated contexts with attribute and object sets of cardinality between 5 and 10. Each incidence pair in these contexts is present with a probability of $\frac{1}{2}$. Furthermore, we sampled induced subcontexts from large binary datasets [92]. An overview of all related formal contexts for these lattices, together with their drawing generated by REDRAW is published together with its source code [37].

We restrict the test dataset to lattices, as lattice drawings are of great interest for the formal concept analysis community. This enables us to perform a user study using domain experts from the formal concept analysis community to evaluate the algorithm.


Figure 6.6: Drawing of the lattices for the formal contexts "therapy" (top) and "ice cream" (bottom) from the test dataset. The algorithms to compute the drawings are Sugiyama (far left), Freese (left), REDrAW without the line step (right) and REDRAW (far right).

### 6.4.3 Recommended Parametrizations

Our algorithm has multiple parameters that have to be chosen carefully, as they strongly influence the generated drawings. As it is hardly possible to conduct a user study for every single combination of parameters, our recommendations are based on empirical observations. We recommend the following parameters which we used throughout our evaluation. We used a maximal number of $K=1000$ algorithm iterations or stopped if the stress in the physical system fell below $\varepsilon=0.0025$. Our recommended damping factor $\delta=0.001$. In the node step we set $c_{\text {vert }}=1$ as the optimal vertical distance and $c_{\text {hor }}=5$. We used the thresholds $c_{\text {par }}=0.005, c_{\text {ang }}=0.05$ and $c_{\text {dist }}=1$ in the line step. The drawing algorithms are started with 5 dimensions as we did not observe any notable improvements with higher dimensional drawings. Finally the resulting drawing is scaled in horizontal direction by a factor of 0.5 .

### 6.4.4 Empirical Evaluation

To demonstrate the quality of our approach, we compare the resulting drawings to the drawings generated by a selected number of different algorithms in Figure 6.5
and Figure 6.6. The different drawings are computed using Sugiyama's framework, Freese's layout, and our new approach. Additionally, a drawing of our approach before the line step is presented to show the impact of this line step. The approach proposed in this chapter achieves, in our opinion, satisfying results for these ordered sets. Modifications of REDRAW that combine the node step and the line step into a single step were tried; however, the then resulting algorithm did not produce the anticipated readability, as the node and line forces seem to conflict each other.

### 6.4.5 User Evaluation

As we described in the previous sections, it is not a trivial task to evaluate the quality of an order diagram drawing. Drawings that one human evaluator might consider as favorably might not be perceived as readable by others. To obtain a measurable evaluation, we conducted a user study to compare the different drawings generated by our algorithm to two other algorithms. We decided to compare our approach to Freese's and Sugiyama's algorithm, as those two seem to be the two most popular algorithms for lattice drawing at the moment. To reduce the chance of biases, we randomized the order in which the ordered sets are presented and shuffled the diagram algorithms presented in each step. Furthermore, we did not provide an allocation between the algorithms and the presented drawings.

## Experimental Setup

In each step of the study, all users are presented with three different drawings of one lattice from the dataset in random order and have to decide which one they perceive as "most readable". The term "most readable" was neither further explained nor restricted.

## Results

The study was conducted with nine experts from the formal concept analysis community to guarantee expertise with order diagrams among the participants. Thus, all ordered sets in this study were lattices. The experts voted 582 times in total; among those votes, 35 were cast for Freese's algorithm, 266 for our approach and 281 for Sugiyama.

A common property of lattices generated from real-world data is to have a high truncated relative distributivity (RTD) [114]. Thus, this property, which measures



Figure 6.7: Results of the user study. Left: Number of votes for each algorithm. Right: Share of votes for ordered sets divided into ranges of different truncated distributivity.
the share of distributive triples for a lattice excluding the bottom-element, is of special interest. Based on the RTD, we compared the share of votes for Sugiyama's framework and REDRAW for all order diagrams that are in a specific truncated distributivity range. The results of this comparison are depicted in Figure 6.7. The higher the RTD, the better REDRAW performs in comparison. The only exception in the range $0.64-0.68$ can be traced back to a small test set with $n=4$.

## Discussion

As one can conclude from the user study, our force-directed algorithm performs on a similar level to Sugiyama's framework while outperforming Freese's forcedirected layout. In our dataset, the REDRAW performs better, compared to Sugiyama's framework, on lattices that have a higher RTD. We observed similar results when we computed the relative normal distributivity, i.e., the same measure where the bottom element is not ommited. Thus, we recommend to use REDRAW for larger drawings that are highly distributive.

Furthermore, we can observe, that REDRAW performs better if there are repeating structures or symmetries in the lattice as each instance of such a repetition tends to be drawn similarly. This makes it the algorithm of choice for ordered sets that are derived from datasets containing high degrees of symmetries. Anyway, we are convinced that there is no single drawing algorithm that can produce readable drawings for all different kinds of order diagrams. It is thus always advisable to use a combination of different algorithms and then decide on the best drawing.

### 6.5 Conclusion

In this chapter we introduced our novel approach REDRAW for drawing order diagrams. Thereby, we adapted a force-directed algorithm to the realm of diagram drawing. In order to guarantee that the emerging drawing satisfies the hard conditions of order diagrams, we introduced a vertical invariant that was satisfied in every step of the algorithm. The algorithm consists of two main ingredients, the first being the node step that optimizes the drawing in order to represent structural properties using the proximity of nodes. The second is the line step that improves the readability for a human reader by optimizing the distances of lines. To avoid local minima, our drawings are first computed in a high dimension and then iteratively reduced into two dimensions. To make the algorithm easily accessible, we published the source code and gave recommendations for parameters. Generated drawings were, in our opinion, suitable to be used for ordinal data analysis in the context of formal concept analysis. A study using domain experts from this research area to evaluate the quality of the drawings confirmed this observation.

Further work in this realm could involve to modify the line step and combine it with different algorithms such as the structural approach that is introduced in the next section. Also, modifications to the procedure to produce additive drawings would be of great interest and should thus be investigated further.

## CHAPTER 7

## Order Diagrams Through Two-Dimension Extension

As we have seen before, easily readable drawings of order diagrams are hard to come by, even for small ordered sets. Although methods that transfer classical graph drawing techniques to order diagrams, such as the one presented in the previous chapter produce pleasing results for some ordered sets, they unfortunately do not perform to a satisfactory degree in general. One observation is that we generally do not use structural properties already encapsulated into the order for this process. This raises the following question.
(2.2) How can we make use of structural properties of ordered sets to draw order diagrams?
In this chapter, we present the algorithm DIMDRAW which, in contrast to classical graph drawing approaches, uses the encapsulated dimensional structure within the order to generate a drawing. Thereby, the ordered set is decomposed into linear orders which then give rise to an order diagram. The algorithm is based on a link between the dimension of an ordered set and the bipartiteness of a corresponding graph.

### 7.1 Introduction

The automatic generation of order diagrams is usually done by optimizing on a set of soft conditions such as minimizing the number of crossing lines or the number of different slopes. The algorithms produce drawings that are sufficiently readable, to some extent. Still, they may not compete with those created manually by an experienced human. However, such experts are often not available, too expensive, or not efficient enough to create large numbers of order diagrams.

In this section we thus follow another approach to propose an algorithm that we call DimDraw. We claim that it produces drawings that come close to the quality of hand-drawn line diagrams. In contrast to prior approaches it tries not to optimize on criteria but employs the dimensional order structure of the concept lattice itself. Recall, that any ordered set can be described as the intersection of linear orders and that the minimum number of linear orders, such that the intersection of these orders is again the ordered set is called the order dimension. We base our idea on the observation that ordered sets of order dimension two can be embedded into the plane naturally. Building up on this, we show a procedure to embed the ordered sets of order dimension three and above by reducing them to the two-dimensional case. To this end, we prove an essential fact about inclusion-maximal bipartite induced subgraphs in this realm. The emerging NP-hard computation problem can then be solved by the methods developed in Chapter 3. Our main contribution in this chapter with respect to this problem is Theorem 7.11.

We investigate our theoretical result on different real-world data sets using the just introduced algorithm DIMDRAW. The ordered set used for this experiment arise from of formal concept analysis and are evaluated through a user study of domain experts, as those are experienced in working with order diagrams. In this user study, the visualizations generated by the algorithm compete with two classical approaches of automated order diagram drawing.

### 7.2 Related Work

Our approach makes use of a natural embedding that arises from two-dimensional order diagrams. Two-dimensional orders are thereby embedded by their dominance drawing.


Figure 7.1: The grid that DimDraw embeds the order into.

## Definition 7.1

A dominance drawing of an ordered set $(X, \leq)$ is a drawing where for each pair of elements $u, v \in X$ into two axes $x_{1}, x_{2}$ it holds that $x_{1}(u)<x_{1}(v)$ and $x_{2}(u)<x_{2}(v)$ if and only if $u<v$.

For guaranteeing that the upward property of order diagrams is preserved, the axes have to be embedded into the plane tilted by 45 degree, compare to Figure 7.1. By definition, a dominance drawing exists exactly if the ordered set is two-dimensional. Another characterization of all ordered sets with dominance drawings follows from a result of Baker et al.

Theorem 7.2 (Baker et al. [7])
An ordered set $(X, \leq)$ admits a dominance drawing, if and only if the set $(X \cup\{0,1\}, \leq \cup$ $(X \times 1) \cup(0 \times X))$ is planar.

Recall, that for some ground set the order $\leq_{1}$ is conjugate to another order $\leq_{2}$ if the comparability graph of one is the cocomparability graph of the other. The existence of a conjugate order is another criterion for the two-dimensionality.

## Theorem 7.3 (Dushnik and Miller, 1941 [42])

The dimension of an ordered set $(X, \leq)$ is at most 2 , if and only if there is a conjugate order $\leq_{C}$ on $X$. A realizer of $(X, \leq)$ is given by $\mathcal{R}=\left\{\leq \cup \leq_{C}, \leq \cup \geq_{C}\right\}$.

In 1977, Golumbic proposed an algorithm [60] to check whether a graph is transitive orientable, i.e., whether there is an order on its vertices, such that the graph is exactly the comparability graph of this order. It computes such an order, if it exists. This algorithm runs in $\mathcal{O}\left(n^{3}\right)$, with $n$ being the number of vertices of the graph. Combining this with Theorem 7.3 provides an algorithm to compute whether an ordered set is two-dimensional and furthermore also returns a realizer, in this case. For the sake of completeness, note, that there are faster algorithms (as fast as linear) [89] for computing transitive orientations. However, those only work if the graph is actually transitive orientable and return erroneous results otherwise.

### 7.3 Drawing Ordered Sets of Dimension Two

Ordered sets of order dimension two have a natural way to be visualized using their dominance drawing. Let $(X, \leq)$ be an ordered set of dimension two. First, we need the notion of an element-position in a linear extension.

## Definition 7.4

The position of a element $x \in X$ in a linear order $L=(X, \leq)$ is the number of vertices that are smaller, i.e.

$$
\operatorname{pos}_{L}(x):=|\{y \in X \mid y<x\}| .
$$

Now, let $\mathcal{R}=\left|\left\{\leq_{1}, \leq_{2}\right\}\right|$ be a realizer consisting of two linear extensions of the order relation $\leq$. The drawing of the corresponding lattice can be retrieved as follows: First, the vertices are placed in a coordinate system such that each element is embedded at the coordinates $\left(\operatorname{pos}_{\leq_{1}}(x), \operatorname{pos}_{\leq_{2}}(x)\right)$. This coordinate system is then embedded into the plane using the generating vector $(-1,1)$ for $x_{1}$ and $(1,1)$ for $x_{2}$. Finally, the comparable elements in covering relation are connected by straight lines. A visualization, how the coordinate system is embedded into the plane can be seen in Figure 7.1. Each point now divides the plane into four quadrants using the two lines that are parallel to $x_{1}$ and $x_{2}$. It holds that $a<b$, if and only if the point $b$ is in the quadrant above the point $a$ by construction. The elements of the cover relation are drawn as straight lines. This guarantees that all elements of the cover relation are drawn as monotonically increasing curves.

In order to compute such drawings, a check of the two-dimensionality of the ordered set is required. If so, computing a realizer in polynomial time is possible.

```
Algorithm 7.15 Computation of the Conjugate Order
Input: Ordered set \((P, \leq)\)
Output: Conjugate order of ( \(P, \leq\) )
def Compute_Conjugate_Order \((P, \leq)\) :
    \(C=\) Cocomparability_Graph \((P, \leq)\)
    if Has_Transitive_Orientation (C):
            \(\left(P, \leq_{C}\right)=\) Transitive_Orientation (C)
            return \(\leq_{C}\)
        else:
            return \(\perp\)
```

```
Algorithm 7.16 Dominance Drawing for Ordered Sets of Order Dimension Two
Input: Two-Dimensional Ordered Set ( \(X, \leq\) )
Output: Dominance Drawing ( \(v_{x}, v_{y}\) )
def dominance_drawing_2d \((X, \leq)\) :
    \(\leq_{2}=\) conjugate_order \((X, \leq)\)
    \(l_{1}=\leq U \leq_{2}\)
    \(l_{2}=\leq U \geq_{2}\)
    for \(x\) in \(X\) :
        \(v_{x}=\operatorname{pos}_{\left(X, l_{1}\right)}(x)\)
        \(v_{y}=\operatorname{pos}_{\left(X, l_{2}\right)}(x)\)
    return \(\left(v_{x}, y_{x}\right)\)
```

This is done in Algorithm 7.15. The conjugate order can then be used to compute an embedding for a two-dimensional order as shown in Algorithm 7.16.

### 7.4 Projecting Drawings of Higher Dimension



Figure 7.2: A three-dimensional ordered set embedded - based on its realizer into three-dimensional Euclidean space and then projected into the plane using a parallel projection from multiple angles. Even though the structure of the ordered set is recognizable, the drawings are all not satisfactory. For better drawings refer to Figure 7.6.

The idea of embedding two-dimensional orders does generalize naturally to higher dimensions, i.e., gives us a nice way to embed $n$-dimensional ordered sets into the $n$-dimensional Euclidean space by using an $n$-dimensional realizer. However, this approach turns out to entail two problems. Deciding the order dimension of an ordered set is NP-complete for ordered sets of dimensions 3 or more [119]. This results in the fact that computing realizers of such ordered sets is computationally hard. Furthermore, finding projections of an ordered set from a higher dimension into the plane turns out to be difficult. See, for example, the projections of an
ordered set in example Figure 7.2, where we performed a parallel projection using eight different angles between 0 and 180 degrees. None of the diagrams seems to be readable. For this reason our algorithm makes use of a different method to compute higher dimensional drawings, that is still based on the concept of using the realizer. Note that the $n$-dimensional embeddings as proposed in this section might be used as a starting point for the algorithm proposed in the previous chapter, where a high-dimensional embedding is required.

### 7.5 DIMDRAW for Higher-Dimension Orders

The main idea is the following: for a given order relation we want to insert some number of additional pairs to make it two-dimensional. This allows the resulting order to be drawn using the algorithm for the two-dimensional case. Afterwards, we remove all the inserted pairs. By construction, the property that if $a<b$, the point $a$ is inserted below $b$ is still preserved. However, for each inserted pair $(a, b)$, we obtain two points in the drawing that are drawn as if $a$ and $b$ were comparable. Such drawings are sometimes called weak dominance drawings [77].

## Definition 7.5 (Two-Dimension Extension)

Let $(X, \leq)$ be an ordered set. A set $\mathcal{C} \subseteq \operatorname{inc}(X)$ is called a two-dimension-extension of ( $X, \leq$ ), if and only if $\leq \cup \mathcal{C}$ is an order on $X$ and the ordered set $(X, \leq \cup \mathcal{C})$ is two-dimensional.

Such an extension always exists: a linear extension of dimension one always exists, while an order with exactly one incomparable pair has dimension two. Recall that we already considered this problem in Chapter 5 with, where we referred to a result from Felsner and Reuter in Theorem 5.21 that stated that deciding whether a two-dimension extension with $k$ pairs exists is NP-complete. Similarly to the incompatibility graph in the Chapter 5 , here is also a graph whose bipartiteness corresponds to the requested property.

## Definition 7.6 (Transitive Incompatibility Graph)

For $(X, \leq)$ we denote the set of incomparable elements by inc $(X, \leq)$. Two elements $(a, b),(c, d) \in \operatorname{inc}(X, \leq)$ are called incompatible, if their addition to $\leq$ creates a cycle in the emerging relation, i.e., if there is some sequence of elements $c_{1}, \ldots, c_{n} \in X$, such that each pair $\left(c_{i}, c_{i+1}\right) \in \leq \cup\{(a, b)\} \cup\{(c, d)\}$ with $i \in\{1, \ldots, n\}$ and $c_{n+1}=c_{1}$. We call the graph $((\operatorname{inc}(X, \leq), E)$ with $\{(a, b),(c, d)\} \in E$, if and only if $(a, b)$ and $(c, d)$ are incompatible the transitive incompatibility graph, denote this graph by $\operatorname{tig}(X, \leq)$.


Figure 7.3: Left: The order diagram of the concept lattice of the contranominal scale of dimension three. Right: The corresponding transitive incompatibility graph.

The relationship between the bipartiteness of the transitive incompatibility graph and the two-dimensionality of its ordered set is given in the following.

## Theorem 7.7 (Doignon et.al., 1984 [26])

The ordered set $(X, \leq)$ has order-dimension at most two if and only if $\operatorname{tig}(X, \leq)$ is bipartite.

An example of the transitive incompatibility graph is given in Figure 7.3. Note, that we cannot add arbitrary pairs to the order relation if we want it to stay an order. For example, if we add the pair $(2,1)$, we also have to add $(2,5)$ because of the transitivity. We formalize this dependency in the following.

## Definition 7.8 (Enforcing Pair)

We say a pair $(a, b) \in \operatorname{inc}(X, \leq)$ enforces another pair $(c, d) \in \operatorname{inc}(X, \leq)$, if and only if $(c, d) \in(\leq \cup\{(a, b)\})^{+}$. If $(a, b)$ enforces $(c, d)$ in $\leq$, we use the notation $(a, b) \rightarrow(c, d)$.

Being an enforcing pair can also be characterized by the following theorem.

## Lemma 7.9

If $(X, \leq)$ is an ordered set and $(a, b),(c, d) \in \operatorname{inc}(X, \leq)$, the following are equivalent:
i) $d \leq a$ and $b \leq c$.
ii) $(a, b) \rightarrow(d, c)$.
iii) $(c, d) \rightarrow(b, a)$.
iv) $(a, b)$ and $(c, d)$ are incompatible.
v) $(b, a)$ and $(d, c)$ are incompatible.

Proof. $(i) \Rightarrow(i v)$. Consider the relation $<:=\leq \cup(a, b) \cup(c, d)$. This yields $d<a<$ $b<c<d$, i.e, $<$ contains a cycle. Analogously, $(i) \Rightarrow(v)$.
$(i v) \Rightarrow(i i)$. The assumption directly implies that $(d, c) \in(\leq \cup(a, b))^{+}$due to the cycle generated by $(a, b)$ and $(c, d)$. By the same argument $(v) \Rightarrow(i i i)$.
(ii) $\Rightarrow(i)$. Assume $d \not \leq a$ or $b \not \leq c$. Since $(d, c) \in(\leq \cup(a, b))^{+}$it follows $(d, c) \in \leq$ which contradicts $(c, d) \in \operatorname{inc}(X, \leq)$. Similarly follows $(i i i) \Rightarrow(i)$.

Recall the definition of $\operatorname{tig}(X, \leq)$ defined on $\operatorname{inc}(X, \leq)$ with incompatible pairs being connected. We call a cycle in $\operatorname{tig}(X, \leq)$ strict, if and only if for each two adjacent pairs $(a, b)$ and $(c, d)$ it holds that $d<a$ and $b<c$. A strict path is defined analogously.

Lemma 7.10 (Doignon et al., [26])
Let $(X, \leq)$ be an ordered set and let the pair $v \in \operatorname{inc}(X, \leq)$. Then the following statements are equivalent:
i) $v$ is contained in an odd cycle in $\operatorname{tig}(X, \leq)$.
ii) $v$ is contained in an odd strict cycle in $\operatorname{tig}(X, \leq)$.

This is stated implicitly in their proof of Proposition 2 [26], verifying the equality between the two chromatic numbers of a hypergraph corresponding to our cycles and a hypergraph corresponding to our strict cycles.

Recall, that it is NP-complete to decide whether an ordered set has a two-dimension extension. We hence propose an algorithm that tackles the problem for approximating the corresponding optimization problem using an idea that is based on the following. For $(X, \leq)$ of dimension greater than two, $\operatorname{tig}(X, \leq)$ is non-bipartite. Consider for example Figure 7.3. Because of the cycle of length 3 given by the pairs $(4,3),(6,1)$ and $(5,2)$ in its transitive incompatibility graph, it can not have dimension two. Our approach is therefore to find a maximal induced bipartite subgraph in $\operatorname{tig}(X, \leq)$. This is in fact an order relation as the following shows.

## Theorem 7.11

Let $(X, \leq)$ be an ordered set. Let $C \subseteq \operatorname{inc}(X, \leq)$ be minimal with respect to set inclusion, such that $\operatorname{tig}(X, \leq) \backslash C^{-1}$ is bipartite. Then $(X, \leq \cup C)$ is an ordered set.
Proof. Refer to the bipartition elements of $\operatorname{tig}(X, \leq) \backslash C^{-1}$ with $P_{1}$ and $P_{2}$.
Claim 1. The arrow relation is transitive, i.e., if $(a, b) \rightarrow(c, d)$ and $(c, d) \rightarrow(e, f)$ then $(a, b) \rightarrow(e, f)$. If $(a, b) \rightarrow(c, d)$ then $c \leq a$ and $b \leq d$ by definition. Similarly,
$(c, d) \rightarrow(e, f)$ implies $e \leq c$ and $d \leq f$. By transitivity of $\leq$ this yields that $e \leq a$ and $b \leq f$ which in turn implies that $(a, b) \rightarrow(d, f)$.

Claim 2. Let $(a, b),(c, d) \in \operatorname{inc}(X, \leq)$ with $(a, b) \notin C^{-1}$ and $(a, b) \rightarrow(c, d)$, then $(c, d) \notin$ $C^{-1}$. Assume the opposite, i.e., $(c, d) \in C^{-1}$. Without loss of generality let $(a, b) \in$ $P_{1}$. As $(c, d) \in C^{-1}$ there has to be a pair $(e, f) \in P_{1}$ that is incompatible to $(c, d)$, i.e., $(e, f) \rightarrow(d, c)$, otherwise $(c, d)$ can be added to $P_{1}$ without destroying the independet set. However $(a, b) \rightarrow(c, d)$ is equivalent to $(d, c) \rightarrow(b, a)$ and yields together with the transitivity of the arrow relation $(e, f) \rightarrow(b, a)$. But than $(e, f)$ and $(a, b)$ are incompatible, a contradiction since both are in $P_{1}$.

Claim 3. If $(x, y) \in C$, then $(y, x) \notin C$. As $(y, x) \in C^{-1}$, there is a pair $(a, b)$ in $P_{1}$, such that $(a, b)$ and $(y, x)$ are incompatible, i.e., $(a, b) \rightarrow(x, y)$, otherwise $(y, x)$ can be added to $P_{1}$. However, since $(a, b) \notin C^{-1}$ follows $(x, y) \notin C^{-1}$ directly from Claim 2.

Reflexivity: $\forall x \in X$ we have $(x, x) \in \leq \subseteq \leq \cup C$.

Antisymmetry: Assume $(x, y) \in \leq \cup C$ and $(y, x) \in \leq \cup C$. We have to consider three cases. First, $(x, y) \in \leq$ and $(y, x) \in \leq$. Then $x=y$, as $\leq$ is an order relation. Secondly, $(x, y) \in \leq$ and $(y, x) \in C$. If $(x, y) \in \leq$, then $x$ and $y$ are comparable, i.e., the pair $(y, x)$ can't be in $\operatorname{inc}(P, \leq)$. Then $(y, x) \notin C$, a contradiction. Thirdly, $(x, y) \in C$ and $(y, x) \in C$. This may not occur because of Claim 3.

Transitivity: Let $(x, y) \in \leq \cup C$ and $(y, z) \in \leq \cup C$ we show $(y, z) \in \leq \cup C$. We have to consider four cases. First, $(x, y) \in \leq$ and $(y, z) \in \leq$ implies $(x, z) \in \leq$. Secondly, $(x, y) \in \leq$ and $(y, z) \in C$ and assume that $(x, z) \notin(\leq \cup C)$. Then $(z, x) \notin C^{-1}$, but $(z, x) \rightarrow(z, y)$, as $(x, y) \in \leq$. From Claim 2 follows that $(z, y) \notin C^{-1}$, a contradiction to $(y, z) \in C$. The case $(x, y) \in C$ and $(y, z) \in \leq$ is treated analogously. Lastly, $(x, y) \in C$ and $(y, z) \in C$ and assume $(x, z) \notin C$, i.e., $(z, x) \in C^{-1}$. There has to be an odd cycle in $P_{1} \cup P_{2}$ together with $(y, z)$, otherwise $(y, z)$ can be added to $P_{1} \cup P_{2}$ to create a larger bipartite graph. By Lemma 7.10, there also has to be a strict odd cycle. Let the neighbors of $(y, z)$ in $P_{1} \cup P_{2}$ be $(a, b)$ and $(c, d)$. Then $a<z, c<z, y<b$ and $y<d$, and the pairs $(a, b)$ and $(c, d)$ are connected by a strict path on an even number of vertices through the strict odd cycle. By the same argument there are pairs $(e, f)$ and $(g, h)$ with $e<y, g<y, x<f$ and $x<h$ and $(e, f)$ and $(g, h)$ connected by a strict odd path. We now show, that $(z, x)$ is in an odd cycle with $P_{1} \cup P_{2}$ to yield a contradiction. For this consider the following paths $A=(c, f)(z, x)(h, a)$, $B=(d, h)(h, g)$ and $C=(f, e)(e, b)$. Each of those is a path in $\operatorname{tig}(P, \leq)$ by definition.

Claim 4. Between $(h, a)$ and $(d, h)$ there is a path on an even number of vertices in $P_{1} \cup P_{2}$. To show this, let $\left(a_{1}, b_{1}\right), \ldots,\left(a_{2 k}, b_{2 k}\right)$ be the strict path on an even number of vertices connecting $(a, b)$ and $(d, c)$ such that $\left(a_{1}, b_{1}\right)=(a, b)$ and $\left(a_{2 k}, b_{2 k}\right)=(d, c)$. This implies $a_{2 i+1}<b_{2 i+2}, a_{2 i}<b_{2 i+1}, b_{2 i+1}>a_{2 i+2}$ and $a_{2 i}>b_{2 i+1}$ and for each $i \in\{0, \ldots, k-1\}$. However, this yields the path $(h, a)=\left(h, a_{1}\right)\left(b_{2}, h\right)\left(h, a_{3}\right) \cdots\left(b_{2 k}, h\right)=$ $(d, h)$ which is even and connecting $(h, a)$ and $(d, h)$ in $P_{1} \cup P_{2}$, as required.

Analogously, we obtain a path between $(c, f)$ and $(b, f)$ on an even number of vertices. Moreover $(h, g)$ and $(f, e)$ are also connected by a path on an even number of vertices in $P_{1} \cup P_{2}$, since $(g, h)$ and $(e, f)$ are connected by an even path. Reversing all pairs of this path yields the required path. Combining the segments $A, B$ and $C$ with the paths connecting them yields an odd cycle in $P_{1} \cup P_{2} \cup\{(z, x)\}$, a contradiction.

### 7.5.1 The Importance of Inclusion-Maximality

Consider the standard example $S_{3}=(X, \leq)$ where the ground set is defined as $X=\left\{a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}\right\}$ and $a_{i} \not \leq a_{j}$ for $i \neq j, b_{i} \not \leq b_{j}$ for $i \neq j$ and $a_{i} \leq b_{j}$ if and only if $i \neq j$. This example is well known to be a three-dimensional ordered set. However, it becomes two-dimensional by inserting a single pair ( $a_{i}, b_{i}$ ) into the order relation $\leq$ for some index $i \in\{1,2,3\}$, i.e., the transitive incompatibility graph becomes bipartite if we remove for example the pair ( $b_{1}, a_{1}$ ). Now assume we do not require to remove a set minimal with respect to set inclusion, take for example both pairs $\left(a_{1}, b_{1}\right)$ and $\left(b_{1}, a_{1}\right)$. However the set $\left(X, \leq \cup\left\{\left(a_{1}, b_{1}\right),\left(b_{1}, a_{1}\right)\right\}\right)$ is not an ordered set, as both pairs $\left(a_{1}, b_{1}\right)$ and $\left(b_{1}, a_{1}\right)$ are in $\leq \cup\left\{\left(a_{1}, b_{1}\right),\left(b_{1}, a_{1}\right)\right\}$. This is a conflict with $a_{1} \neq b_{1}$, i.e., we do not preserve the order property as the resulting relation is not antisymmetric.

### 7.5.2 Finding Bipartite Subgraphs is Not Sufficient

From Theorem 7.11, one might conjecture that finding an inclusion-maximal bipartite subgraph of $\operatorname{tig}(X, \leq)$ is sufficient to find a two-dimension extension of $(X, \leq)$. However, it may occur that two pairs are not incompatible in $\operatorname{tig}(X, \leq)$ and are incompatible in $\operatorname{tig}(X, \leq \cup C)$ with $C$ being an inclusion-minimal set such that $\operatorname{tig}(X, \leq) \backslash C^{-1}$ is bipartite. This can arise in particular, if the following pattern occurs: the ordered set contains the elements $a, b, c$ and $d$, such that all elements are pairwise incomparable, except $b<d$ and $(c, a) \in C$ exhibits this observation, see Figure 7.4. Then $(a, b)$ and $(c, d)$ are not incompatible in $\operatorname{tig}(X, \leq)$, but they become incompatible with the relation $\leq \cup C$. An example for this is provided by


Figure 7.4: An example how new incompatibilities can arise. $\leq$ is the continuous line, $C$ is the dashed line. $(a, b)$ and $(c, d)$ are not incompatible in $\leq$ and incompatible in $\leq \cup C$.


Figure 7.5: An example for an ordered set that has a transitive incompatibility graph with an inclusion-minimal induced bipartite subgraph of the transitive incompatibility graph which does not result in a twodimension extension.
the ordered set in Figure 7.5. The transitive incompatibility graph of this ordered set has 206 vertices. By removing all the following pairs

$$
\begin{aligned}
& (5,9),(3,13),(6,15),(17,15),(5,15),(5,13),(11,10),(9,6),(5,6), \\
& (4,15),(1,8),(3,15),(11,12),(2,8),(11,7),(0,15),(1,16),
\end{aligned}
$$

the transitive incompatibility graph of this ordered set becomes bipartite. However, if we once again compute the transitive incompatibility graph of the new ordered set, we see that it is not bipartite, i.e., the new ordered set is once again not two-dimensional. We have to add the additional pair $(17,8)$ to make the graph two-dimensional. It may be remarked at this point that it is in fact possible to make the transitive incompatibility graph bipartite by adding only eleven pairs (in contrast to the seventeen added in this particular example), see Figure 7.10. Those pairs give rise to a two-dimension extension.

### 7.6 The DIMDraw Algorithm

Building up on the ideas and notions from the previous sections, we propose the algorithm DIMDRAW as depicted in Algorithm 7.17. Given an ordered set ( $X, \leq$ ), one calls Compute_Coordinates. Until this procedure identifies a conjugate order using the Comupte_Conjugate_Order (and in turn the algorithm of Golumbic [60]), it computes the transitive incompatibility graphs using Lemma 7.9. It then identifies which vertices should be removed from the transitive incompatibility graph and adds the reverse pairs to the order $\leq$. To do so, it can use the algorithms

```
Algorithm 7.17 DIMDraW Algorithm to Draw Ordered Sets
Input: Ordered set \((P, \leq)\)
Output: Coordinates of the drawing of \((P, \leq)\)
def Compute_Coordinates \((P, \leq)\) :
    \(\leq_{C}=\) Compute_Conjugate_Order \((P, \leq)\)
    \(\mathcal{C}=\emptyset\)
    while \(\leq_{C}=\perp\) :
        \(I=\) Transitive_Incompatibility_Graph \((P, \leq \cup C)\)
        \(B=\) Maximal_Bipartite_Subgraph (I)
        \(\mathcal{C}=\mathcal{C} \cup V(I \backslash B)^{-1}\)
        \(\leq_{C}=\) Compute_Conjugate_Order \((P, \leq \cup C)\)
    \(\leq_{1}=\leq U \leq_{C}\)
    \(\leq_{2}=\leq U \geq_{C}\)
    for \(x\) in \(P\) :
        \(\operatorname{Coord}(x, 1)=\left|\left\{k \mid k \leq_{1} x\right\}\right|-1\)
        \(\operatorname{Coord}(x, 2)=\left|\left\{k \mid k \leq_{2} x\right\}\right|-1\)
        return Coord
```

proposed in Chapter 3. For finite ground sets, the algorithm terminates after finitely many steps.

### 7.6.1 Post processing

The algorithm does not prevent a point from being placed on top of lines connecting two different points. This however is not allowed in order diagrams. Possible strategies to deal with this problem are the following. One strategy is to modify the coordinate system, such that the marks of different integers are not equidistant. Another one is to perturb the points on lines slightly. A third way is to use splines for drawing the line in order to avoid such crossings. Finally, one might apply the line step introduced in the previous chapter to generate more parallel lines and more pleasing angles.

### 7.6.2 Runtime Discussion

Our algorithm has to solve an NP-complete problem. For this, it uses the also NPcomplete problem of finding maximal induced bipartite subgraphs. To solve this problem, we proposed several algorithms in Chapter 3. If the SAT-version is used for this problem our algorithm will always take exponential time. Nonetheless, we give a short analysis of the algorithm, in case the algorithm is paired with one of the heuristics. Let for this purpose $n$ be the number of elements of the ordered set. The

Compute_Conjugate_0rder routine makes use of the Transitive_0rientationAlgorithm proposed by Golumbic [60] and runs therefore in $\mathcal{O}\left(n^{3}\right)$ time. The order of the transitive incompatibility graph can be quadratic in $n$, if every pair of elements is incompatible. Computing this graph can be done in $\mathcal{O}\left(n^{2}\right)$ time using Lemma 7.9. Therefore, in each repetition, we have to solve a problem with complexity at least $\mathcal{O}\left(n^{2}\right)$. By our experience from experiments the algorithm terminates after a small number of repetitions, i.e., at most two or three.

### 7.7 Evaluation and Discussion

To evaluate the quality of our algorithm, we tested it on all lattice examples from the standard literature book on formal concept analysis [57]. In all instances, the quality of the produced drawings seemed to reflect the underlying structure, similarly to the hand drawn versions of experts. For example, consider the lattice that arises from "Living Beings and Water" [57, p.18]. In Figure 7.6, we compare the hand-drawn example (left) to our algorithm (right). For Figure 7.7 [57, p.40], there are two different solutions depicted, both having the minimal number of pairs inserted, note that the algorithm stops after it finds a single solution. Because of the importance of drawings in formal concept analysis, we tested the algorithm on every lattice with eleven or less vertices. The reader might want to have a look at the document containing all 44994 drawings on 7499 pages [32].

As it is however hardly possible to come up with a metric that quantifies a generated order diagram to be close to a hand-drawn drawing, we also conducted a user study. In this study, in each step the user was presented with three drawings of the same ordered set, one being generated by DIMDraw, one by Sugiyama's framework and one using Freese's algorithm. The user then had to decide which drawing was perceived as most readable. To ensure that no algorithm was at an advantage based on the positioning of the drawing, the order of the drawings was randomized in each step. Furthermore, the user was not told which drawing corresponds to which algorithm. Finally, the order in which the ordered set were presented to each user was also randomized. The data set we compiled for this user study consists of 100 formal contexts from real world data as well as randomly generated contexts. For reproducibility, we published the data set at [29], together with a description how every formal context in this set was collected.

Again, we restricted the user study to experts of the formal concept analysis community, as those are domain experts and experienced in working with order


Figure 7.6: Three drawings of the "Living Beings and Water" lattice, by hand (left), with Sugiyama's framework (middle), and DIMDRAW (right).


Figure 7.7: The "Drive concepts for motorcars" lattice. Drawn by an expert (far left), with Sugiyama's framework (middle left) and the two drawings of DIMDRAW (middle and far right).
diagrams. A total of 42 such domain experts participated in the study, each rating 37.95 drawings on average, yielding a total of 1594 ratings. The results of this study broken down to the individual drawings is published at [33]. Off all the 1594 ratings, 1030 were in favor of DIMDrAW, 510 in favor of Sugiyama's framework and 54 in favor of Freese, compare to Figure 7.8. We also compare for each ordered set of the study which drawing was perceived as best by the majority of users, i.e., which drawing got the most votes for each ordered set in Figure 7.9. Here, the drawing generated by DIMDraw won 73 times, while Sugiyama's framework and the Freese layout won 24 times and 1 time respectively. The remaining two drawings were tied between DIMDraw and Sugiyama. Thus, it can be concluded, that the quality of the drawings generated by DIMDRAW outperformed both, Sugiyama and Freese, in this user study.

Concluding the experiments, we want to present an example that our algorithm also works on non-lattices. Consider the ordered set from Figure 7.5. While the hand-drawn version of this order diagram makes use of splines, our algorithmgenerated version Figure 7.10 uses exclusively straight lines.


Figure 7.8: Total votes in the user study: Figure 7.9: Drawings won by each alA drawing generated by DimDraw was voted 1030 times as the best drawing, a drawing by Sugiyama's framework was voted 510 times and Freese's drawings were voted 54 times.


Drawings won
gorithm: Of all 100 ordered sets, DIMDraw's was 73 times voted to be the best drawing, Sugiyama's 24 times and Freese's once. The remaining two times Sugiyama and DIMDRAW tied.

An interesting observation during the experiments was the following: for all examples of that we are aware, even including those not presented in this work, one pass of the SAT solver was sufficient for reducing the order dimension to two. This is surprising, in particular in light of Figure 7.5 from Section 7.5.2 and poses an open problem, related to Open Problem 5.26.

## Open Problem 7.12

Is there an ordered set $(X, \leq)$, such that an induced bipartite subgraph of maximal size of the transitive incompatibility graph does not give rise to a two-dimension extension?

Once again, this is of special interest, because it would allow DIMDRAW to compute a minimal two-dimension extension if combined with the SAT-solver, as the following shows.

## Theorem 7.13

Let $(X, \leq)$ be an ordered set and $C \subseteq \operatorname{inc}(X, \leq)$ be of minimal cardinality, such that $\operatorname{tig}(X, \leq) \backslash C^{-1}$ is bipartite. If $\left(X, \leq \cup C^{-1}\right)$ has order dimension two, $\leq \cup C^{-1}$ is a two-dimension extension of $\leq$ of minimal cardinality.
Proof. Assume there is a two-dimension extension $\tilde{C}$ of smaller cardinality. But then $\operatorname{tig}(X, \leq) \backslash \tilde{C}^{-1}$ is bipartite and of higher cardinality than $\operatorname{tig}(X, \leq) \backslash C^{-1}$, a contradiction.



Figure 7.10: A non-lattice example of an ordered set. One drawing is produced by Sugiyama's framework (left) and on by DimDraw (right). See Figure 7.5 for a hand-drawn version.

### 7.7.1 Additional Drawings

In this section, we provide some additional drawings generated by the DIMDRAW algorithm for some standard datasets that are classical for formal concept analysis.


Figure 7.11: An example from [57, p.53]. The hand-drawn version is on the left, Sugiyama's framework in the middle, DIMDRAW on the right.


Figure 7.12: An example from [57, p.35]. The hand-drawn version is on the left, Sugiyama's framework in the middle, DIMDRAW on the right.


Figure 7.13: An example from [57, p.30]. The hand-drawn version is on the left, Sugiyama's framework in the middle, DIMDRAW on the right.


Figure 7.14: An example from [57, p.45]. The hand-drawn version is on the left, Sugiyama's framework in the middle, DIMDraw on the right.


Figure 7.15: Order diagram of the lattice used in [53]. From left to right: Hand drawn, Ganter's algorithm, Sugiyama's framework, DIMDrAW.


Figure 7.16: Order diagrams for Boolean lattices of dimension two, three, four and five drawn by Sugiyama's framework (top) and DIMDraw (bottom).

### 7.8 Connection to Ordinal Factor Analysis

There is an interesting connection between the drawing approach as introduced in this chapter and the ordinal two-factorizations from Chapter 5. Recall that an ordinal factor is given by a Ferrers relation $F \subseteq G \times M$, where for all $g, h \in G$ and $m, n \in M$ the following condition holds: $(g, m) \in F$ and $(h, n) \in F \Rightarrow(g, n) \in F$ or $(h, m) \in F$. Following [57, Proposition 103], we know that $F \subseteq G \times M$ is a Ferrers relation if and only if $\mathfrak{B}(G, M, F)$ is a chain, i.e., all elements of $\mathfrak{B}(G, M, F)$ are pairwise comparable. A chain on the other hand corresponds to a linear order. Similarly to the order relation, there is the notion of the Ferrers relation which is strongly related to the order dimension.

## Definition 7.14

The Ferrers dimension of a formal context ( $G, M, I$ ) is the smallest number $k$, such that there exists a set of $k$ Ferrers relations with their intersection being $I$.

The relation of the order dimension and the Ferrers dimension is given by:

## Theorem 7.15 (Theorem 46[57])

Let $\mathbb{K}=(G, M, I)$ be a formal context. The Ferrers dimension of $\mathbb{K}$ is equal to the order dimension of its concept lattice.

As the complement to a Ferrers relation is once again a Ferrers relation, we furthermore know that the order dimension of $\mathfrak{B}(G, M, I)$ for some context $(G, M, I)$ is at most $d$, if there are Ferrers relations $F_{1}, \ldots, F_{d} \subseteq G \times M$ with $G \times M \backslash I=\bigcup_{i=1}^{d} F_{i}$. This fact gives a handy connection and a way to decide the order dimension of a concept lattice. One has to cover all empty cells of the cross table of a concept with Ferrers relations. Note, that those do not have to be disjoint. Unfortunately, there is still the computational obstacle as deciding both, the order dimension and the Ferrers dimension, are NP-complete if the dimensions are three or higher.

We furthermore already showed in Lemma 5.23 that computing minimal twodimension extensions and maximal ordinal two-factorization are related. Finally, the problems in both chapters related to the computation of two-dimensional substructures by finding maximal bipartite subgraphs, and we demonstrated in both cases that finding a maximal bipartite subgraph was not sufficient. In fact, the factor example in Section 5.3.5 is based on the ordered set $(X, \leq)$ from Section 7.5.2, as it is isomorphic to the formal context ( $X, X, \not \subset$ ). This also implies that the two Open Problems 5.26 and 7.12 are related.

### 7.9 Conclusion

We presented in this work a novel approach for drawing diagrams of order relations. To this end, we employed an idea by Doignon et al. relating order dimension and bipartiteness of graphs and proved an extension. We demonstrated various drawings in an experimental evaluation. The drawings produced by the algorithm were, in our opinion, satisfying. A user study with domain experts confirmed this observation. We would have liked to compare our algorithms to the heuristics developed in [78]. Unfortunately, we were not able to reproduce their results based on the provided description.

A notable observation is the fact that in all our experiments the SAT-Solver blend of DIMDRAW was able to produce a solution in the first pass, i.e., the algorithm found a truly minimal two-dimension extension. This raises the natural question, whether the maximal induced bipartite subgraph approach does always result in a minimal two-dimension extension. An implementation of DIMDRAW is included in the software conexp-clj [62].

## Part IV

# Vector Space Embeddings of Formal Concepts 

## CHAPTER 8

## Learning Closure Operators

The task of representing large and high-dimensional data into low dimensional vector spaces is a necessary and essential task to computationally cope with contemporary datasets. Recent approaches like "word2vec" or "node2vec" are well established tools in this realm. We want to apply these approaches to the research realm of formal concept analysis and thus follow the lead of the following research question in this chapter.
(3) How can we leverage vector space embeddings of bipartite graphs to support knowledge discovery in formal concept analysis?
Thereby, we contribute to this line of research by introducing our approach CLOSURE2VEC, which is an embedding technique for formal concepts. This approach uses a neural network architecture to learn a closure operator.

### 8.1 Introduction

A common approach for the study of complex datasets is to embed them into a low dimensional real-valued Euclidean vector spaces $\mathbb{R}^{d}$, where $d$ is small compared to the dimension of the original data. This enables the application of well understood and extensive methods from linear algebra. The underlying idea stems from the presumption that important features and connections scattered over many dimension in the data can be represented in few dimensions. Experience shows, that especially relative distances of the embedded entities are meaningful [90]. Furthermore, they are shown to be a successful tool in many research fields such as link prediction [61], clustering [5], and information retrieval [52]. The closest applications of such methods that come close to our work are performed by Wang et al. [109] and Ristoski et al. [93, 97] where knowledge graphs are embedded into low-dimensional vector spaces. We add to this line of research by embedding formal concepts using an idea motivated by word2vec. We demonstrate that the embedding is sensible and may be used to for the computation of structural connections in a formal context. Our embedding strategy deviates from the classical word2vec approach due to theoretical considerations. We revisit a previous work by Rudolph [99] and use this as a direction on how to propose a model for learning closure operators using neural networks. Contrary to Rudolph, who embeds the closure operator in a precise CLOSRUE2VEC is a learning approach.

To demonstrate the merit of our proposed method, we demonstrate how it can be used in order to rediscover (classical) FCA relevant features from data. In particular, we perform experiments on the covering relations and do an empirical evaluation. Finally, we present some first ideas on how to identify and extract implications using the learned closure operators. We thus discover that different aspects of closure operators can be encoded into a real-valued vector space embedding through a neural network technique. Because of the limited size of the datasets we deal with in formal concept analysis, we restrict ourselves to two and three dimensions. This has the additional benefit to align with the overall goal from FCA to create explainable methods, as such embeddings comprise the potential for human interpretability. or even explainability.

### 8.2 Related Work

In this chapter, we utilize embedding methods based on the shallow neural networks approach from word2vec [90] and its derivatives such as node2vec [61].

There have been previous attempts to link FCA and neural networks, such as using concept lattices to design network architectures for classification tasks in [82] and using a neural network to compute concept lattices in [16]. However, to the best of our knowledge, there has not been any research on embedding FCA closure systems into real-valued vector spaces using a learning approach based on neural networks. There have been numerous investigations into embedding finite ordinal data into real vector spaces, starting with measurement structures [100] which examined the basic feasibility of such an effort. Along this line of research in the field of FCA is a work of Wille [115], which focuses on ordinal formal contexts.

For FCA-based vector space embeddings, we are only aware of a work by Codocedo et al. [18] which computes real valued vector representations of objects and attributes using latent semantic analysis (LSA).

The research in the area of Resource Description Framework Graphs has been expanded upon by several works [97, 93, 109], which employ both basic and advanced methods. The main objective of these studies is to determine node similarity based on the relational structure. Our approach can be categorized as a similar approach. In order to uncover and utilize hidden conceptual relationships, we implement a neural network method for data in the form of formal contexts. Our approach builds on a study of Rudolph [99], where the author explores the use of neural networks in closure systems. Specifically, the author presents a way to precisely encode closure operators through neural networks using formal concept analysis.

### 8.2.1 Word2Vec

Throughout this chapter, the term embedding always refers to a general procedure or function, that maps some kind of structure (graphs, nodes, words) to a realvalued vector space. This notion is commonly used in machine learning and should not be confused with the strict embedding term from mathematics, which denotes a structure-preserving injection.

Our work is motivated by the idea of the word 2 vec approach [90, 91] where vector embeddings for words from large text corpora are generated. The underlying structure of the word2vec model is a neural network which is given as follows. A vocabulary $V=\left\{v_{1}, \ldots, v_{n}\right\}$ is given as the set of words that are relevant for the training text. We map each word from the vocabulary to a unit vector of the vector
space $\mathbb{R}^{n}$ by $\omega: V \rightarrow \mathbb{R}^{n}, v_{i} \mapsto e^{i}$, i.e., to the $i$-th vector of the standard basis of $\mathbb{R}^{n}$. We refer to this identification by the commonly used term one-hot encoding.

The neural network in word2vec than has the following structure. It consists of one input layer, then one hidden layer and an output layer with a softmax activation function, cf. Figure 8.1. The layer connections are dense. By construction, the first two layers thereby compose two linear functions. The first linear function maps the input from $\mathbb{R}^{n}$ to $\mathbb{R}^{d}$, the second one from $\mathbb{R}^{d}$ back to $\mathbb{R}^{n}$. Thus, the neural network can be expressed by a function from $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ that maps

$$
x \mapsto \operatorname{softmax}(\psi(\varphi(x))),
$$

where $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ and $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ are both linear. They are composed by their corresponding matrices $W \in \mathbb{R}^{d \times n}$ and $U \in \mathbb{R}^{n \times d}$. The softmax activation of neural networks is given by

$$
\operatorname{softmax}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n},\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right) \mapsto \frac{1}{\sum_{l=1}^{n} \exp \left(x_{l}\right)}\left(\begin{array}{c}
\exp \left(x_{1}\right) \\
\vdots \\
\exp \left(x_{n}\right)
\end{array}\right)
$$

The word 2 vec embeddings are then generated using the function $\varphi$.
For training the neural network of word2vec, the authors of the original paper propose [90] two different approaches to obtain the weights of the matrices $W$ and $U$. In the Skip-gram model for a target word the context words around it are predicted, in the Continuous Bag of Words model, it is the other way round. The final embeddings are then generated as follows. Find for a given $d \in \mathbb{N}$ with $d \ll n$ the linear map $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$, i.e., a matrix $W \in \mathbb{R}^{d \times n}$ is used. It is assumed, that by this, words that appear in similar contexts are from this method mapped closely. The final embedding vectors of all words of the vocabulary are given by the map

$$
\Upsilon: V \rightarrow \mathbb{R}^{d}, v \mapsto \varphi(\omega(v))
$$

### 8.2.2 Exact Representation of the Closure Operator

Thanks to a previous work by S. Rudolph [99], we are aware that it is possible to represent any closure operator on a finite set into a neural network function using


Figure 8.1: Left: A generic neural network consisting of 3 layers. Right: The strucutre of the word 2 vec architecture. The neural network consists of an input and output layer of size $n$ and a hidden layer of size $d$, where $d \ll n$.
formal concept analysis. The network, as proposed in [99], consists of an input layer $I_{L}:=\{0,1\}^{|M|}$, a hidden layer $H_{L}:=\{0,1\}^{|G|}$ as well as an output layer called $O_{L}:=\{0,1\}^{|M|}$. The mapping between $I_{L}$ and $H_{L}$ is defined as $\varphi=t \circ w$ consisting of a linear mapping $w$ with transformation matrix $W=\left(w_{j h}\right) \in\{-1,0\}^{|M| \times|G|}$, such that

$$
w_{j h}:= \begin{cases}0 & \text { if }\left(g_{j}, m_{h}\right) \in I, \\ -1 & \text { otherwise },\end{cases}
$$

and a non-linear activation function $t: \mathbb{R}^{|G|} \rightarrow \mathbb{R}^{|G|}$ with each component being mapped using the function $\tilde{t}: \mathbb{R} \rightarrow\{0,1\}$ defined as

$$
\tilde{t}(x)= \begin{cases}1 & x=0 \\ 0 & x<0\end{cases}
$$

The mapping between $H_{L}$ and $O_{L}$ is defined analogously by $\psi=\hat{t} \circ \hat{w}$, where once again $\hat{w}$ is a linear mapping with transformation matrix $\hat{W}=W^{T}$. The function $\hat{t}: \mathbb{R}^{|M|} \rightarrow \mathbb{R}^{|M|}$ is once again defined component-wise with each component being $\tilde{t}$. Using this construction, the function $\varphi \circ \psi$ encapsulates the closure operator. To find the closure of some attribute set $B \subseteq M$, one has to compute $\varphi \circ \psi$ of its binary encoding. Similar to both derivation operators of formal concept analysis, the mappings $\varphi$ and $\psi$ compute the attribute- and the object derivation, both in their binary encoding.

### 8.3 CLOSURE2VEC

Our goal is to employ the ideas from word2vec to improve the computational feasibility of common tasks in the realm of formal concept analysis. Doing so, we analyze different approaches and finally settle with a novel embedding technique that can provide more efficient computations. In particular, we consider the FCA problems of finding the covering relation of the concept lattice structure and
the rediscovering of canonical bases. The linchpin of our investigation is the encapsulation of the closure operator of a formal context.

Analogue to the approach of word2vec, we want to achieve a meaningful embedding of the closure operator into $\mathbb{R}^{d}$ for $d=2$ or $d=3$. For the rest of this part, we assume that both the attribute set and the object set are indexed, i.e., for some context $(G, M, I)$, we denote the object set by $G=\left\{g_{1}, g_{2}, \ldots\right\}$ and the attribute set by $M=\left\{m_{1}, m_{2}, \ldots\right\}$. This enables the possibility for defining the binary encoding of an object set $A$ as the vector $v \in\{0,1\}^{|M|}$, with the $v_{i}=1$ if and only if $m_{i} \in A$. Dually this can be done for attribute sets.

### 8.3.1 Considering the Unconstrained Problem

Considering the well established word2vec architecture, the following idea seems intuitive. Take the neural network layers as defined in Rudolph's architecture, but replace the hidden layer by a layer containing either two or three dimensions, i.e., we have $H_{L}=\mathbb{R}^{d}$. Instead of presetting $\varphi$ and $\psi$, as in the last section, we want to retrieve them through machine learning. However, it may be noted that it is not meaningful to allow arbitrary and unconstrained functions. To see this, consider the following example with $d=1$. Let $s:\{0,1\}^{|M|} \rightarrow \mathbb{N}$ be an injective mapping from the set of binary vectors of length $|M|$ to the natural numbers. Naturally, there is an inverse map $s^{-1}: s\left[\{0,1\}^{|M|}\right] \rightarrow\{0,1\}^{|M|}$, where $s\left[\{0,1\}^{|M|}\right]$ denotes the image of $s$ of the domain. Since $\mathbb{N}$ is contained in $H_{L}$, we may find a natural continuation of $s^{-1}$ to $\mathbb{R}$ by $\overline{s^{-1}}: \mathbb{R} \rightarrow\{0,1\}^{|M|}$ such that $\overline{s^{-1}}(x):=s^{-1}(\lfloor x\rfloor)$. Furthermore, let $c l$ be the double application of the derivation operator, i.e., $\left(\cdot^{\prime}\right)^{\prime}$ in the binary encoding. Using this setup let $\varphi:=s$ and $\psi:=\overline{s^{-1}} \circ \mathrm{cl}$. Using these functions one can see that even though the neural network is able to compute the closure operator, the layer $H_{L}$ contains no information about the formal context. This suggests that the set of possible functions has to be further constrained.

### 8.3.2 Representing Closures Using Linear Functions

Rudolph's approach for representing a closure operator by a neural network function entails two non-linear activation functions. This, however, is incompatible with the neural network approach proposed by word 2 vec , as this requires a linear map $\varphi$ from $I_{L}$ to $H_{L}$, which is also the final embedding we are looking for in our work. Note, that it is not possible to represent a closure operator using a linear function, since the closure of the empty set is not necessarily an empty set. The same fact is true for affine mappings, as showed in the following.

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| a |  | $\times$ | $\times$ |
| b | $\times$ |  | $\times$ |
| c |  | $\times$ |  |

Figure 8.2: A formal context counterexample for Proposition 8.1. There is no affine mapping that maps each attribute set to its closure.

## Proposition 8.1

Let $(G, M, I)$ be a formal context. The set of all affine linear mappings, which represent the closure operator on the attribute set in binary encoding, can be empty.
Proof. Consider the formal context from Figure 8.2. For the sake of simplicity we speak about attribute and object sets and their respective binary encodings interchangeably. Assume that there is an affine mapping which maps each attribute set to its closure. Then there is a linear mapping $l$ such that for each attribute set $v \in\{0,1\}^{|M|}$, the vector $v^{\prime}=[1 v]$ is mapped to the closure of $v$. Here [1v] denotes the vector which results from the concatenation of a single bit (valued 1) with $v$. Using this one can infer that from

$$
\begin{aligned}
& \left\}^{\prime \prime}=\{a, b, c\}^{\prime}=\{ \}\right. \\
& \{3\}^{\prime \prime}=\{a, b\}^{\prime}=\{3\} \\
& \{1,2\}^{\prime \prime}=\{ \}^{\prime}=\{1,2,3\} \\
& \{1,2,3\}^{\prime \prime}=\{ \}^{\prime}=\{1,2,3\}
\end{aligned}
$$

follows that

$$
\begin{aligned}
& l(1,0,0,0)=(0,0,0) \\
& l(1,0,0,1)=(0,0,1) \\
& l(1,1,1,0)=(1,1,1) \\
& l(1,1,1,1)=(1,1,1) .
\end{aligned}
$$

However, as $l$ is a linear mapping, it is required that the following holds.

$$
\begin{aligned}
l(1,1,1,1) & =l(1,1,1,0)+l(1,0,0,1)-l(1,0,0,0) \\
& =(1,1,1)+(0,0,1)-(0,0,0) \\
& =(1,1,2)
\end{aligned}
$$

Hence, we obtain a contradiction.

## Corollary 8.2

Let $(G, M, I)$ be a formal context. The set of all affine linear mappings, which represent the derivation operator on the attribute set in binary encoding, can be empty.
Proof. Assume there is such an affine linear map $a$. By duality we know that there must be an affine linear map $a^{d}$ on the object set. A suitable composition of those mapping, i.e., using augmentation, contradicts with Proposition 8.1.

### 8.3.3 Linear Representable Part of Closure Operators

We know from the last section that it is neither possible to represent the closure operator nor the derivation operator using an affine linear function. Still, it might be possible to obtain a meaningful approximation of an embedding using a linear map. In order to obtain some empirical evidence if studying this approach is fruitful we conduct a short experiment. Consider the neural network architecture as depicted in Figure 8.1 (left). Furthermore, let the input layer $I_{L}$ of size $|M|+1$ be connected to a hidden layer $H_{L}$ of low dimension, i.e., two or three, by a linear function $\varphi$. The layer $H_{L}$ is connected to the output layer $O_{L}$ that is of dimension $M$ using a function $\psi$ that consists of a linear function together with a sigmoid activation function. The first bit of $I_{L}$ is always set to 1 and therefore a so-called bias unit. For our experiment, we now train the neural network by showing it randomly sampled attribute sets as inputs and their attribute closures as output, both in their binary encoding. We employ for this mean squared error as the loss function and a learning rate of 0.001 . Even though the neural network starts to memorize the samples, it has seen after around 20 epochs, it does not generalize to attribute sets not previously seen in training. Furthermore, the resulting embedding into $\mathbb{R}^{d}$ does empirically not expose a meaningful structure. Additionally, this observation does not alter by changing the function $\psi$ to a linear function. Also, experiments in which we investigated learning only the derivative operator were not fruitful. This is the expected behavior from our considerations in the last section. We do not claim that there are no better performing approaches for this task. Still this result motivates our progression to a different task.

### 8.3.4 Non-linear Embedding through CLOSURE2VEC

As linear embeddings do not seem to work out for our learning task, we employ a different approach. For this, we define a distance function based on the closure operator as follows.


Figure 8.3: The siamese neural network used to train CLOSURE2VEC. The functions $\varphi, \psi, \rho$ are shared functions between the layers in this model.

## Definition 8.3 (Closure Hamming Distance (CHD))

Let the closure Hamming distance (CHD) for two attribute sets $A \subseteq M$ and $B \subseteq M$ be the distance function $d(A, B):=d_{H}\left(\left(A^{\prime \prime}\right)^{b},\left(B^{\prime \prime}\right)^{b}\right)$, where ${ }^{b}$ denotes the binary representation and $d_{H}$ is the Hamming distance.

Note, that the closure Hamming distance is not a metric, as the distance between two attribute sets sharing the same closure is 0 , even though they are not the same. Based on the idea that two attribute sets are similar if they have a small CHD, we want to embed the attribute sets into a low-dimensional real-valued space, i.e., two or three dimensions. The goal here is that the embedding is approximately an isometric map.

We train a neural network architecture that we call CLOSURE2VEC to learn the just introduced CHD. For this, consider the network depicted in Figure 8.3. It consists of two input layers $I_{L}$ and $I_{L}^{\prime}$, each of size $|M|$. Then the function $\varphi$ consisting of a linear function and a ReLU-activation function (see [84]) is used to feed the data into the hidden layers $H_{L}$ and $H_{L}^{\prime}$ respectively, both of size $|G|$. After this, the function $\psi$, consisting of a linear function and a ReLU-activation function is applied to the two "streams" in the network. The result then is the input for two output layers $O_{L}$ and $O_{L}^{\prime}$, both of size $|M|$. This, however is not the final step of this network model. Finally, the layers $E_{L}$ and $E_{L}^{\prime}$, which consist of either two or three dimensions, are fed from $O_{L}$ and $O_{L}^{\prime}$, respectively, via $\rho$. This function is again built via composing a linear function and another ReLU-activation function. The output layer $D_{L}$ has size one. Using a fixed function $\delta$ (in our case either the Euclidean distance or cosine distance), we compute a distance between $O_{L}$ and $O_{L}^{\prime}$. By sharing the functions $\varphi, \psi$, and $\rho$ between the different layers, we ensure that a commutation of the input sets does not lead to a different prediction of the neural network.

The network then is trained by showing it two attribute sets in binary encoding as well as their closure Hamming distance at the output layer. The required loss function for this setup is the mean squared error. The learning rate of our network is set to 0.001 . The training set for our approach is sampled as follows: For some $t \in \mathbb{N}$ take all attribute combinations that contain at most $t$ elements and put them in some set $\mathcal{X}=\left\{X_{1}, X_{2}, \ldots\right\}$, hence, $X_{i} \subseteq M$. For each $X_{i} \in \mathcal{X}$ generate a random attribute $m_{i} \in M$. Let the set $\mathcal{Y}=\left\{Y_{1}, Y_{2}, \ldots\right\}$ with

$$
Y_{i}= \begin{cases}X_{i} \backslash\left\{m_{i}\right\} & \text { if } m_{i} \in X_{i}, \\ X_{i} \cup\left\{m_{i}\right\} & \text { else },\end{cases}
$$

and finally $Z=\left\{z_{i}:=d\left(X_{i}, Y_{i}\right) /|M| \mid X_{i} \in \mathcal{X}, Y_{i} \in \mathcal{Y}\right\}$ as the set of pairwise closure Hamming distances. The network is trained by showing it the binary encodings of $X_{i}, Y_{i}$, and $z_{i}$. Note, that the values of $Z$ are normalized.

### 8.4 Evaluation and Discussion

This section contains experimental evaluations for our research.

### 8.4.1 Datasets

We conduct experiments on two different datasets. We depict the statistical properties of these datasets in Table 8.1. A detailed description of each follows.
wiki44k. The first dataset we use in this work is the wiki44k data set taken from [65] and then adapted by [64]. It consists of relational data extracted from Wikidata in December 2014. Even though it is constructed to be a dense part of the Wikidata knowledge graph, it is relatively sparse for a formal context.

Mushroom. The Mushroom dataset [27, 92] is a well investigated and broadly used dataset. It consists of 8124 mushrooms and has twenty-two nominal features that are scaled into 119 different binary attributes to form a formal context. The Mushroom dataset, compared to wiki44k, is denser, and even though it has a smaller number of objects, contains 10 times the concepts of wiki44k.

### 8.4.2 FCA Features Through CLOSURE2VEC

To evaluate the embeddings produced by CLOSURE2VEC, we introduce two FCA related problems: computing the covering relation of a concept lattice and com-

Table 8.1: The different datasets used to evaluate CLOSURE2VEC.

|  | Wiki44k | Mushroom |
| :--- | ---: | ---: |
| Number of Objects | 45021 | 8124 |
| Number of Attributes | 101 | 119 |
| Density | 0.04 | 0.19 |
| Number of Concepts | 21923 | 238710 |
| Mean attributes per concept | 7.01 | 16.69 |
| Mean objects per concept | 109.47 | 91.89 |
| Size of the Canonical Base | 7040 | 2323 |

puting the canonical base, which is a minimal base of implications, for a given formal context. The intention here is to rediscover structural features from FCA in low dimensional embeddings. We choose for the dimension two and three in order to respect our overall goal for human interpretability and explainability. We test two different functions $\delta$ for the distance between the output layers $O_{L}, O_{L}^{\prime}$, cf. Section 8.3.4. More specifically, we employ the Euclidean distance and the cosine distance. We conduct our experiments on two larger than average sized formal contexts. Precisely, we test the Wiki44k[64] and the well investigated Mushroom dataset[27, 92]. A comparison of the statistical properties of datasets we use is depicted in Table 8.1.

## Distance of Covering Relation

For this experiment, we first compute the set of all concepts $\mathfrak{B}$ of a given formal context $\mathbb{K}$. The covering relation is an important tool for ordinal data science. Elements of the covering relation are essential for investigating and understanding order relations and order diagrams. However, in the case of large formal contexts computing the covering relation of the concept lattice can get computationally expensive, as this problem is linked to the transitive reduction of a graph [2].

The experimental setup now is as follows. First, we train the neural network architecture as introduced in Section 8.3.4. Hence, an input element is a binary encoded attribute $X_{i}$, another binary encoded attribute set $Y_{i}$ of size $\left|X_{i}\right| \pm 1$, and the closure Hamming distance of them. In our experiment we fix $\left|X_{i}\right|$ to be four or less. Furthermore, we train the network over five epochs using the learning rate 0.001 , with batch size 32 , and mean-squared-error as loss function.

To evaluate the structural quality of the obtained embedding, we computed the covering relation of the concept lattices. In the following, we compare the dis-

Table 8.2: Distance between concept pairs as computed by CLOSURE2VEC, that are in covering relation (CR) and that are not in the covering relation (Non-CR).

## Wiki44k:

| Wiki44k: |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dim 2 |  | Mean: | Std.: | Dim 3 |  | Mean: | Std.: |
| Euc: | CR: | 0.17 | 0.14 | Euk: | CR: | 0.16 | 0.15 |
|  | Non-CR: | 0.71 | 0.59 |  | Non-CR: | 1.54 | 1.41 |
| Cos: | CR: | 0.63 | 0.33 | Cos: | CR: | 0.15 | 0.27 |
|  | Non-CR: | 0.99 | 0.71 |  | Non-CR: | 0.36 | 0.43 |
| Mushrooms: |  |  |  |  |  |  |  |
| Dim 2 |  | Mean: | Std.: | Dim 3 |  | Mean: | Std.: |
| Euc: | CR: | 0.14 | 0.41 | Euc: | CR: | 0.13 | 0.29 |
|  | Non-CR: | 0.51 | 0.38 |  | Non-CR: | 0.49 | 0.41 |
| Cos: | CR: | 0.49 | 0.43 | Cos: | CR: | 0.05 | 0.12 |
|  | Non-CR: | 0.96 | 0.74 |  | Non-CR: | 0.18 | 0.22 |

tances between pairs of concepts in covering relation against concepts that are not in covering relation. The results of these experiments are depicted in Table 8.2. For all embeddings, the expected distance for two concepts in covering relation is significantly smaller than the expected difference of two concepts not in covering relation. This is true for both data sets. However, the observed effect is more notable for the wiki44k dataset. The Euclidean distance outperforms the cosine distance in all experiments using two and three dimensions.

## Distance of Canonical Bases

In this experiment, we look at the canonical base of implications for a formal context and try to rediscover this canonical base in the computed embedding. The experiment consists of two different parts. The first part has the following setup. Take an implication of the canonical base, i.e., take $(P, C)$ where $P \subseteq M$ is the premise and $C \subseteq M$ is the conclusion. For such an implication, construct all single conclusion implications $(P, c)$ where $c \in C$. Then, compute the distance (with the same distance functions as used for the embedding process) of $P$ and the embedding for all $c$. Additionally, also embed all $m \in M \backslash C$. Essentially, by doing so, we embed all $m \in M$ using our embedding function. We do this for all elements of the canonical base.

Now compute for all implications from the canonical base the following distances. First, the distances between a premise $P$ and all its singleton conclusions $c$ of $(P, C)$. Secondly, the distances between $P$ and $m \in M \backslash C$. Equipped with all

Table 8.3: Distances of implication premises and conclusions for singleton implications (S-Impl) and implications (Impl) in the embeddings computed by CLOSURE2VEC.

Wiki44k:

|  |  |  | Wis | k: |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dim 2 |  | Mean: | Std.: | Dim |  | Mean: | Std.: |
| Euc: | S-Imp: | 0.94 | 0.28 | Euc: | S-Imp: | 0.93 | 0.29 |
|  | Non-S-Imp: | 0.73 | 0.40 |  | Non-S-Imp: | 0.83 | 0.47 |
|  | Imp: | 0.44 | 0.33 |  | Imp: | 0.60 | 0.45 |
|  | Non-Imp: | 0.51 | 0.48 |  | Non-Imp: | 0.65 | 0.55 |
| Cos: | S-Imp: | 1.00 | 0.69 | Cos: | S-Imp: | 0.69 | 0.53 |
|  | Non-S-Imp: | 1.00 | 0.67 |  | Non-S-Imp: | 0.90 | 0.43 |
|  | Imp: | 1.01 | 0.70 |  | Imp: | 0.93 | 0.56 |
|  | Non-Imp: | 1.01 | 0.70 |  | Non-Imp: | 0.96 | 0.58 |


| $\operatorname{Dim} 2$ |  | Mushrooms: |  |  |  | Mean: | Std.: |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean: | Std.: | Dim |  |  |  |
| Euc: | S-Imp: | 0.95 | 0.41 | Euc: | S-Imp: | 0.86 | 0.34 |
|  | Non-S-Imp: | 0.45 | 0.32 |  | Non-S-Imp: | 0.42 | 0.27 |
|  | Imp: | 0.70 | 1.01 |  | Imp: | 0.57 | 0.66 |
|  | Non-Imp: | 1.02 | 0.98 |  | Non-Imp: | 0.88 | 0.68 |
| Cos: | S-Imp: | 1.00 | 0.65 | Cos: | S-Imp: | 1.05 | 0.36 |
|  | Non-S-Imp: | 1.00 | 0.65 |  | Non-S-Imp: | 1.02 | 0.35 |
|  | Imp: | 1.00 | 0.69 |  | Imp: | 0.88 | 0.53 |
|  | Non-Imp: | 0.99 | 0.69 |  | Non-Imp: | 0.89 | 0.55 |

these distances, we try to detect a structural difference in favor of the embedded implications in contrast to other combinations of attribute sets, i.e., pairs of premises $P$ and $m \in M \backslash C$. When using the cosine distance function we observe minimal structural difference. However, when using the Euclidean distance function, we detect a significant structural difference. In particular, for pairs of $(P, c)$ with $c \in C$, the mean of the distances is significantly higher than the mean distance of the distances for some premise $P$ with all singleton sets $m \in M \backslash C$. The observation is even stronger in the case of the Mushroom data set when compared to wiki44k. The results are depicted in Table 8.3 by the rows S-Imp (for the combinations ( $P, c$ ) and Non-S-Imp (for combinations ( $P, m$ ).

For the second part, we embed both attribute sets, i.e., the premise $P$ and the conclusion $C$, for an implication from the canonical base. For every pair we compute the distance of $P$ and $C$ and compare them to distance between two randomly generated attribute sets $X, Y$ with $|X|=|P|$ and $|Y|=|C|$. The later is set
for reasons of comparability. As shown in Table 8.3 we again detect structural differences for the considered implications and the randomly generated sets using average distances as features. In fact, the distance between the two randomly generated sets is on average larger than the average distance between premises and conclusions from implications drawn from the canonical base.

## Discussion

In both experiments concerning the closure system embedding, we are able to rediscover and infer conceptual structures in the embeddings. Generally, we find that it is favorable to use for the Euclidean distance case the squares of the closure Hamming distances as output, i.e., for $z_{i}$. Overall, we discovered a significant bias in distances of embedded concepts that are in covering relation. This signal is even stronger for the wiki44k dataset. We suspect that this can be attributed to the lesser density of this dataset compared to Mushroom. The observations can be exploited naturally for mining covering relations, or important parts of those, from embedded concept lattices.

For the second experiment, we can report that the neural network embedding of parts of the closure system allows for rediscovering implicational structures. Since we trained our neural network on attribute sets of size four and smaller, we were interested in the number of closures our algorithm encounters. For both datasets, we can report that this number is approximately $10 \%$ of all closures.

The described behavior differs between the experiment where we train the network using whole implications, i.e., premise and conclusions, and single-conclusion implications. In cases where an attribute is element of the conclusion of some canonical base implication, the distance to the premise set is significant. At this point, we are unable to provide a rationale for that. The same goes for the second part of the experiment where we compare premise-conclusion pairs of canonical base implications with randomly generated pairs of attributes having the same sizes. We are not yet aware how this observation can improve the computations of the canonical base. This would need a more fundamental investigation of bases of implicational theories with respect to closure system embeddings. For example, one has to investigate if the observed effect is also true for other kinds of bases, e.g., direct basis [1]. As a final remark, we report that the Euclidean distance performed in all our experiments better than the cosine distance for both problem settings.


Figure 8.4: Embedding of all concepts of the mushroom dataset into three dimensions using CLOSURE2VEC. The coloring is done as follows. Left: The edible mushrooms are green, the non-edible mushrooms are red. Middle: The mushrooms with a broad gill are green, the mushrooms with a narrow gill are red. Right: The mushrooms with a crowded gill spacing are green and the mushrooms with a distant gill spacing are red.

## Empirical Structural Observations

In addition to the two experiments above, we want to provide some insights we discovered for conceptual structures in our embeddings. We note that concepts sharing attributes seem to result in meaningful clusters. To see this, one can consider Figure 8.4. There, we see the same embedding of all formal concepts of the Mushroom dataset in three dimensions. In each of the three subfigures we colored different sets of concepts in red and green. In the first (Figure 8.4, left), we depict in red the not edible mushrooms and in green the edible ones. Even though we employed a very low dimensional embedding, we can still visually identify the two different classes. Hence, our embedding approach preserved some structure. The same seems true for the other depictions in which we colored broad gill versus narrow gill and crowded gill spacing versus distant gill spacing. Therefore, we are confident that our approach for low dimensional embeddings of closure systems using neural networks is beneficial. Moreover, as this empirical study shows, the low dimensional representation is still visitable by a human data analyst.

### 8.5 Conclusion

In this chapter, we presented CLOSURE2VEC, a first approach for modeling data and conceptual structures from FCA to the realm of embedding techniques based on word 2 vec . Taken together, the ideas in this chapter outline an appealing connection between formal concepts, closure systems, low dimensional embeddings, and neural networks learning procedures. We are confident that future research may draw from the demonstrated first steps. In our investigation, we have found convincing theoretical as well as experimental evidence that FCA-based methods
can profit from word2vec-like embedding procedures. We demonstrated that closure operator embeddings that result from simple neural network learning algorithms may capture significant portions of the conceptual structure. Furthermore, we were able to demonstrate that the covering relation of the set of formal concepts may be partially extracted from a low dimensional embedding.

All these results were achieved while obeying the constraint for human interpretable and/or explainable embeddings. Applying neural network learning procedures on large and complex data does not necessarily constitute a contradiction to explainability when combined with conceptual notions from FCA.

## Part V

## Conclusion

## CHAPTER 9

## Summary

In this chapter, we briefly recap the techniques that we developed previously in this thesis. We relate the content of the different chapters to each other and illustrate how they tie in with the general direction that we followed in this work which is to enable a comprehensive and explainable analysis of bipartite graphs. Thereby, we developed tools that enable a human to perform structural investigations and knowledge extraction on such datasets. We designed the methods such that the emerging structures can be used to explain connections encapsulated in the data. As the research realm of formal concept analysis provides an elaborate toolkit of such methods, we decided to locate our work in this area. Formal concept analysis makes use of a canonical mathematical structure for the analysis of bipartite graphs which is the concept lattice. We leverage this lattice for our investigations.

The goal of Part II was the discovery of interesting substructures in data. In the first chapter of this part, we demonstrated how to discover large induced bipartite subgraphs within graphs. To this end, we developed an exact approach to compute the largest induced bipartite subgraph and three heuristics with different time-performance trade-offs. By demonstrating that the all computed algorithms performed to a satisfactory degree, we were able to answer research question (1.1). We used these algorithms later in Chapters 5 and 7, where we related a bipartite subgraph to the dimensional structure of the data.

The shape of the concept lattice of a formal context is highly influenced by two substructures that can appear in the formal context, namely contranominal scales and Ferrers relations. Contranominal scales in a formal context have a strong influence on the number of concepts as they give rise to Boolean suborders. To answer research question (1.2), we proposed in Chapter 4 an algorithm to compute the set of all attribute combinations which entail contranominal scales. Based on these attribute subsets, the algorithm can then compute all contranominal scales in the formal context. The identification of such attribute combinations is highly important for understanding a dataset, as they only give rise to trivial implications. The second substructure that influences the shape of the concept lattice are Ferrers relations. A maximal Ferrers relation in the formal context corresponds to a chain, i.e., a linear order in the concept lattice. Approaching research question (1.3), we proposed two approaches to compute such Ferrers relations in Chapter 5. First, we presented an algorithm that can compute two large ordinal factors in a formal context. This two-factorization can be used for a visualization technique and thus enable humans to understand and explain connections within the data. Secondly, we provided a greedy strategy that starts by computing the largest ordinal factor, and then subsequently iterates the next largest, until the whole dataset is covered by factors. We then demonstrated how to use the knowledge encapsulated in this ordinal factorization and how it can be used to navigate through the data.

In Part III, we developed two algorithms for the visualization of concept lattices. The concept lattice is the canonical way to visualize relationships within a dataset in formal concept analysis. It precisely represents the formal context (or bipartite graph), as each object is positioned below an attribute if and only if the attribute and object pair is the incidence relation (or connected by an edge in the bipartite graph formulation). The concept lattice can furthermore be used for the extraction of implications between the attributes. Therefore, it is a powerful and thorough way to explain connections in the dataset and extract knowledge from it. To this
end, it is essential that the concept lattice is easily readable and makes algorithms, such as the two proposed in the visualization part of the thesis, a necessity. For the adoption of a classical graph drawing, as requested by research question (2.1) we proposed a force-directed diagram drawing algorithm. It performs a physical simulation which moves a system to a state of minimal stress. We chose the forces of the algorithm in a way that optimizes several soft criteria which are known to improve readability. To overcome local minima, the algorithm starts with a drawing in a high-dimensional Euclidean space which we then subsequently decreased. The second algorithm which approaches to answer research question (2.2) uses a structural approach based on the following idea. There are special concept lattices, which posses a natural way to be embedded into the plane using their dimensional structure. We demonstrated how to transform each concept lattice with minimal alterations into such a nicely emendable lattice and then use the so-emerging embedding to embed the unaltered lattice.

Finally, in Part IV, we approached research question (3) by presenting an approach to embed the set of all formal concepts for a given context into a low-dimensional vector space. The motivating idea for this approach was that we assumed the existence of an embedding which entails and depicts structural properties of the concepts. To compute such an embedding, we modified the idea of the word2vec algorithm based on mathematical considerations. The computed embedding was then deduced from a trained neural network. To verify that the embeddings in fact represent some structural properties of the concept lattice, we verified that attributes in implications were embedded with closer proximity on average. We did the same investigation on the distance of concepts in covering relation and where able to demonstrate that the same is true for them. Finally, we demonstrated that the embeddings are sensible using an empirical approach. Still, we believe that this research question cannot be considered settled yet, as future research has to prove that the computed embeddings can benefit algorithms in formal concept analysis.

## CHAPTER 10

## Outlook

We believe that there are significant questions related to our research that are yet-to-be-answered. In this chapter, we discuss a few of these questions and give hints how to tackle the underlying problems. We see potential for future research in all three parts of this thesis, which we thus present individually. Furthermore, we believe that it is possible to compose the different parts of the thesis into a comprehensive data analysis framework. To this end, we envision a data analysis tool that allows a human, who is not necessary well-versed in mathematics or knowledge discovery, to investigate bipartite graph datasets. In such a tool, it might be desirable to also include more methods that were developed in the context of formal concept analysis, such as attribute exploration.

In Part II, we proposed algorithms to discover substructures in relational data. The very first chapter of this part proposed algorithms to compute induced bipartite subgraphs of (non-bipartite) graphs. While better algorithms are always desirable, our proposed algorithms seem to work to a satisfying degree. In this realm, it would be interesting to see how modifications of our algorithms would perform for other hereditary graph properties.

The second and third chapter of the same part then deal with the discovery of two substructures that determine the structure of bipartite graphs, the contranominal scales and the Ferrers relations which are closely related to ordinal scales. Another interesting structure that we did not consider in this thesis, but stands out in this regard, is the nominal scale. The nominal scale is a formal context where each data point appears only if the other data points are absent. We believe that developing algorithms for the discovery of nominal scales is very interesting. Furthermore, we suspect that every bipartite graph can be built up from a hierarchy of nested contranominal scales, ordinal scales and nominal scales. Defining, investigating, and applying this hierarchy of building blocks is in our opinion a very interesting task for future work.

We proposed two algorithms for the visualization of concept lattices in Part III. An apparent next step in this regard could be the combination of the two approaches. It is straight-forward to apply the line-step from the REDRAW algorithm to drawings that are generated by the DIMDRAW algorithm. On the other hand, it seems promising to use the realizer that emerges from the order dimension for the initial embedding of the REDRAW algorithm. The initial embedding could in this case be computed using the technique that is employed in DIMDRAW. In the previous paragraph, we proposed the investigation of a structural hierarchy of building blocks for bipartite graphs. We believe that this hierarchy could be strongly related to the order-dimensional structure of the concept lattice. Thus, it might be possible to use this structure to compose a drawing algorithm, possible relying on the idea of the DIMDRAW algorithm to embed the different hierarchical levels. Finally, we are convinced that the whole area of order diagram and graph drawing would benefit from the existence of a well-tested evaluation function which measures the readability of a graph drawing. Such a function could replace the human evaluators that are required for the development of new tools, at least in the early stages.

In the final part of the thesis, we proposed a way to embed the set of all concepts into a vector space. While we demonstrated that the emerging embeddings
comprise promising structure, we did not yet give a method that makes use of the information provided. In this realm, we are interested in the development of algorithms that leverage the so-proposed algorithms. We could, for example, imagine that it is possible for algorithms that compute implications to leverage the proposed embeddings. Furthermore, we could imagine that the computed embeddings can be used for visualization purposes, as our experimental evaluation demonstrated that the embeddings seem to be sensible by human standards.
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[^0]:    *This algorithm did not finish in under one hour for all graphs of this class

