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Chapter 1

Introduction

Many realistic phenomena in the natural sciences, epidemiology and ecology are modeled by systems of differential equations that are constrained by restrictions linked to the nature of the problem [LD21, CD16, Koo00]. Solving these equations analytically is not possible in general, necessitating the use of numerical methods to approximate the solution. However, given the model assumptions and the presence of measurement errors, an exact representation of reality cannot be expected anyway. Rather, the goal of the numerical approximation is to retain all properties of the underlying process while achieving approximations within the limits of measurement accuracy. Two important examples of physical properties are the conservation of quantities and the positivity of certain solution components. For instance in the context of chemical reactions such as the stratospheric reaction problem [San01] or the Robertson problem [HW10], the total mass is conserved and the modeled densities are non-negative.

Often, the underlying process to be modeled consists of converting one quantity into the other, which can be represented in a more abstract framework using a special system of ordinary differential equations (ODEs), a so-called conservative production-destruction system (PDS). Conservativity in this context means that the production of one quantity is equivalent to the destruction of another, and vice versa. As a result of conservativity, the sum of constituents remains constant in time. A numerical method that mimics this behavior on a discrete level for every chosen time step size $\Delta t > 0$ is called unconditionally conservative. Similarly, if the method produces positive approximations for any $\Delta t > 0$ whenever the initial value is positive, the scheme is called unconditionally positive. In many cases additional terms exist that have no counterpart. In such a situation, the corresponding non-conservative PDS may be understood as the sum of a conservative PDS and rest terms. Hence, a non-conservative PDS can always be interpreted as a so-called production-destruction-rest system (PDRS) with a conservative PDS part.

Besides the scientifically induced requirement of preserving specific solution properties such as conservativity and positivity, the preservation of these two particular properties also hold significant importance from a purely numerical perspective. First, a numerical method that does not preserve all linear invariants such as conservativity may produce a qualitatively wrong behavior [Sha86, BDM03, LD21]. Second, the preservation of positivity is a desirable property because negative approximations can lead to the failure of the method, see for instance [STKB05] and the literature mentioned therein. Preserving the positivity of certain solution components is also crucial in the context of partial differential equations (PDEs). For instance, the calculation of the speed of sound when solving
the compressible Euler equations requires the positivity of pressure and density. Another system of PDEs that emphasizes the importance of generating positive approximations is given in [KM19a], where the right-hand sides of the so-called NPZD model (nutrients, phytoplankton, zooplankton, and detritus) [BDM05] were used as stiff source terms. In the numerical solution of the resulting PDE, the occurrence of negative approximations can lead to the divergence of the method and therefore necessitates a severe time step constraint for methods that are not unconditionally positive, see [KM19a].

While high order general linear methods [HW10, Jac09] such as Runge–Kutta and linear multistep schemes [But16, HNW93, HW10] preserve all linear invariants of the system, unconditional positivity is much harder to obtain. Among the class of linear integrators, unconditional positivity is restricted to first order [San02, BC78]. The implicit Euler method indeed grants the positivity, although methods for solving nonlinear systems coming from implicit schemes do not guarantee positive approximations. Higher order linear methods can only guarantee positivity by restricting the time step size, leading to a significant increase in computational time [San02, Ber96].

Positive and linear invariants preserving schemes based on projection techniques were proposed in [San01, NRK21a], where at each time step, the negative approximations or the weights of the Runge–Kutta method are changed to guarantee positivity while maintaining the order of the method. More recently, the issue of positivity preservation was addressed in [BIM22], where splitting and exponential methods were combined to construct positive and conservative integrators up to 3rd order for solving nonlinear mass conservative systems of the type $y'(t) = A(y(t), t)y(t)$, where $A(y(\cdot), \cdot)$ is an $N \times N$ matrix-valued function.

Another approach for preserving positivity is to apply the Patankar-trick [Pat80] to an RK method resulting in a Patankar–Runge–Kutta (PRK) scheme, which guarantees the unconditional positivity of the numerical approximation. However, the PRK method in general does not preserve linear invariants such as conservativity anymore. Still, PRK methods are of interest due to their unconditional positivity. Furthermore, in the context of conservative production-destruction systems, it is possible to improve the PRK method obtaining modified PRK (MPRK) schemes, originally introduced in [BDM03], which additionally are unconditionally conservative. Second and third order MPRK schemes have been developed and numerically investigated in [KM18a, KM18b, KM19b]. The idea was then carried out in the context of strong-stability preserving (SSP) Runge–Kutta methods in [HS19, HZS19], where the resulting SSPMPRK schemes have been applied to solve reactive Euler equations. In [ÖT20], the authors used the Patankar-trick to develop MPDeC methods, which are modified Patankar (MP) schemes of arbitrary order based on deferred correction methods (DeC). It is worth mentioning that the 5th order MPDeC method was used to preserve a positive water height when solving the shallow water equations [CMÖT22]. Furthermore, an implicit first order MP scheme based on a 3rd order SDIRK method was presented in [MO14] and applied to the shallow water equations to guarantee a positive water height. Thereby, it was also proven that the method is of third order away from the wet-dry transition zone. All these schemes are mass conservative and unconditionally positive. Moreover their efficiency and robustness was proven numerically while integrating stiff PDEs.

Among the positive and linear invariants preserving integrators for biochemical systems, 1st and 2nd order generalized BBKS (gBBKS), which were developed in
[BBKS07, BRBM08, AKM20] and named after the authors Bruggeman, Burchard, Kooi, and Sommeijer, and Geometric Conservative (GeCo) schemes [MCD20] have been introduced in recent literature. These methods fall in the class of non-standard integrators [Mic21], as they result as non-standard versions of explicit first and second order Runge–Kutta schemes, where the advancement in time is modulated by a nonlinear functional dependency on the temporal step size and on the approximation itself. The step size modification thereby guarantees the numerical solution to be unconditionally positive while keeping the accuracy of the underlying method. While GeCo schemes are explicit integrators, the gBBKS step size modification function leads to an implicit scheme. Nevertheless, nonlinear implicit equations that arise from gBBKS schemes may be reduced to a scalar nonlinear equation in one single unknown [AKM20].

We want to emphasize that the application of the modified Patankar approach on an RK scheme has a great impact on its structure. Indeed, the resulting MPRK scheme is not an RK method anymore. Even more, MPRK schemes do not belong to the class of general linear methods. Therefore, the excessive theory for RK schemes cannot be applied directly to deduce the properties of MPRK methods. As a result, the first constructions of 2nd and 3rd order MPRK schemes in [KM18a, KM18b] were interlinked with technical proofs using Taylor series expansions. Moreover, due to the nonlinear nature of Patankar-type methods, also a stability analysis for these schemes is not straightforward, yet of high importance.

The first part of my thesis is concerned with developing a comprehensive theory for deriving order conditions of Patankar-type methods. To that end, we generalized the theory of NB-series [AMSS97] by interpreting Patankar-type methods as Runge–Kutta-like schemes with solution-dependent Butcher tableau, which we referred to as non-standard additive Runge–Kutta (NSARK) methods in [IKM23b]. Thereby, the main idea was to revisit Butchers approach from [But16] concerning order conditions for RK schemes and apply his techniques to the results for additive Runge–Kutta methods [AMSS97]. Furthermore, we adapted Butcher’s proofs in such a way that they remain valid even for the case of solution-dependent Butcher tableaux. In particular, we provided a theorem for arbitrary high order NSARK methods. However, these order conditions may be implicit or not fully reduced. Nevertheless, we were able to trace the reduction of order conditions back to the investigation of polynomial systems of equations, which we were able to solve using the Gröbner basis theory from commutative algebra. We applied this approach deriving the known order conditions for GeCo and MPRK methods from [MCD20, KM18a, KM18b] in a compact manner. Moreover, within the same work [IKM23b], we derived for the first time explicit conditions for 3rd and 4th order GeCo methods as well as 4th order MPRK schemes.

Even though the first MPRK schemes were introduced about two decades ago in [BDM03] and followed by many further works on positivity-preserving methods, the corresponding theories for a stability analysis and deriving order conditions were first developed in my PhD project. In particular, I present in this work a unifying theory for the analysis of Patankar-type schemes concerning their stability and convergence. To that end, we review and extend the corresponding results that were already published during my PhD time.

A first step in my approach of investigating the stability of MPRK schemes was the observation that the scalar Dahlquist equation \( y'(t) = \lambda y(t) \) with \( \lambda \in \mathbb{C}^- \) could not be used for the analysis. The reason for that is the fact that MP schemes are applied to real valued systems of equations. One is thus tempted to consider
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the decoupled PDS

\[
\begin{pmatrix}
y_1'(t)
y_2'(t)
\end{pmatrix} = \begin{pmatrix}
\lambda y_1(t)
-\lambda y_1(t)
\end{pmatrix}, \quad \lambda \in \mathbb{R}^-,
\]

whose first component represents the Dahlquist equation with \( \lambda \in \mathbb{R}^- \). However, it turned out that the analysis of this equation is not even sufficient to understand the stability behavior in a more general system with two equations [IKM22a, IKM22b], let alone larger systems. Instead, the main idea was to use the theory of center manifolds for maps from dynamical systems [Car81, SH98, MM76] to analyze the behavior of the numerical method near steady states when applied to general linear autonomous problems. This approach was first carried out for systems of two equations [IKM22a] and later generalized to arbitrary large linear PDS [IKM22b], already analyzing a second order family of MPRK schemes. The very first stability analysis of further Patankar-type methods followed shortly, which resulted in several publications [IÖ23, IKMM23, HIK+23] during my PhD time. We also want to note that the theory is not limited to linear problems, but can also be applied in the context of certain nonlinear PDS [IKM23c]. Furthermore, we derived a necessary condition for avoiding unrealistic oscillations in [IÖT22], underlining the numerical results from [TÖR22], where different modified Patankar methods from [ÖT20, KM18a, KM18b] were analyzed with respect to oscillatory behavior. Also, recently we investigated the hypothesis that the stability properties may be of global nature when the MPRK scheme is based on a non-negative Butcher tableau [IKMS23], which is mostly based on the master thesis [Sch23].

Altogether, this thesis represents a collection of my work as first author with several collaborators on the stability and convergence of nonlinear time stepping methods. Additionally, I unify in this framework the stability analysis for the above mentioned MPRK schemes by deriving a stability function for NSARK methods. Moreover, we also investigate RK schemes generalizing the notion of A-stability.

The remainder of the thesis is divided into six chapters and an appendix.

We first review the theoretical fundamentals in Chapter 2. In particular, RK and additive RK (ARK) methods are introduced. Additionally, we recall the main theorems concerning their stability and order of convergence. Furthermore, we introduce the notation for the production-destruction-rest systems together with the main properties of interest.

In Chapter 3 we present the previously mentioned Patankar-type schemes and write them as Runge–Kutta-like methods with solution-dependent Butcher tableau.

In the following Chapter 4 we then turn to order conditions for Patankar-type methods giving a unifying and comprehensive theory based on the order conditions for ARK methods. In particular, we investigate GeCo and MPRK reproducing the known order conditions in a compact manner. Furthermore, we give explicit formulations for the conditions of 3rd and 4th order GeCo and 4th order MPRK methods. We also construct a 4th order MPRK method and confirm its order of convergence numerically.

In Chapter 5 we present the stability theory based on the center manifold theorem for maps and investigate Patankar-type methods as well as Runge–Kutta schemes. We also provide necessary conditions for non-oscillatory schemes and validate the theoretical results with numerical experiments.

Finally, we come to a conclusion in Chapter 6, where we also discuss open questions for future work.
Chapter 2

Theoretical Fundamentals

2.1 Runge–Kutta Methods

Runge–Kutta (RK) methods are numerical schemes to approximate the solution
\[ y: [t_0, t_{\text{end}}] \to \mathbb{R}^N \] of the initial value problem (IVP)
\[ y'(t) = f(y(t), t), \quad y(t_0) = y^0. \] (2.1)

Hereafter, we use superscript indices for vectors to better distinguish between
iterates of a numerical method and their respective components. For the sake
of simplicity, let us consider a fixed time step size \( \Delta t \) and set \( t_n = t_0 + n\Delta t \) for
\( n = 1, \ldots, k \) so that \( t_n \in [t_0, t_{\text{end}}] \). A time integrator such as a Runge–Kutta
method aims to generate approximations \( y^n \) to \( y(t_n) \). In the case of RK schemes,
intermediate times
\[ \xi_j = t_n + c_j \Delta t, \quad c_j \in [0, 1], \quad j = 1, \ldots, s \]
are introduced and a quadrature formula is used to obtain
\[ y(t_{n+1}) - y(t_n) = \int_{t_n}^{t_{n+1}} y'(t)dt = \int_{t_n}^{t_{n+1}} f(y(t), t)dt \approx \Delta t \sum_{j=1}^{s} b_j f(y(\xi_j), \xi_j), \]
where \( b_j \) depend on the particular quadrature formula, and \( \sum_{j=1}^{s} b_j = 1 \) holds
true if an interpolatory quadrature formula is used. Since the value of \( y \) at the
intermediate times \( \xi_i, \ i = 1, \ldots, s \), is not known in general, we approximate them
in a similar manner, i.e.
\[ y(\xi_i) - y(t_n) = \int_{t_n}^{\xi_i} y'(t)dt = \int_{t_n}^{t_n+c_i \Delta t} f(y(t), t)dt \approx \Delta t \sum_{j=1}^{s} a_{ij} f(y(\xi_j), \xi_j), \]
where \( a_{ij} \) again depend on the chosen quadrature rule and \( \sum_{\nu=1}^{s} a_{ij} = c_i \) holds
true for interpolatory quadrature formulae.

Now, denoting the approximation to \( y(\xi_i) \) by \( y^{(i)} \), the corresponding \( s \)-stage
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Runge–Kutta method for the solution of the IVP (2.1) is given by

\[ y^{(i)} = y^n + \Delta t \sum_{j=1}^{s} a_{ij} f(y^{(j)}, t_n + c_j \Delta t), \quad i = 1, \ldots, s, \]  
\[ y^{n+1} = y^n + \Delta t \sum_{j=1}^{s} b_j f(y^{(j)}, t_n + c_j \Delta t). \]  

(2.2a)  
(2.2b)

It is worth mentioning that a Runge–Kutta method is characterized by its coefficients \( a_{ij}, b_j, c_j \) for \( i, j = 1, \ldots, s \) and can be represented by the Butcher tableau

\[
\begin{array}{c|c}
\mathbf{c} & \mathbf{A} \\
\hline
\mathbf{b} \\
\end{array}
\]

with \( \mathbf{A} = (a_{ij})_{i,j=1,\ldots,s} \), \( \mathbf{b} = (b_1, \ldots, b_s) \) and \( \mathbf{c} = (c_1, \ldots, c_s)^T \). If \( \mathbf{A} \) is a strict lower left triangular matrix, the stage vectors \( y^{(i)} \) can be computed explicitly using (2.2a), which is why the corresponding RK method is called explicit. Otherwise, the scheme is called implicit. If \( f \) is nonlinear and the RK scheme is implicit, the stage vectors \( y^{(i)} \) are the solution to a nonlinear system of equations. Nevertheless, the existence of a unique solution can be guaranteed under some time step constraints for Lipschitz continuous (with respect to \( y \)) right-hand sides \( f \) [HNW93, Theorem 7.2].

Remark 2.1 ([HNW93, Section II.2], [DB02]). Given the non-autonomous IVP (2.1), one may rather consider solving the corresponding autonomous problem

\[ Y'(t) = F(Y(t)) \]  

(2.3)

with \( Y(t) = \begin{pmatrix} y^{(i)} \\ t \end{pmatrix} \) and \( F(Y(t)) = \begin{pmatrix} f(Y(t)) \\ 1 \end{pmatrix} \). If the stage vectors are uniquely determined and

\[ \sum_{j=1}^{s} a_{ij} = c_i \]  

(2.4)

holds, then the approximations of an RK method to the solution \( y \) of (2.1) are identical regardless of whether the method was applied to (2.1) or (2.3).

2.1.1 Additive Runge–Kutta Methods

A generalization of Runge–Kutta methods are additive Runge–Kutta (ARK) schemes, which approximate the solution of the initial value problem, where the right-hand side is split into a sum, that is

\[ y'(t) = f(y(t), t) = \sum_{\nu=1}^{N} f^{[\nu]}(y(t), t), \quad y(t_0) = y^0 \in \mathbb{R}^d. \]  

(2.5)

The main idea of an ARK method is to apply very different RK schemes determined by \( \mathbf{A}^{[\nu]}, \mathbf{b}^{[\nu]}, \mathbf{c}^{[\nu]} \) to the different addends \( f^{[\nu]} \). A popular class of ARK schemes are Implicit-Explicit (IMEX) RK methods [Cro80, ARS97]. For internal consistency, we require that the different RK schemes actually do not differ in \( \mathbf{c} \), i.e.

\[ c_i = c_i^{[\nu]} = \sum_{j=1}^{s} a_{ij}^{[\nu]} \]  

for \( i = 1, \ldots, s \) and \( \nu = 1, \ldots, N \), see [SG15]. For standard RK methods this
reduces to (2.4). The resulting ARK method reads
\[y^{(i)} = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} a^{[\nu]}_{ij} f^{[\nu]}(y^{(j)}, t_n + c_j \Delta t), \quad i = 1, \ldots, s,\]

\[y^{n+1} = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} b^{[\nu]}_{ij} f^{[\nu]}(y^{(j)}, t_n + c_j \Delta t),\]

and the corresponding extended Butcher tableau is given by
\[
\begin{array}{c|ccc}
\hline
\end{array}
\]

where \(A^{[\nu]} = (a^{[\nu]}_{ij})_{i,j=1,\ldots,s}\) and \(b^{[\nu]} = (b^{[\nu]}_1, \ldots, b^{[\nu]}_s)\). The statement of Remark 2.1 follows also in the case of ARK methods from the internal consistency condition (2.6), see [SG15]. As a consequence, it suffices to investigate autonomous systems to understand the order of the method, if (2.6) is satisfied.

### 2.2 NB-Series and Order Conditions for ARK Methods

Runge–Kutta (RK) and additive RK schemes belong to one-step methods since there exists an incremental map \(\Phi\) generating the iterates according to
\[y^{n+1} = y^n + \Delta t \Phi(t_n, y^n, \Delta t), \quad y^0 = y(t_0),\]  

where implicit schemes are formally represented in their explicit form. For one-step methods, we consider the following notions and results.

**Definition 2.2** ([HNW93, HW10]). Let \(y: [t_0, t_{\text{end}}] \to \mathbb{R}^N\) be the solution to the IVP (2.5). A one-step method for solving (2.5)

a) has and order of consistency \(p\), if the local truncation error
\[\eta(t, \Delta t) = y(t) + \Delta t \Phi(t, y(t), \Delta t) - y(t + \Delta t)\]

with \(t \in [t_0, t_{\text{end}}]\) and \(0 \leq \Delta t \leq t_{\text{end}} - t\) satisfies
\[\eta(t, \Delta t) = O(\Delta t^{p+1}), \quad \Delta t \to 0\]

for all \(t \in [t_0, t_{\text{end}}]\).

b) has an order of convergence \(p\), if the global error
\[e(t_n, \Delta t) = y^n - y(t_n)\]

satisfies
\[e(t_n, \Delta t) = O(\Delta t^p), \quad \Delta t \to 0\]

for any \(t_n = t_0 + n \Delta t \in [t_0, t_{\text{end}}]\).

While the local error represents the error of the method generated by a single step starting with exact data, the global error is determined by the difference of the numerical and analytical solutions after \(n\) steps. These two notions are deeply interlinked by the following result.
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Theorem 2.3 ([SM03, Theorem 12.2, 12.3], [DB02, Theorem 4.10]).

Let \( y : [t_0, t_{\text{end}}] \to \mathbb{R}^N \) be the sufficiently smooth solution to the IVP (2.5). Furthermore, let the incremental map \( \Phi \) of the one-step method (2.8) for solving (2.5) be continuous. In addition let \( \Phi \) be locally Lipschitz with respect to its second input argument in the sense that

\[
\| \Phi(t, x, \Delta t) - \Phi(t, z, \Delta t) \| \leq L_\Phi \| x - z \| \quad \text{on} \quad D \times [0, \Delta t_0]
\]

for some \( 0 < \Delta t_0 \leq t_{\text{end}} \) and

\[
D = \{ (t, z) \mid t_0 \leq t \leq t_M, \| z - y_0 \| \leq C \}
\]

with some \( t_M \leq t_{\text{end}} \) and \( C > 0 \). If the one-step method is consistent of order \( p \), then it is also convergent of order \( p \).

If the incremental map satisfies a certain Lipschitz condition specified in Theorem 2.3, it thus suffices to study the local truncation error of a method to understand its accuracy, i.e. to deduce the order of convergence.

The accuracy of standard RK methods can be understood through the use of trees and B-series, which are formal power series used to represent exact and approximate solutions of an autonomous initial value problem [But16, HW74]. Similarly, ARK methods can be studied using colored trees and NB-Series [AMSS97], which we briefly review in the upcoming subsection.

2.2.1 Colored Rooted Trees

A rooted tree is a cycle-free, connected graph with one node designated as the root [But16]. More precisely, a rooted tree can be understood as the underlying undirected graph of an arborescence, for which the root is the uniquely determined node with no incoming arc [KV12]. We consider colored rooted trees, in which each node possesses one of \( N \) possible colors from the set \( \{1, \ldots, N\} \). We denote the set of all colored rooted trees, the so-called \( N \)-trees, by \( NT \). We indicate the color \( \nu \in \{1, \ldots, N\} \) of the tree represented by \( \nu \) by writing \( \nu \). In general, a colored rooted tree \( \tau \) with a root color \( \nu \) can be written in terms of its colored children \( \tau_1, \ldots, \tau_k \) by writing

\[
\tau = [\tau_1, \ldots, \tau_k]^\nu = [\tau_1^{m_1}, \ldots, \tau_r^{m_r}]^\nu, \tag{2.9}
\]

where the children \( \tau_1, \ldots, \tau_k \) are the connected components of \( \tau \) when the root together with its edges are removed. Moreover, the neighbors of the root of \( \tau \) are the roots of the corresponding children. In the latter representation of \( \tau \) in (2.9), \( m_i \) is the number of copies of \( \tau_i \) within \( \tau_1, \ldots, \tau_k \), which already includes the fact that we do not distinguish between trees whose children are permuted.

Example 2.4. For simplicity, we consider only one color in this example, that is \( N = 1 \) and \( [1] = \ast \). The children of the tree \( \tau = \bigstar \) are given by \( \tau_1 = \ast \) and \( \tau_2 = \bigstar \) and the respective roots are the lowest nodes. In terms of the representation (2.9) we can write \( \bigstar = [\ast, \bigstar] = [\ast, [\ast, 2]] = [[\ast, 2], \ast] \).

The order of a colored tree \( \tau \) is denoted by \( |\tau| \) and equals the number of its nodes. We introduce the set \( NT_q \) of all \( N \)-trees up to order \( q \). We set \( NT_0 = \emptyset \).
and note that the sets $NT_q$ for $q = 1, 2, 3$ read
\[
\begin{align*}
NT_1 &= \{[^ν] | \nu = 1, \ldots, N\}, \\
NT_2 &= NT_1 \cup \{[^ν, µ] | \nu, µ = 1, \ldots, N\}, \\
NT_3 &= NT_2 \cup \{[^ν, η] | \nu, η = 1, \ldots, N\} \cup \{[^ν, µ, η] | \nu, µ, η = 1, \ldots, N\},
\end{align*}
\]
(2.10)

where we used the representation $[^ν][µ] = [[^ν][µ]] = ^[^ν][µ]$ as well as $[^ν, η][µ] = [[^ν, η][µ]]$. Lastly, the symmetry $σ$ and density $γ$ of $τ$ from (2.9) are defined by
\[
\begin{align*}
σ(τ) &= \prod_{j=1}^p m_j σ(τ_j), \quad σ(^[^ν]) = 1, \quad ν = 1, \ldots, N, \\
γ(τ) &= |τ| \prod_{i=1}^k γ(τ_i), \quad γ(^[^ν]) = 1, \quad ν = 1, \ldots, N.
\end{align*}
\]
(2.11)

Observe that $σ$ depends on the coloring of $τ$, while $γ$ does not since already $|τ|$ is independent of the coloring. For instance we find $σ([[^1], [^2]][^3]) = 1$ since the children are not identical, while $σ([[^1], [^1]][^3]) = 2$. Meanwhile, we observe $γ([[^1], [^2]][^3]) = γ([[^1], [^1]][^3]) = 3$. The symmetry and density are crucial quantities to describe the expansions of the analytical solution as we will see in the next subsection.

### 2.2.2 Elementary Differentials

For the following analysis, we assume for simplicity that the system (2.5) is autonomous, i.e. $f[^ν](y, t) = f[^ν](y)$. We first introduce elementary differentials $F: NT \to C(\mathbb{R}^d, \mathbb{R}^d)$ for colored trees, see [AMSS97], which are recursively defined by
\[
\begin{align*}
F(^[^ν])(y) &= f[^ν](y), \\
F([τ_1, \ldots, τ_k][^ν])(y) &= \sum_{i_1, \ldots, i_k=1}^d \partial_{i_1 \ldots i_k} f[^ν](y) F_{i_1}(τ_1)(y) \cdots F_{i_k}(τ_k)(y)
\end{align*}
\]
(2.12)

for $ν = 1, \ldots, N$. An important result in [AMSS97, But16] is the representation of the analytical solution of (2.5) in terms of an NB-series

\[
NB(u, y) = y + \sum_{τ \in NT} \frac{Δt[^τ]}{σ(τ)} u(τ) F(τ)(y),
\]

where $u: NT \to \mathbb{R}$, $y \in \mathbb{R}^d$ and $σ$ is the previously introduced symmetry. Note that $NB(u, y)$ is defined only if $f[^µ] \in C^∞$ for $µ = 1, \ldots, N$. For $f[^ν] \in C^{p+1}$, we truncate the NB-series and introduce

\[
NB_p(u, y) = y + \sum_{τ \in NT_p} \frac{Δt[^τ]}{σ(τ)} u(τ) F(τ)(y),
\]
and point out that \( NB_0(u, y) = y \). With that, we can formulate a theorem concerning the NB-series expansion of the solution to the differential equation (2.5) at some time \( t + \Delta t \).

**Theorem 2.5** ([AMSS97, Theorem 1]). Let the functions \( f^{[\mu]} \) from (2.5) satisfy \( f^{[\mu]} \in C^{p+1} \) for \( \mu = 1, \ldots, N \). If \( y \) solves (2.5), then

\[
y(t + \Delta t) = NB_p\left( \frac{1}{\gamma}, y(t) \right) + O(\Delta t^{p+1}),
\]

where \( \gamma \) is the density defined in (2.11).

The numerical solution given by one step of an ARK method can also be written as an NB-series \( NB(u, y^n) \), with coefficients \( u \) recursively determined by

\[
u(\tau) = \sum_{\nu=1}^{N} \sum_{i=1}^{s} b^{[\nu]}_{i} g^{[\nu]}_{i}(\tau),
\]

\[
g^{[\nu]}_{i}(\tau)^{[\cdot]} \quad = \delta_{\nu \mu}, \quad \nu, \mu = 1, \ldots, N,
\]

\[
g^{[\nu]}_{i}(\tau^{[\nu \mu]}(\tau_{1}, \ldots, \tau_{s})^{[\mu]}(\tau) \quad = \delta_{\nu \mu} \prod_{j=1}^{l} d_{i}(\tau_{j}), \quad \nu, \mu = 1, \ldots, N \text{ and } (2.13)
\]

\[
d_{i}(\tau) = \sum_{\nu=1}^{N} \sum_{j=1}^{s} a^{[\nu]}_{ij} g^{[\nu]}_{j}(\tau)
\]

with the Kronecker delta \( \delta_{\nu \mu} \), see [AMSS97]. From Theorem 2.5 and the fact that elementary differentials are linearly independent [But16, AMSS97], we obtain the following result.

**Theorem 2.6** ([AMSS97]). An ARK method (2.7) applied to (2.5) with \( f^{[\nu]} \in C^{p+1} \) is of order \( p \) if and only if \( u \) determined by (2.13) satisfies

\[
u(\tau) = \frac{1}{\gamma(\tau)} \quad \text{for all } \tau \in NT_p.
\]

**Remark 2.7.** Based on [But16, Lemma 312B], the value of \( u \) can be read off from a colored and labeled rooted tree \( \tau \). Thereby, a node labeled by \( i \) and colored in \( \mu \) is represented by \( \bullet^{[\mu]}_{i} \). It is convenient to also associate with each edge a color; we denote the edge connecting parent node \( i \) to child node \( j \) by \( e^{[\nu]}_{ij} \), where \( \nu \) is the color of node \( j \). We denote the set of labels by \( L(\tau) \) and the set of colored edges by \( E(\tau) \).

For computing \( u(\tau) \), let the root of \( \tau \) be labeled by \( i \) and colored in \( \mu \). Then form the product

\[
\prod_{e^{[\nu]}_{jk} \in E(\tau)} b^{[\nu]}_{i} d^{[\nu]}_{j}(\tau)
\]

and sum over all elements of \( L(\tau) \) ranging over the index set \( \{1, \ldots, s\} \). The result of the sum equals \( u(\tau) \).
Example 2.8. We label the colored rooted tree $\tau = \left[ \begin{smallmatrix} [\xi] \\ [\nu] \\ [\mu] \\ [\nu] \end{smallmatrix} \right]$ and represent the result by

$$u(\tau) = \sum_{i,j,k=1}^s b_i^{[\mu]} a_{ij}^{[\nu]} a_{ik}^{[\xi]}$$

so that $u(\tau) = \sum_{i,j,k=1}^s b_i^{[\mu]} a_{ij}^{[\nu]} a_{ik}^{[\xi]}$ since $E(\tau) = \left\{ e_{ij}^{[\nu]}, e_{ik}^{[\xi]} \right\}$ and $L(\tau) = \{i, j, k\}$.

For the tree $\tau = \left[ \begin{smallmatrix} [\nu] \\ [\xi] \\ [\mu] \end{smallmatrix} \right]$, which we label and represent by $\left[ \begin{smallmatrix} [\mu] \\ [\nu] \\ [\xi] \end{smallmatrix} \right]$, the value of $u(\tau)$ is $\sum_{i,j,k=1}^s b_i^{[\mu]} a_{ij}^{[\nu]} a_{ik}^{[\xi]}$ as $E(\tau) = \left\{ e_{ij}^{[\nu]}, e_{ik}^{[\xi]} \right\}$ and $L(\tau) = \{i, j, k\}$.

2.3 Linear Stability of Runge–Kutta Methods

The linear stability of a time integration method is usually tackled by the application of the scheme to the linear test equation

$$y'(t) = \lambda y(t), \quad \lambda \in \mathbb{C}^- = \{ z \in \mathbb{C} \mid \text{Re}(z) < 0 \},$$

which was introduced in 1963 by Dahlquist [Dah63]. The basic idea behind stability is that the numerical method should replicate the qualitative behavior of the analytic solution in some sense. The central notion linked to the Dahlquist equation is $A$-stability.

Definition 2.9 ([Dah63]). A time integration method is called $A$-stable, if the sequence of iterates $y^n$ of the method tends to zero, as $n \to \infty$, when applied with fixed $\Delta t > 0$ to any differential equation of the form (2.15).

The reason why $A$-stability is of interest may be based on the following heuristic. Consider the difference of two solutions $w, y$, denoted by $u$, of a nonlinear system $y' = f(y)$. Note that $u = w - y$ can be seen as a perturbation. We then linearize the disturbed system $(y + u)' = w' = f(w) = f(y + u)$, which results in

$$u' = (y + u)' - y' = f(y + u) - f(y) \approx f(y) + Df(y)u - f(y) = Df(y)u.$$

Freezing the Jacobian $Df(y)$ at a given time $T$ yields a linear system $u' = Au$ for the perturbation, where $A$ possibly has complex eigenvalues $\lambda$. Moreover, the perturbation should disappear as $t \to \infty$, and hence, we consider $\lambda \in \mathbb{C}^-$ in (2.15) rather than $\lambda \in \mathbb{C}$. Since this heuristic is not rigorous, I would rather prefer to point out the following motivation. A numerical method that is not capable of mimicking the behavior of the analytical solution to a (scalar) linear test problem is not worth considering for more complex problems.

Later, the notion of $L$-stability was introduced [HNW93]. Moreover, for the case of $\lambda \in \mathbb{R}^-$, the notions $A_0$-stable [Cry73] and $L_0$-stable arise [TGA96]. We also note that more theories have been developed, some of which are suitable for the analysis of RK schemes applied to stiff nonlinear ODEs [DK06, SVV18].
For multistep methods zero-stability is a fundamental notion [SM03]. Some stability properties even introduce a class of schemes, e.g. so-called positive and elementary stable non-standard (PESN) schemes [DK06].

In this work we focus on $A$-stability. In the case of an RK method, there exists a rational function $R = \frac{P}{Q}$ such that the method applied to the Dahlquist equation (2.15) reads $y^{n+1} = R(\Delta t \lambda) y^n$. Hence, the RK method is $A$-stable if and only if $|R(z)| < 1$ for all $z \in \mathbb{C}^-$, which is why $R$ is also called the stability function of the Runge–Kutta method. Indeed, if we apply the RK method to a linear system

$$y' = \Lambda y, \quad y(0) = y^0, \quad \sigma(\Lambda) \subseteq \mathbb{C}^-,$$  

where $\sigma(\Lambda)$ denotes the spectrum, then the RK method has the same stability properties as applied to the Dahlquist equation with $\lambda$ passing through the eigenvalues of $\Lambda$, see for instance [DB02, Chapter 6]. Hence, if an RK method is $A$-stable, then $\lim_{n \to \infty} y^n = 0$ holds also for general linear problems (2.16).

Even though Definition 2.9 does not require the method to be linear, some nonlinear schemes are constructed only for systems of equations as is the case for modified Patankar (MP) methods, see Chapter 3. Even more, as mentioned in the introduction, the investigation of

$$y'_1(t) = \lambda y_1(t), \quad y'_2(t) = -\lambda y_1(t), \quad \lambda \in \mathbb{R}^-,$$

whose first component represents the Dahlquist equation with $\lambda \in \mathbb{R}^-$ is not enough for understanding the stability properties of an MP method applied to more complex linear systems [IKM22a, IKM22b]. Hence, for nonlinear methods it is necessary to investigate general linear systems $y' = \Lambda y$ rather than a scalar equation. To generalize the notion of $A$-stability in a meaningful way also for nonlinear methods, we consider stability in the sense of Lyapunov, which we recall in the upcoming section.

### 2.4 Stability in the Sense of Lyapunov

In the following, we use $\| \cdot \|$ to represent an arbitrary norm in $\mathbb{R}^l$ for $l \in \mathbb{N}$ and $\text{D}f$ denotes the Jacobian of a $C^1$-map $f$.

Dahlquist already considered to generalize the notion of $A$-stability in [Dah63] by considering stability in the sense of Lyapunov, which is defined for arbitrary systems of ODEs. Here, the stability near steady states is investigated.

**Definition 2.10.** Let $y^* \in \mathbb{R}^N$ be a steady state solution of a differential equation $y' = f(y)$, that is $f(y^*) = 0$.

a) Then $y^*$ is called **Lyapunov stable** if, for any $\epsilon > 0$, there exists a $\delta = \delta(\epsilon) > 0$ such that $\|y(0) - y^*\| < \delta$ implies $\|y(t) - y^*\| < \epsilon$ for all $t \geq 0$.

b) If in addition to a), there exists a constant $c > 0$ such that $\|y(0) - y^*\| < c$ implies $\|y(t) - y^*\| \to 0$ for $t \to \infty$, we call $y^*$ **asymptotically stable**.

c) A steady state solution that is not Lyapunov stable is said to be **unstable**.

In the following, we will also briefly speak of stability instead of Lyapunov stability. Note that in contrast to $A$-stability, these notions are only *global* if $\delta$
and \( c \) can be chosen arbitrarily large. Considering the linear system \((2.16)\), the stability of \( y^* \) is fully determined by the spectrum \( \sigma(A) \).

**Theorem 2.11.** ([DB02, Theorem 3.23]) A steady state \( y^* \) of \( y' = Ay \) with a matrix \( A \in \mathbb{R}^{N \times N} \)

- a) is stable if and only if \( \max_{\lambda \in \sigma(A)} \text{Re}(\lambda) \leq 0 \) and all \( \lambda \) with \( \text{Re}(\lambda) = 0 \) are associated with a Jordan block of size 1.

- b) is asymptotically stable if and only if \( \max_{\lambda \in \sigma(A)} \text{Re}(\lambda) < 0 \).

As we are interested in numerical schemes mimicking the stability behavior of the exact solution, we shall consider the following definition, noting that steady states should correspond to fixed points of the method.

**Definition 2.12.** Let \( y^* \) be a fixed point of an iteration scheme \( y^{n+1} = g(y^n) \), that is \( y^* = g(y^*) \).

- a) Then \( y^* \) is called Lyapunov stable if, for any \( \epsilon > 0 \), there exists a \( \delta = \delta(\epsilon) > 0 \) such that \( \|y^0 - y^*\| < \delta \) implies \( \|y^n - y^*\| < \epsilon \) for all \( n \geq 0 \).

- b) If in addition to a), there exists a constant \( c > 0 \) such that \( \|y^n - y^*\| < c \) implies \( \|y^n - y^*\| \rightarrow 0 \) for \( n \rightarrow \infty \), we call \( y^* \) asymptotically stable.

- c) A fixed point that is not Lyapunov stable is said to be unstable.

As before, we may only speak of stability in the following. For linear methods, such as RK schemes, we have the following result.

**Theorem 2.13** ([DB02, Theorem 3.33]). A fixed point \( y^* \) of \( y^{n+1} = Ry^n \) with \( R \in \mathbb{R}^{N \times N} \)

- a) is stable if and only if the spectral radius \( \rho \) satisfies \( \rho(R) \leq 1 \) and all \( \lambda \in \sigma(R) \) with \( |\lambda| = 1 \) are associated with a Jordan block of size 1.

- b) is asymptotically stable if and only if \( \rho(R) < 1 \).

**Remark 2.14.** According to Theorem 2.11, \( y^* = 0 \) is the unique globally asymptotically stable solution of the Dahlquist equation. Also, Theorem 2.13 tells us that an RK method is \( A \)-stable if and only 0 is an asymptotically stable fixed point of the method when applied to the Dahlquist equation. This also demonstrates that 0 is a globally asymptotically stable fixed point of the \( A \)-stable RK method. We also note that in some literature, such as [But16, HW10], \( A \)-stability of an RK scheme is defined by requiring \( |R(z)| \leq 1 \) for all \( z \in \mathbb{C}^- = \{ z \in \mathbb{C} \mid \text{Re}(z) \leq 0 \} \). The idea behind this adaptation is that we may only require that the numerical solution is bounded for bounded solutions of the Dahlquist equation. However, with this notion of \( A \)-stability, the generalization to linear systems is more involved as Theorem 2.13 suggests.

If the method is not linear, the stability properties are a priori only of local nature and their investigation is more complex. As stated by the next theorem, it is in some cases sufficient to investigate the linearized method in order to understand the stability properties of a fixed point.
**Theorem 2.15** ([SH98, Theorem 1.3.7]). Let $y^{n+1} = g(y^n)$ be an iteration scheme with fixed point $y^*$. Suppose the Jacobian $Dg(y^*)$ exists. Then

a) $y^*$ is asymptotically stable if $\rho(Dg(y^*)) < 1$.

b) $y^*$ is unstable if $\rho(Dg(y^*)) > 1$.

The above theorem gives sufficient conditions for the stability of fixed points that are hyperbolic in the following sense.

**Definition 2.16** ([SH98, Definition 1.3.6]). A fixed point $y^*$ of an iteration scheme $y^{n+1} = g(y^n)$ is called hyperbolic if $|\lambda| \neq 1$ for all eigenvalues $\lambda$ of $Dg(y^*)$. If a fixed point is not hyperbolic, it is called non-hyperbolic.

A generalization of Theorem 2.15 is the Hartman-Grobman Theorem, which states that a nonlinear iteration scheme and its linearization share the same behavior near hyperbolic fixed points, see [SH98, Theorem 1.6.2] for the precise statement.

In this work, we will also analyze schemes that require $\dim(\ker(A)) = k > 0$. In such a case, the linear system $y' = Ay$ possesses a subspace of steady state solutions, each of which can be stable according to Theorem 2.11 but none of them is asymptotically stable. If the numerical method is steady state preserving, it thus possesses a subspace of fixed points, each of them being non-hyperbolic as we will find out in Chapter 5. Hence, it is also of high importance to understand the stability of non-hyperbolic fixed points. However, for schemes outside the class of general linear methods the stability behavior of a single non-hyperbolic fixed point is in general not captured by the eigenvalues of the corresponding Jacobian, i.e. is not guaranteed by $\rho(D(g(y^*))) = 1$ as the following example illustrates.

**Example 2.17** ([Osi12]). Consider the generating map defined by

$$g(x, y) = \left( x + xy, \frac{1}{2}(y + x^2) + 2x^2y + y^3 \right)^T. \quad (2.17)$$

We observe $g(0, 0) = (0, 0)^T$ and $Dg(0, 0) = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{2} \end{pmatrix}$ Now, defining $h(x) = x^2$, we see that the graph of $h$ is invariant under $g$ since

$$g(x, h(x)) = (x + x^3, x^2 + 2x^4 + x^6)^T = (x + x^3, h(x + x^3))^T.$$ 

Focusing on the $x$-component, i.e. $x + x^3 = x(1 + x^2)$, we find that the iterates distance from the origin along the graph of $h$, see Figure 2.1 for an illustration. From this, we can conclude that the origin is unstable even though the eigenvalues of the Jacobian are 1 and $\frac{1}{2}$.

![Figure 2.1](Image)

Figure 2.1: Graph of $h$ defined by $h(x) = x^2$. The arcs indicate the action of $g$ from (2.17) on the graph of $h$. 

of the Jacobian are 1 and $\frac{1}{2}$.
To study the stability of a non-hyperbolic fixed point $y^*$ of an iteration scheme with $C^1$-map $g$, we make use of an affine linear transformation\footnote{See the proof of Theorem 5.4 for the details of this transformation.} to obtain a $C^1$-map $G: \mathcal{M} \to \mathbb{R}^N$, with $\mathcal{M} \subset \mathbb{R}^N$ being a neighborhood of the origin, which has the form
\[
G(w_1, w_2) = \begin{pmatrix}
U w_1 + u(w_1, w_2) \\
V w_2 + v(w_1, w_2)
\end{pmatrix},
\]
with $w_1 \in \mathbb{R}^m$, $w_2 \in \mathbb{R}^l$ and $m + l = N$. The square matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{l \times l}$ are such that $|\lambda| = 1$ holds for all eigenvalues $\lambda$ of $U$ and each eigenvalue $\mu$ of $V$ satisfies $|\mu| < 1$. The functions $u$ and $v$ are in $C^1$ and $u, v$ as well as their first order derivatives vanish at the origin, that is
\[
u(0, 0) = 0, \quad \text{Du}(0, 0) = 0, \quad \nu(0, 0) = 0, \quad \text{Dv}(0, 0) = 0,
\]
where $0$ stands for the zero vector or matrix of appropriate size, respectively. In particular, the fixed point $y^*$ of $g$ is mapped to $0$, which is a fixed point of $G$ with equal stability properties as $y^*$ as we point out in the proof of Theorem 5.4.

Hence, it is sufficient to study the stability of the origin with respect to $G$, which is a simplification due to the existence of a center manifold.

**Theorem 2.18.** (Center Manifold Theorem, [MM76, Theorem 2.1, Remark 2.6]) Let $G$ be defined as in (2.18) with Lipschitz continuous derivatives on $\mathcal{M}$.

a) (Existence): There exists a center manifold for $G$, which is locally representable as the graph of a function $h: \mathbb{R}^m \to \mathbb{R}^l$. This means, for some $\epsilon > 0$ there exists a $C^1$-function $h: \mathbb{R}^m \to \mathbb{R}^l$ with $h(0) = 0$ and $Dh(0) = 0$ such that $\|w_1\|, \|w_2\| < \epsilon$ and $(w_1, w_2)^T = G(w_1, h(w_1))$ imply $w_2 = h(w_1)$.

b) (Local Attractivity): If in addition to a) the iterates $(w_1^n, w_2^n)^T$ generated by
\[
\begin{pmatrix}
w_1^{n+1} \\
w_2^{n+1}
\end{pmatrix} = G(w_1^n, w_2^n) = \begin{pmatrix}
U w_1^n + u(w_1^n, w_2^n) \\
V w_2^n + v(w_1^n, w_2^n)
\end{pmatrix}, \quad \begin{pmatrix}
w_1^0 \\
w_2^0
\end{pmatrix} \in \mathcal{M}
\]
satisfy $\|w_1^n\|, \|w_2^n\| < \epsilon$ for all $n \in \mathbb{N}_0$, then the distance of $(w_1^n, w_2^n)$ to the center manifold tends to zero for $n \to \infty$, i.e. $\|w_2^n - h(w_1^n)\| \to 0$ for $n \to \infty$.

As will be seen in Theorem 2.19, the existence of a center manifold enables the investigation of the stability properties of the origin based on a system with reduced dimension. This reduced system is obtained by restricting (2.18) to the
center manifold, i.e. using $w_2 = h(w_1)$ which leads to the map
\[ G(w_1) = Uw_1 + u(w_1, h(w_1)). \] (2.20)

**Theorem 2.19.** ([Car81, Theorem 8]) (Stability): Suppose the fixed point $0 \in \mathbb{R}^m$ of $G$ from (2.20) is stable, asymptotically stable or unstable. Then the fixed point $0 \in \mathbb{R}^N$ of $G$ from (2.18) is stable, asymptotically stable or unstable, respectively.

In summary, the stability of a non-hyperbolic fixed point $y^* \in \mathbb{R}^N$ of a map $g$ can be determined by investigating the fixed point $0 \in \mathbb{R}^m$ of $G$, which has a lower complexity due to the reduced dimension $m < N$.

To actually calculate the center manifold we need to solve
\[ (w_1, h(w_1))^T = G(w_1^0, h(w_1^0)) = \begin{pmatrix} Uw_1^0 + u(w_1, h(w_1)) \\ Vh(w_1^0) + v(w_1, h(w_1)) \end{pmatrix}, \]
which can be rewritten as
\[ h(Uw_1^0 + u(w_1, h(w_1))) = Vh(w_1^0) + v(w_1, h(w_1)). \]
This invariance property offers a way to approximate the center manifold up to an arbitrary order.

**Theorem 2.20.** ([Car81, Theorem 7]) Let $h$ be a center manifold for $G$ and $\Phi$ be a $C^1(\mathbb{R}^m, \mathbb{R}^l)$-map with $\Phi(0) = 0$ and $D\Phi(0) = 0$. If
\[ \Phi(Uw_1 + u(w_1, \Phi(w_1))) - (V\Phi(w_1) + v(w_1, \Phi(w_1))) = O(||w_1||^q) \]
as $w_1 \to 0$ for some $q > 1$, then $h(w_1) = \Phi(w_1) + O(||w_1||^q)$ as $w_1 \to 0$.

Before we go to theoretical fundamentals on production-destruction-rest systems, let us summarize the sections on stability. We started with $A$-stability which is the central notion for capturing the linear stability properties of general linear methods such as Runge–Kutta schemes. However, we discussed that analyzing a scalar equation is not sufficient to capture the stability behavior of nonlinear methods. Hence, we generalized $A$-stability by considering stability in the sense of Lyapunov. Moreover, we presented tools for analyzing general numerical methods with hyperbolic and non-hyperbolic fixed points, where the analysis of the latter is more challenging as more techniques such as the approximation of the center manifold is required. However, for our purposes this is the interesting case when analyzing Patankar-type methods.

### 2.6 Production-Destruction-Rest Systems

In this work we are interested in methods that are capable of producing positive approximations for any chosen time step size. First focusing on autonomous problems, it is convenient to rewrite the system of ODEs into the form of a production-destruction system (PDS)
\[ y_k'(t) = f_k(y(t)) = \sum_{\nu=1}^{N} (p_{k\nu}(y(t)) - d_{k\nu}(y(t))), \quad y(0) = y^0 > 0, \] (2.21)
where \( p_{k\nu}(y(t)), d_{k\nu}(y(t)) \geq 0 \) for all \( y(t) \geq 0 \). Note that every real valued right-hand side \( f_k \) can be split into production and destruction terms setting
\[
p_{k1}(y) = \max\{0, f_k(y)\}, \quad d_{k1}(y) = -\min\{0, f_k(y)\}, \quad p_{k\nu} = d_{k\nu} = 0, \quad \nu \neq 1.
\]
However, using this splitting the production and destruction terms are generally not differentiable. Nevertheless, in view of Theorem 2.3 we note that if \( f_k \) is locally Lipschitz continuous, then so are \( p_{k1} \) and \( d_{k1} \) as they are the composition of two locally Lipschitz mappings.

**Definition 2.21.** The PDS (2.21) is called positive, if \( y(0) > 0 \) implies \( y(t) > 0 \) for all \( t > 0 \). Similarly, a non-negative PDS are defined.

**Proposition 2.22 (\[BDM03\]).** For non-negative initial data, the PDS (2.21) is non-negative if \( d_{k\nu}(y) \to 0 \) as \( y_k \to 0 \) for \( k, \nu = 1, \ldots, N \).

**Definition 2.23.** We call the PDS (2.21) conservative, if \( p_{k\nu} = d_{\nu k} \) for all \( k, \nu = 1, \ldots, N \). If in addition we have \( p_{kk} = d_{kk} = 0 \), the PDS is called fully conservative.

**Remark 2.24.** Since \( p_{kk} = d_{kk} \) cancel out in (2.21) for a conservative PDS we can assume without loss of generality that \( p_{kk} = d_{kk} = 0 \), i.e. that the PDS is always fully conservative.

For a conservative PDS, we know that \( \sum_{k=1}^{N} y_k'(t) = 0 \), and hence, the sum of the constituents remains constant in time. In general, if a linear combination \( \mathbf{n}^T \mathbf{y} \) remains constant in time, we call it a linear invariant.

It is also worth mentioning that the additive splitting into production and destruction terms is not uniquely determined. For instance, considering
\[
\mathbf{y}' = \begin{pmatrix} y_2 + y_4 - y_1 \\ y_1 - y_2 \\ y_1 - y_3 \\ y_3 - y_1 - y_4 \end{pmatrix},
\]
the terms \( p_{14}(y) = y_4, p_{12}(y) = y_2 \) and \( p_{43}(y) = y_3 \) are a straightforward choice, however, both,
\[
p_{21}(y) = y_1, \quad p_{34}(y) = y_1
\]
and
\[
p_{31}(y) = y_1, \quad p_{24}(y) = y_1
\]
complete the splitting into a PDS, where we set \( p_{nn} = 0 \) for the remaining production terms and \( p_{k\nu} = d_{\nu k} \).

In this work, we are also interested in positive PDS which are non-autonomous and not conservative. For a transparent notation we split the PDS into a conservative part and rest terms, leading to a *production-destruction-rest system* (PDRS)
\[
y_k'(t) = f_k(y(t), t) = r_k(y(t), t) + \sum_{\nu=1}^{N} (p_{k\nu}(y(t), t) - d_{k\nu}(y(t), t)), \quad y(0) = y^0 > 0
\]
(2.22)
with \( k = 1, \ldots, N \) and \( p_{k\nu} = d_{\nu k} \). Additionally, the rest term is also split according to
\[
\tilde{r}_k(y(t), t) = r_k^p(y(t), t) - r_k^d(y(t), t)
\]
with \( r_k^p, r_k^d \geq 0 \) for \( t \geq 0 \), \( y(t) \geq 0 \). Note that \( r_k^p \) and \( r_k^d \) can always be constructed, for example by using the functions \( \max \) and \( \min \) as above. The autonomous version of the PDRS (2.22) was already considered in [TÖR22] and the existence, uniqueness and positivity of the solution of (2.22) was discussed in [FS11a]. In what follows, we are assuming that such a positive solution exists. For later use it is also beneficial to rewrite the PDS as an additive splitting of the form (2.5).

**Remark 2.25.** Any PDRS (2.22), (2.23) may be rewritten as an additive splitting of the form
\[
f(y(t), t) = \sum_{\nu=1}^{N+1} f^{[\nu]}(y(t), t) \in \mathbb{R}^N
\]
using \( f^{[N+1]}(y(t), t) = (r_k^p(y(t), t), \ldots, r_N^p(y(t), t))^T \) and
\[
f^{[\nu]}_k(y(t), t) = \begin{cases} p_{\nu k}(y(t), t), & k \neq \nu, \\ - \left( r_k^d(y(t), t) + \sum_{\mu=1}^{N} d_{k\mu}(y(t), t) \right), & k = \nu \end{cases}
\]
for \( k, \nu = 1, \ldots, N \). To see this, we first point out that \( p_{kk} = d_{kk} = 0 \) can be assumed, see Remark 2.24. Hence,
\[
f_k = \sum_{\nu=1}^{N+1} f^{[\nu]}_k = \sum_{\nu=1}^{N} f^{[\nu]}_k + f^{[N]}_k + f^{[N+1]}_k
\]
\[
= \sum_{\nu=1}^{N} p_{k\nu} - \left( r_k^d + \sum_{\mu=1}^{N} d_{k\mu} \right) + r_k^p = r_k + \sum_{\nu=1}^{N} (p_{k\nu} - d_{k\nu}).
\]
Chapter 3

Numerical Schemes

In this chapter we review positivity-preserving schemes that additionally preserve at least one linear invariant. For other recent approaches which facilitate positive and conservative numerical approximations, we refer to [AGKM21, NRK21b, BIM21], some of which even conserve all linear invariants. The following schemes are one-step methods, for which we briefly recall the definition of unconditional conservativity and positivity.

Definition 3.1. Let $y^n$ denote an approximation of $y(t_n)$ at time level $t_n$. The corresponding one-step method is called

- unconditionally conservative, if

$$
\sum_{k=1}^{N} y_{n+1}^k = \sum_{k=1}^{N} y_{n}^k
$$

is satisfied for all $n \in \mathbb{N}_0$ and $\Delta t > 0$.

- unconditionally positive, if $y^n > 0$ implies $y^{n+1} > 0$ for all $n \in \mathbb{N}_0$ and $\Delta t > 0$.

3.1 Non-standard Additive Runge–Kutta Methods

Non-standard additive Runge–Kutta (NSARK) methods are based on ARK schemes (2.7), where the Butcher tableau is allowed to also depend on the step size and the solution. In particular, NSARK methods are of the form

$$
y^{(i)} = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} a^{[\nu]}_{ij}(y^n, t_n, \Delta t) f^{[\nu]}(y^{(j)}, t_n + c_j \Delta t), \quad i = 1, \ldots, s,
$$

$$
y^{n+1} = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} b^{[\nu]}_{j}(y^n, t_n, \Delta t) f^{[\nu]}(y^{(j)}, t_n + c_j \Delta t).
$$

(NSARK)

Note that the stages $y^{(i)} = y^{(i)}(y^n)$ may be interpreted as functions of $y^n$, so that the dependence of $a^{[\nu]}_{ij}$, $b^{[\nu]}_{j}$ on $y^n$ might be given implicitly. As a result of this notation, an NSARK method is called explicit, if the matrices $A^{[\nu]}$ are strict lower left triangular matrices and the dependence of $A^{[\nu]}$ as well as $b^{[\nu]}$ on $y^n$ is only explicit. Otherwise, the NSARK method is called implicit.
As we will discover in this chapter, all MP methods based on RK schemes can be written as an NSARK method. Moreover, given a Butcher tableau defined by $A, b, c$, the corresponding MP methods are of the form

$$
a_{ij}^{[\nu]}(y^n, t_n, \Delta t) = a_{ij}\gamma_{[\nu]}(y^n, t_n, \Delta t),$$
$$b_{[\nu]}^{[\nu]}(y^n, t_n, \Delta t) = b_{[\nu]}\delta_{[\nu]}(y^n, t_n, \Delta t)$$

(3.1)

for some scheme-dependent functions $\gamma_{[\nu]}$ and $\delta_{[\nu]}$, which we refer to as non-standard weights (NS weights). Investigating NSARK methods allows the comprehensive derivation of a general stability function as well as order conditions for different families of methods. In particular, it turns out that NSARK methods are a valuable formulation for the analysis of so-called modified Patankar–Runge–Kutta (MPRK) methods. Nevertheless, we will be able to deduce also some results for Geometric Conservative (GeCo) schemes in this work and discuss how to generalize or adapt NSARK schemes to investigate even more nonlinear methods.

The following proposition formulates sufficient conditions under which an NSARK scheme produces the same approximations for the transformed autonomous system mentioned in Remark 2.1.

**Proposition 3.2.** Let $A, b, c$ describe an RK method satisfying $\sum_{j=1}^{s} a_{ij} = c_i$ and $\sum_{j=1}^{s} b_j = 1$. Let the stages of the corresponding NSARK method (NSARK) be uniquely determined for some $\Delta t > 0$ and transform the IVP (2.5) into the autonomous system $Y'(t) = \sum_{\nu=1}^{N+1} F^{[\nu]}(Y(t))$ using

$$Y(t) = (y(t)), \quad F^{[\mu]}(Y(t)) = \left( r^{[\mu]}(Y(t)) \right), \quad 1 \leq \mu \leq N, \quad F^{[N+1]}(Y(t)) = (0).$$

If $\gamma_{[N+1]}^{[i]} = 1$, then the approximations for the solution of the IVP (2.5) using the NSARK method coincide irrespective of whether the autonomous or non-autonomous system is solved.

**Proof.** Since $\gamma_{[N+1]}^{[i]} = 1$, the NSARK method applied to the autonomous system reads

$$Y_{k}^{(i)} = Y_{n} + \Delta t \sum_{j=1}^{s} \left( \sum_{\nu=1}^{N} a_{ij}^{[\nu]}(Y_{n}, \Delta t)F_{k}^{[\nu]}(Y_{j}) + a_{ij}F^{[N+1]}_{k}(Y_{j}) \right),$$
$$Y_{k+1}^{n} = Y_{n} + \Delta t \sum_{j=1}^{s} \left( \sum_{\nu=1}^{N} b_{ij}^{[\nu]}(Y_{n}, \Delta t)F_{k}^{[\nu]}(Y_{j}) + b_{ij}F^{[N+1]}_{k}(Y_{j}) \right).$$

(3.2)

Thus, for $k = N + 1$ we find

$$t_{(i)} = t_{n} + \Delta t \sum_{j=1}^{s} a_{ij} = t_{n} + c_{i}\Delta t,$$
$$t_{n+1} = t_{n} + \Delta t \sum_{j=1}^{s} b_{ij} = t_{n} + \Delta t.$$

(3.3)

Furthermore, for $k \leq N$, we end up with

$$y_{k}^{(i)} = y_{k}^{n} + \Delta t \sum_{j=1}^{s} a_{ij}^{[\nu]}(y_{n}, t_{n}, \Delta t)f^{[\nu]}_{k}(y_{j}, t_{(j)}).$$
\[ y_k^{n+1} = y_k^n + \Delta t \sum_{j=1}^s \sum_{\nu=1}^N b_j^{[\nu]}(y^n, t_n, \Delta t) f_k^{[\nu]}(y^{(j)}, t_{(j)}). \]

Substituting (3.3) into these equations, the proof is finished by noting that the resulting systems always possess a unique solution due to our preconditions. \(\square\)

As a consequence of Proposition 3.2 we may consider only autonomous problems for deriving order conditions, if the method satisfies the assumptions of the proposition.

### 3.2 Modified Patankar–Runge–Kutta

The main idea of modified Patankar–Runge–Kutta (MPRK) methods [BDM03, KM18a, KM18b, KM19b] is to apply an explicit Runge–Kutta (RK) method to a production-destruction systems (PDS) (2.21) and use the modified Patankar-trick. We extend this approach also to production-destruction-rest systems (PDRS) (2.22), (2.23) where we only apply the Patankar-trick to the rest term. This means, that \(r_k^p\) will not be weighted and \(r_k^d\) will be treated like a destruction term.

**Definition 3.3.** Given an explicit s-stage RK method described by a non-negative Butcher array, i.e. \(A, b, c \geq 0\) we define the corresponding MPRK schemes applied to (2.22), (2.23) by

\[
y_k^{(i)} = y_k^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \left( r_k^p(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^N p_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{y_k^{(i)}}{\pi_k^{(i)}} \right) - \left( r_k^d(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^N d_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{y_k^{(i)}}{\sigma_k^{(i)}} \right), \quad k = 1, \ldots, s,
\]

\[
y_k^{n+1} = y_k^n + \Delta t \sum_{j=1}^s b_j \left( r_k^p(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^N p_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{y_k^{(i)}}{\pi_k^{(i)}} \right) - \left( r_k^d(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^N d_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{y_k^{(i)}}{\sigma_k^{(i)}} \right),
\]

(MPRK)

where \(\pi_k^{(i)}, \sigma_k\) are the so-called Patankar-weight denominators (PWDs) and positive for any \(\Delta t \geq 0\) as well as independent of the corresponding numerators \(y_k^{(i)}\) and \(y_k^{n+1}\), respectively.

MPRK schemes are of considerable interest and widely used such as in the context of ecosystems [HB10a, HB10b, WHK13, BMZ07, BMZ09, MB10] or ocean models [SD17, BBK+06]. Further applications can be found in the context of magneto-thermal winds [Gre17] or warm-hot intergalactic mediums [KM10] as well as in that of the SIR epidemic model [WS22].

**Remark 3.4.** In matrix notation, (MPRK) can be rewritten as

\[
M^{(i)} y^{(i)} = y^n + \Delta t \sum_{j=1}^{i-1} a_{ij} r_p(y^{(j)}, t_n + c_j \Delta t), \quad i = 1, \ldots, s,
\]

\[
M y^{n+1} = y^n + \Delta t \sum_{j=1}^s b_j r_p(y^{(j)}, t_n + c_j \Delta t),
\]

(3.4)
where \( \mathbf{r}^p = (r_1^p, \ldots, r_N^p)^T \) and \( \mathbf{M}^{(i)} = (m_{k\nu}^{(i)})_{1 \leq k, \nu \leq N} \) with

\[
m^{(i)}_{kk} = 1 + \Delta t \sum_{j=1}^{i-1} a_{ij} \left( r_k^d(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^{N} d_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \right) \frac{1}{\pi_{\nu}},
\]

\[
m^{(i)}_{k\nu} = -\Delta t \sum_{j=1}^{i-1} a_{ij} p_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{1}{\pi_{\nu}}, \quad k \neq \nu
\]
as well as, using \( \mathbf{M} = (m_{k\nu})_{1 \leq k, \nu \leq N} \),

\[
m_{kk} = 1 + \Delta t \sum_{j=1}^{s} b_j \left( r_k^d(y^{(j)}, t_n + c_j \Delta t) + \sum_{\nu=1}^{N} d_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \right) \frac{1}{\sigma_{\nu}},
\]

\[
m_{k\nu} = -\Delta t \sum_{j=1}^{s} b_j p_{k\nu}(y^{(j)}, t_n + c_j \Delta t) \frac{1}{\sigma_{\nu}}, \quad k \neq \nu.
\]

**Remark 3.5.** We require \( \sigma_\nu \) to be independent of \( y^{n+1}_\nu \) to ensure that the scheme is positive and linear implicit. To see this, recall that the choice \( \sigma_\nu = y^{n+1}_\nu \) and \( \pi_\nu^{(i)} = y^{(i)}_\nu \) would lead to the original Runge–Kutta scheme, which is not unconditionally positive. Moreover, if \( \sigma_\nu \) would allowed to be a nonlinear function of \( y^{n+1}_\nu \) we would have to solve a nonlinear system instead of a linear one to compute \( y^{n+1}_\nu \). For the same reason we require \( \pi_\nu^{(i)} \) to be independent of \( y^{(i)}_\nu \).

The following two lemmas state that MPRK schemes as defined in Definition 3.3 are indeed unconditionally positive and conservative. Both lemmas are slight generalizations of lemmas from [BDM03, KM18a].

**Lemma 3.6.** An MPRK scheme (MPRK) applied to a conservative PDS, i.e. \( \mathbf{r} = \mathbf{0} \), is unconditionally conservative. The same holds for all stage values, that is \( \sum_{k=1}^{N} y_k^{(i)} = \sum_{k=1}^{N} y_k^n \) for \( i = 1, \ldots, s \).

**Lemma 3.7.** An MPRK scheme (MPRK) is unconditionally positive. The same holds for all the stages of the scheme, this is for all \( \Delta t > 0 \) and \( y^n > 0 \) we have \( y^{(i)} > 0 \) for \( i = 1, \ldots, s \). In particular, the inverses \( (\mathbf{M}^{(i)})^{-1}, (\mathbf{M})^{-1} \) exist and their entries lie in the interval \([0, 1]\)

We also note that this scheme always produces positive approximations, if \( y^0 > 0 \). However, if it is known that the analytic solution is not positive due to the existence of the rest term \( \mathbf{r} \), then one may consider choosing \( \mathbf{r}^d = \mathbf{0} \) and \( \mathbf{r}^p = \mathbf{r} \) in the MPRK scheme (MPRK). This essentially means that we drop the non-negativity constrain on \( \mathbf{r}^p \), so that the right-hand sides in (3.4) are allowed to be negative, and thus, the stage vectors and iterates of the MPRK scheme are not forced to stay positive anymore.

**Remark 3.8.** Definition 3.3 is formulated for non-negative Runge–Kutta parameters. But MPRK schemes with negative Runge–Kutta parameters can be devised as well. In this case, the weighting of the production and destruction terms which get multiplied by the negative weight must be interchanged. To be precise, the index \( \nu \) of the PWDs \( \pi_\nu^{(i)} \) and \( \sigma_\nu \) in the formula (MPRK) is replaced by the value of the index function

\[
\gamma(\nu, k, x) = \begin{cases} 
\nu, & x \geq 0 \\
\kappa, & x < 0
\end{cases}
\]

(3.5)
at \( x = a_{ij} \) and \( x = b_j \), respectively. Similarly, the index \( k \) is replaced by \( \gamma(k, \nu, a_{ij}) \) and \( \gamma(k, \nu, b_j) \) for \( \pi_k^{(i)} \) and \( \sigma_k \), respectively.

This procedure will ensure the unconditional positivity of the scheme, but one may argue that this has an impact on the necessary requirements to obtain a certain order of accuracy. Fortunately, we will discover that this is not the case in Chapter 4. To avoid multiple case distinctions we demand for positive Runge–Kutta parameters in the remainder of this thesis.

Next, we want to explain in what sense the given definition of MPRK schemes generalizes the existing ones from [KM18a, TÖR22]. First, MPRK schemes can be understood as NSARK methods using the splitting of the right-hand side mentioned in Remark 2.25. Substituting this into \((\text{MPRK})\) and setting \( t_j = t_n + c_j \Delta t \), we see

\[
y_k^{(i)} = y_k^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \left( \sum_{\nu=1}^{N} f_k^{[\nu]}(y^{(j)}, t_j) \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}} + f_k^{[k]}(y^{(j)}, t_j) \frac{y_k^{(i)}}{\pi_k^{(i)}} + f_k^{[N+1]}(y^{(j)}, t_j) \right)
\]

\[
y_k^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \left( \sum_{\nu=1}^{N} f_k^{[\nu]}(y^{(j)}) \frac{y_{\nu}^{n+1}}{\pi_{\nu}} + f_k^{[k]}(y^{(j)}) f_k^{[n+1]}(y^{(j)}, t_j) \right)
\]

\[
y_k^{n+1} = y_k^n + \Delta t \sum_{j=1}^{s} b_j \left( \sum_{\nu=1}^{N+1} f_k^{[\nu]}(y^{(j)}) \frac{y_{\nu}^{n+1}}{\pi_{\nu}} + f_k^{[k]}(y^{(j)}) \frac{y_k^{n+1}}{\sigma_k} + f_k^{[N+1]}(y^{(j)}, t_j) \right)
\]

where the solution-dependent coefficients are given by

\[
a_{ij}^{[\nu]}(y^n, \Delta t) = \begin{cases} 
  a_{ij} \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}}, & \nu \leq N, \\
  a_{ij}, & \nu = N + 1
\end{cases}
\]

\[
b_j^{[\nu]}(y^n, \Delta t) = \begin{cases} 
  b_j \frac{y_{\nu}^{n+1}}{\pi_{\nu}}, & \nu \leq N, \\
  b_j, & \nu = N + 1
\end{cases}
\]

This means that the NS weights are

\[
\gamma_{\nu}^{[i]} = \begin{cases} 
  \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}}, & \nu \leq N, \\
  1, & \nu = N + 1
\end{cases}
\]

\[
\delta_{\nu} = \begin{cases} 
  \frac{y_{\nu}^{n+1}}{\pi_{\nu}}, & \nu \leq N, \\
  1, & \nu = N + 1
\end{cases}
\]

see \((\text{3.1})\).

**Remark 3.9.** In view of the index function \((\text{3.5})\), the NS weights for MPRK schemes based on RK methods with negative entries in the Butcher tableau not only depend on the step size, solution, and splitting of the right-hand side but also vary with its components. Hence, our formulation \((\text{NSARK})\) actually does not capture this case as we used vector notation. However, for the sake of simplicity and the reading flow, we rather discuss this special case in the particular sections than complicating the notation at this point.

If in the context of an MPRK method, constant addends in the right-hand side splitting are treated as rest terms, then \( F^{[N+1]} \) in Proposition 3.2 will be
integrated explicitly, which means that the condition $\gamma_i N_{i+1}, \delta_{i+1} = 1$ is satisfied as this term is not multiplied with a PWD. Hence, with this convention it suffices to study autonomous problems for deriving order conditions. Moreover we are also in the position to apply Theorem 2.3, if the production, destruction and rest terms as well as the PWDs are in $C^1$ because of the following. The linear systems always possess a unique solution and the implicit function theorem tells us that the resulting incremental map is in $C^1$, and hence, locally Lipschitz with respect to its second argument. We will later see that the PWDs fulfill these requirements for the particular MPRK schemes.

Hereafter, we present schemes for the conservative and autonomous PDS (2.21). The formulation for general PDRS is straightforward. In particular, (MPRK) reduces in this case to

$$y^{(i)}(t) = y^n_n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} \left( p_{k\nu}(y^{(j)}) \frac{y^{(i)}_{\nu}}{\pi^{(i)}_{\nu}} - d_{k\nu}(y^{(j)}) \frac{y^{(i)}_{\nu}}{\pi^{(i)}_{\nu}} \right), \quad i = 1, \ldots, s,$$

(3.8a)

$$y^{n+1}_k = y^n_k + \Delta t \sum_{j=1}^{s} b_j \sum_{\nu=1}^{N} \left( p_{k\nu}(y^{(j)}) \frac{y^{n+1}_{\nu}}{\sigma_{\nu}} - d_{k\nu}(y^{(j)}) \frac{y^{n+1}_{\nu}}{\sigma_{\nu}} \right), \quad k = 1, \ldots, N.$$

(3.8b)

### First Order MPRK Scheme

Based on the explicit Euler method, the first MPRK method, the so-called modified Patankar Euler (MPE) scheme was developed in [BDM03]. It is proven to be first order accurate when applied to (2.21) within the same work and reads

$$y^{(1)}(t) = y^n_n,$$

$$y^{n+1}_k = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( p_{k\nu}(y^{(1)}) \frac{y^{n+1}_{\nu}}{y^n_{\nu}} - d_{k\nu}(y^{(1)}) \frac{y^{n+1}_{\nu}}{y^n_{\nu}} \right),$$

(MPE)

for $k = 1, \ldots, N$, that is $\sigma_{\nu} = y^n_{\nu}$. Here, $\sigma_{\nu}$ is obviously a $C^1$-mapping.

### Second Order MPRK Schemes

The explicit 2-stage RK method based on the Butcher array

\[
\begin{array}{c|ccc}
0 & & & \\
\alpha & \alpha & & \\
& 1 - \frac{1}{2\alpha} & \frac{1}{2\alpha} & \\
\end{array}
\]

is second order accurate. Moreover, the entries of the array are non-negative for $\alpha \geq \frac{1}{2}$. With that as a starting point, the authors from [KM18a] derived a 1-parameter family of second order accurate MPRK schemes using $\pi^{(2)}_{\nu} = y^n_{\nu}$ and $\sigma_{\nu} = (y^{(2)}_{\nu})^{\frac{1}{2}}(y^n_{\nu})^{1 - \frac{1}{2}}$ for $i = 1, \ldots, N$. For simplicity, we again present the
resulting MPRK22(\(\alpha\)) scheme for solving (2.21), i.e.

\[
y_k^{(1)} = y^n_k,
\]

\[
y_k^{(2)} = y^n_k + \alpha \Delta t \sum_{\nu=1}^{N} \left( p_{\nu}(y^{(1)}) \frac{y^{(2)}_{\nu}}{y^n_{\nu}} - d_{\nu}(y^{(1)}) \frac{y^n_{k}}{y^n_{\nu}} \right),
\]

\[
y^{n+1}_k = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( \left( \frac{1}{2\alpha} \right) \left( \beta_1 p_{\nu}(y^{(1)}) + \frac{1}{2\alpha} \beta_2 p_{\nu}(y^{(2)}) \right) \frac{\sigma^{(2)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}} 
- \left( \beta_1 d_{\nu}(y^{(1)}) + \frac{1}{2\alpha} \beta_2 d_{\nu}(y^{(2)}) \right) \frac{\sigma^{(2)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}} \right) \quad \text{(MPRK22)}
\]

for \(k = 1, \ldots, N\) with \(\alpha \geq \frac{1}{2}\). Since \(y^{(2)}_{\nu} = y^{(2)}(y^n)\) is in \(\mathcal{C}^1\) due to the implicit function theorem, the same holds for the PWDs.

### Third Order MPRK Schemes

Assuming a non-negative Butcher tableau from an explicit 3-stage RK method, third order MPRK schemes have been constructed in [KM18b] for solving (2.21) using the denominator weights

\[
\pi^{(2)}_{\nu} = y^n_{\nu},
\]

\[
\pi^{(3)}_{\nu} = \left( y^n_{\nu} \right)^{\frac{1}{p}} \left( y^n_{\nu} \right)^{1-\frac{1}{p}}, \quad p = 3a_{21}(a_{31} + a_{32})b_3,
\]

\[
\sigma_k = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( \left( \beta_1 p_{\nu}(y^n) + \frac{1}{2\alpha} \beta_2 p_{\nu}(y^{(2)}) \right) \right) \frac{\sigma^{(2)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}}
- \left( \beta_1 d_{\nu}(y^{(1)}) + \frac{1}{2\alpha} \beta_2 d_{\nu}(y^{(2)}) \right) \frac{\sigma^{(2)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}} \right) \quad \text{(3.9)}
\]

for \(\nu, k = 1, \ldots, N\), \(\beta_1 = 1 - \beta_2\) and \(\beta_2 = \frac{1}{2a_{21}}\). Note, that solving another system of linear equations is necessary to calculate \(\sigma = (\sigma_1, \ldots, \sigma_N)\). Hence, the resulting MPRK scheme may be based on 3-stage RK methods but can be viewed as 4-stage schemes, where we note that \(\sigma\) can be computed simultaneously with \(y^{(3)}\). We also point out that there are no additional right-hand side evaluations required for computing \(\sigma\). The final scheme for conservative and autonomous PDS takes the form

\[
y_k^{(1)} = y^n_k,
\]

\[
y_k^{(2)} = y^n_k + a_{21} \Delta t \sum_{\nu=1}^{N} \left( p_{\nu}(y^n) \frac{y^{(2)}_{\nu}}{y^n_{\nu}} - d_{\nu}(y^n) \frac{y^n_{k}}{y^n_{\nu}} \right),
\]

\[
y_k^{(3)} = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( a_{31} p_{\nu}(y^n) + a_{32} p_{\nu}(y^{(2)}) \right) \frac{y^{(3)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}}
- \left( a_{31} d_{\nu}(y^n) + a_{32} d_{\nu}(y^{(2)}) \right) \frac{y^{(3)}_{\nu}}{(y^n_{\nu})^{\frac{1}{\beta}} (y^n_{k})^{1-\frac{1}{\beta}}} \right),
\]
\[ \sigma_k = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( \left( \beta_1 p_{k\nu}(y^n) + \beta_2 p_{k\nu}(y^{(2)}) \right) \frac{\sigma_{\nu}}{(y^{(2)}_{\nu})^{\frac{1}{q}} (y^n_{\nu})^{1-\frac{1}{q}}} \right. \\
- \left. \left( \beta_1 d_{k\nu}(y^n) + \beta_2 d_{k\nu}(y^{(2)}) \right) \frac{\sigma_k}{(y^{(2)}_k)^{\frac{1}{q}} (y^n_k)^{1-\frac{1}{q}}} \right) \cdot N \]

\[ y^{n+1}_k = y^n_k + \Delta t \sum_{\nu=1}^{N} \left( \left( b_1 p_{k\nu}(y^n) + b_2 p_{k\nu}(y^{(2)}) + b_3 p_{k\nu}(y^{(3)}) \right) \frac{y^{n+1}_{\nu}}{\sigma_{\nu}} \right. \\
- \left. \left( b_1 d_{k\nu}(y^n) + b_2 d_{k\nu}(y^{(2)}) + b_3 d_{k\nu}(y^{(3)}) \right) \frac{y^{n+1}_k}{\sigma_k} \right) \cdot N \]

where \( p = 3a_21 (a_{31} + a_{32}) b_3 \), \( q = a_{21} \), \( \beta_1 = \frac{1}{2a_{21}} \) and \( \beta_1 = 1 - \beta_2 \). As before, the PWDs are in \( C^1 \), if the production and destruction terms are.

MPRK43(\( \alpha, \beta \))

All entries of the Butcher array

\[
\begin{array}{c|cccc}
0 & & & & \\
\alpha & \beta & \gamma & \delta & \\
\beta & \frac{3 \alpha \beta (1-\alpha)-\beta^2}{2 \alpha (2-3 \alpha)} & \frac{\beta (\beta-\alpha)}{\alpha (2-3 \alpha)} & 1 & \frac{2-3 \alpha}{6 \alpha (\beta-\alpha)} \\
\end{array}
\]

with

\[
\begin{align*}
2/3 & \leq \beta \leq 3 \alpha (1-\alpha) \\
3 \alpha (1-\alpha) & \leq \beta \leq 2/3 \\
3 \alpha - 2 & \leq \beta \leq 2/3 \\
\end{align*}
\]

and \( \alpha_0 \approx 0.89255 \) are non-negative [KM18b, Lemma 6], see Figure 3.1 for an illustration of the feasible domain.
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Figure 3.1: The gray area represents all \( (\alpha, \beta) \) pairs which fulfill the conditions (3.11), i.e. for which the Butcher tableau (3.10) is non-negative [KM18b].

The resulting MPRK43(\( \alpha, \beta \)) method is determined by (MPRK43) using (3.10)
and

\[ p = 3a_{21}(a_{31} + a_{32})b_3 = \alpha \frac{2 - 3\alpha}{2(\beta - \alpha)}, \quad q = a_{21} = \alpha, \]
\[ \beta_2 = \frac{1}{2a_{21}} = \frac{1}{2\alpha}, \quad \beta_1 = 1 - \beta_2 = 1 - \frac{1}{2\alpha}. \]  

**MPRK43(\gamma)**

It was also proven in [KM18b, Lemma 6] that all entries of the tableau

\[
\begin{array}{cccc}
0 & \frac{2}{3} & \frac{2}{3} & 0 \\
\frac{2}{3} & \frac{2}{3} - \frac{1}{4\gamma} & \frac{1}{4\gamma} & \frac{1}{4\gamma} \\
\frac{1}{4} & \frac{3}{4} - \gamma & \gamma & \frac{1}{4}
\end{array}
\]

are non-negative for \( \frac{3}{8} \leq \gamma \leq \frac{3}{4} \). The corresponding MPRK scheme is denoted by MPRK43(\gamma) and can be obtained from (MPRK43) by substituting (3.13) and

\[ p = 3a_{21}(a_{31} + a_{32})b_3 = \frac{4}{3} \gamma, \quad q = a_{21} = \frac{2}{3}, \]
\[ \beta_2 = \frac{1}{2a_{21}} = \frac{3}{4}, \quad \beta_1 = 1 - \beta_2 = \frac{1}{4}. \]  

**3.3 Strong-Stability Preserving MPRK**

Strong-stability preserving Runge–Kutta (SSPRK) methods were introduced in [SO88] and developed for the time integration of the semi-discretization of hyperbolic conservation laws. The main idea was to rewrite an explicit RK method into Shu–Osher form. With that, the authors in [SO88] present higher order methods that preserve any convex functional bound such as positivity or total variation diminishing (TVD) property whenever the forward Euler method possesses the respective property. To obtain unconditional positivity, strong-stability preserving modified Patankar–Runge–Kutta (SSPMPRK) methods were constructed in [HS19] and proven to be of second order. Later, also third order methods were constructed [HZS19]. Moreover, the schemes are also conservative and there exist analogues of Lemma 3.6 and Lemma 3.7 for these methods.

In order to adapt SSPMPRK methods into our framework of NSARK schemes, we would have to introduce the ARK methods in Shu–Osher form and then consider solution-dependent coefficients. This together with the corresponding generalization of the results from [HS19, HZS19, HIK+23] along the theory developed in [IKM23b] is object to future work. We also want to note here that in [HS19, HZS19], the SSPMPRK methods were also used as time integrators in the context of reactive Euler equations.
**Second Order SSPMPRK Schemes** The second order SSPMPRK scheme for solving (2.21), introduced in [HS19], is given by

\[
y_i^{(1)} = y_i^n + \beta \Delta t \left( \sum_{j=1}^{N} p_{ij}(y^n) \frac{y_j^{(1)}}{y_j^n} - \sum_{j=1}^{N} d_{ij}(y^n) \frac{y_i^{(1)}}{y_i^n} \right),
\]

\[
y_i^{n+1} = (1 - \alpha)y_i^n + \alpha y_i^{(1)} + \Delta t \left( \sum_{j=1}^{N} \left( \beta_{20} P_{ij}(y^n) + \beta_{21} P_{ij}(y^{(1)}) \right) \frac{y_j^{n+1}}{(y_j^n)^{1-s}(y_j^{(1)})^s} 
- \sum_{j=1}^{N} \left( \beta_{20} d_{ij}(y^n) + \beta_{21} d_{ij}(y^{(1)}) \right) \frac{y_i^{n+1}}{(y_i^n)^{1-s}(y_i^{(1)})^s} \right),
\]

(SSPMPRK2)

where \( \beta_{20} = 1 - \frac{1}{2\beta} - \alpha \beta \), \( \beta_{21} = \frac{1}{2\beta} \) and \( s = \frac{1 - \alpha \beta + \alpha \beta^2}{\beta(1 - \alpha \beta)} \). Thereby, the free parameters \( \alpha \) and \( \beta \) are subject to

\[
0 \leq \alpha \leq 1, \quad \beta > 0, \quad \alpha \beta + \frac{1}{2\beta} \leq 1.
\]

(3.15)

We refer to the above scheme as SSPMPRK2(\( \alpha, \beta \)).

**Third Order SSPMPRK Schemes** The third order method applied to (2.21) can be written as

\[
y_i^{(1)} = \alpha_{10} y_i^n + \beta_{10} \Delta t \left( \sum_{j=1}^{N} p_{ij}(y^n) \frac{y_j^{(1)}}{y_j^n} - \sum_{j=1}^{N} d_{ij}(y^n) \frac{y_i^{(1)}}{y_i^n} \right),
\]

\[
\rho_i = n_1 y_i^{(1)} + n_2 y_i^n, \quad y_i^{(2)} = \alpha_{20} y_i^n + \alpha_{21} y_i^{(1)} + \Delta t \left( \sum_{j=1}^{N} \left( \beta_{20} p_{ij}(y^n) + \beta_{21} p_{ij}(y^{(1)}) \right) \frac{y_j^{(2)}}{\rho_j} 
- \sum_{j=1}^{N} \left( \beta_{20} d_{ij}(y^n) + \beta_{21} d_{ij}(y^{(1)}) \right) \frac{y_i^{(2)}}{\rho_i} \right),
\]

\[
\gamma_i = \eta_1 y_i^n + \eta_2 y_i^{(1)} + \Delta t \left( \sum_{j=1}^{N} \left( \eta_3 p_{ij}(y^n) + \eta_4 p_{ij}(y^{(1)}) \right) \frac{\gamma_j}{(y_j^n)^{1-s}(y_j^{(1)})^s} 
- \sum_{j=1}^{N} \left( \eta_3 d_{ij}(y^n) + \eta_4 d_{ij}(y^{(1)}) \right) \frac{\gamma_i}{(y_i^n)^{1-s}(y_i^{(1)})^s} \right), \quad (3.16)
\]

\[
\sigma_i = \gamma_i + \zeta y_i^{(2)} \frac{y_i^{(2)}}{\rho_i},
\]

\[
y_i^{n+1} = \alpha_{30} y_i^n + \alpha_{31} y_i^{(1)} + \alpha_{32} y_i^{(2)} + \Delta t \left( \sum_{j=1}^{N} \left( \beta_{30} p_{ij}(y^n) + \beta_{31} p_{ij}(y^{(1)}) + \beta_{32} p_{ij}(y^{(2)}) \right) \frac{y_j^{n+1}}{\sigma_j} 
- \sum_{j=1}^{N} \left( \beta_{30} d_{ij}(y^n) + \beta_{31} d_{ij}(y^{(1)}) + \beta_{32} d_{ij}(y^{(2)}) \right) \frac{y_i^{n+1}}{\sigma_i} \right), \quad (SSPMPRK3)
\]
3.4. MODIFIED PATANKAR DEFERRED CORRECTION

where we use the parameters

\[ \alpha_{10} = 1, \quad \alpha_{20} = 9.2600312554031827 \cdot 10^{-1}, \]
\[ \alpha_{21} = 7.3996874459681783 \cdot 10^{-2}, \quad \alpha_{30} = 7.0439040373427619 \cdot 10^{-1}, \]
\[ \alpha_{31} = 2.0662904223744017 \cdot 10^{-10}, \quad \alpha_{32} = 2.956095605909481 \cdot 10^{-1}, \]
\[ \beta_{10} = 4.7620819268131703 \cdot 10^{-1}, \quad \beta_{20} = 7.754544272396801 \cdot 10^{-2}, \]
\[ \beta_{21} = 5.9197500149679749 \cdot 10^{-1}, \quad \beta_{30} = 2.0044747790361456 \cdot 10^{-1}, \]
\[ \beta_{31} = 6.8241380786704851 \cdot 10^{-10}, \quad \beta_{32} = 5.9121918658514827 \cdot 10^{-1}, \]
\[ \zeta = 0.6288938077828743358, \quad \eta_1 = 0.37110619221712506642 - \eta_2, \]
\[ \eta_2 = 1 - n_1 \]

in accordance with [HZS19]. Here, \( \eta_2 \) is a free parameter satisfying \( \eta_2 \in [0, r_1] \) with \( r_1 = 0.37110619221712506642 \), so that we refer to this scheme as SSPMPRK3(\( \eta_2 \)). For more details on the parameters we refer to the Maple code in the reproducibility repository [HIK+22].

### 3.4 Modified Patankar Deferred Correction

Arbitrarily high-order conservative and positive modified Patankar Deferred Correction schemes (MPDeC) were introduced in [ÖT20] which are based on the Deferred Correction (DeC) approach developed in [DGR00]. To that end, a time step \([t_n, t_{n+1}]\) is transformed to \([0, 1]\) and then divided into \(M\) subintervals determined by \(0 = t_{n,0} < \cdots < t_{n,M} = 1\). The idea of the scheme is to mimic the Picard iterations on a discrete level as follows. At each subtime step \(t_{n,m}\) an approximation \(y^n\) is calculated. An iterative procedure of \(K\) correction steps improves the approximation by one order of accuracy at each iteration. The modified Patankar-trick is introduced inside the basic scheme to guarantee positivity and conservation of the intermediate approximations.

The MPDeC correction steps can be rewritten for \(k = 1, \ldots, K\), \(m = 1, \ldots, M\) and \(i = 1, \ldots, N\) as

\[
y_i^{m,(k)} = y_i^0 + \sum_{r=0}^{M} \theta_r^m \Delta t \sum_{j=1}^{N} \left( p_{ij}(y^{r,(k-1)}) \frac{y_i^{m,(k)}}{y_{ij}^{m,(k-1)}} - d_{ij}(y^{r,(k-1)}) \frac{y_j^{m,(k)}}{y_{ij}^{m,(k-1)}} \right),
\]

where \(\theta_r^m = \int_0^{t_{n,m}} \varphi_r(t) dt\) are the correction weights, and

\[
\gamma(j, i, \theta_r^m) = \begin{cases} j, & \theta_r^m \geq 0 \\ i, & \theta_r^m < 0 \end{cases}
\]

is the index function (3.5). Here, \(\varphi_r\) is the \(r\)th Lagrangian polynomial defined by the subtime nodes \(\{t_{n,m}\}_{m=0}^{M}\). As a result of \(\theta_r^0 = 0\), the initial states \(y_i^{0,(k)} = y_i^n\) are identical for any correction \(k\). The new numerical solution at time \(t_n + \Delta t\) is \(y^{n+1} = y^{M,(K)}\).
Remark 3.10. Formally, MPDeC methods can be interpreted as RK schemes by viewing the correction steps as additional stages. Consequently, MPDeC methods can be written as NSARK schemes. However, similarly to the case discussed in Remark 3.9, the NS weights of MPDeC depend on the components of the vector $y^{m,(k)}$ whenever the correction weights are negative, which is already the case for $K > 2$. Nevertheless, since the weights are similar to those of MPRK methods we can conclude that the order of accuracy of MPDeC methods is also maintained for non-autonomous PDS and that Theorem 2.3 can be applied.

The order of accuracy of the MPDeC scheme is the minimum between $K$ and the accuracy of the quadrature formula given by the $M$ subtime steps. In view of the existing literature, we will focus on equispaced (EQ) and Gauss–Lobatto (GL) subtime steps [ÖT20]. To obtain order $p$, a number of $K = p$ iterations is required, while we need $M = \max\{p - 1, 1\}$ EQ subtime steps or $M = \left\lfloor \frac{p}{2} \right\rfloor$ GL subtime steps. To indicate the quadrature formula we introduce the notation MPDeCGL($p$) and MPDeCEQ($p$) for MPDeC methods of order $p$ using GL or EQ subtime steps, respectively.

Obviously (MPDeC) is due to this iterative process more complicated than the previous schemes, especially since the index function changes productive and destructive part inside the underlying PDS. However, these methods are arbitrary high order, unconditionally positive and conservative. Additionally, they have been applied successfully in the context of the shallow water equations guaranteeing a positive water height [CMÖT22].

3.5 Geometric Conservative

A class of numerical methods that preserve all linear invariants and still guarantee positivity is given by GeCo schemes introduced in [MCD20]. These methods fall in the class of non-standard integrators [Mic21] as they result as non-standard versions of explicit first and second order Runge–Kutta schemes, where the advancement in time is modulated by a nonlinear functional dependency on the temporal step size and on the approximation itself. The step size modification thereby guarantees the numerical solution to be unconditionally positive while keeping the accuracy of the underlying method. GeCo schemes are applied to general biochemical systems [FS11b, BBKS07]

$$y' = f(y, t) = S r(y, t), \quad y(0) = y^0$$

(3.19)

where $S \in \mathbb{R}^{N \times M}$ is the stoichiometric matrix with entries $s_{ij}$ for $i = 1, \ldots, N$ and $j = 1, \ldots, M$, and $r(y) = (r_1(y), \ldots, r_M(y))^T$ is the vector of the reaction functions. The following assumptions, stated in [FS11b], assure the well-posedness of the system (3.19) and the positivity of the solutions.

a) For $j = 1, \ldots, M$ we have $r_j \in C^0\left(\mathbb{R}^N_{\geq 0}, \mathbb{R}_{\geq 0}\right)$ and $r_j(\cdot, t)$ is locally Lipschitz in $\mathbb{R}^N$, uniformly in $t$.

b) There holds $r(y, t) > 0$ if $y > 0$, and $r(y, t) = 0$ if $y = 0$ for all $t > 0$.

c) If $s_{ij} < 0$, there exists a $q_j \in C^0(\mathbb{R}^N_{\geq 0}, \mathbb{R}_{\geq 0})$ such that $r_j(y, t) = q_j(y, t)y_i$. 
3.5. GEOMETRIC CONSERVATIVE

The GeCo methods are of the form

\[ y^{(i)} = y^n + \phi_i(y^n, t_n, \Delta t) \Delta t \sum_{j=1}^{i-1} a_{ij} f(y^{(j)}), \quad i = 1, \ldots, s, \quad \text{(GeCo)} \]

\[ y^{n+1} = y^n + \phi_{n+1}(y^n, t_n, \Delta t) \Delta t \sum_{j=1}^{s} b_{j} f(y^{(j)}), \]

see [MCD20], where we point out that our formulation includes non-autonomous biochemical problems. Note that \( \phi \) here corresponds to the function \( \Phi \) of [MCD20] divided by \( \Delta t \), and that the value of \( \phi_1 \) has no effect since \( a_{1j} = 0 \). The idea is to choose the functions \( \phi_i \) and \( \phi_{n+1} \) in a way that guarantees the positivity of the stages and the updated solution. At the same time, these functions must be chosen in a way that does not compromise the order of accuracy. Up to now, only conditions for first and second order GeCo schemes are available.

To interpret (GeCo) as a non-standard RK (NSRK) method, we absorb the factors \( \phi_i, \phi_{n+1} \) into the RK coefficients, which we can write formally in the notation of Section 3.1 via the coefficients:

\[ a_{ij}^{[1]}(y^n, t_n, \Delta t) = a_{ij} \phi_i(y^n, t_n, \Delta t), \quad b_{j}^{[1]}(y^n, t_n, \Delta t) = b_{j} \phi_{n+1}(y^n, t_n, \Delta t) \quad (3.20) \]

for \( i, j = 1, \ldots, s \). This means that the NS weights are \( \gamma_i^{[1]} = \phi_i \) and \( \delta_i = \phi_{n+1} \).

First Order GeCo Scheme For the construction of the NS weights of GeCo methods, the vector field \( f(y, t) = S r(y, t) \) is split into production and destruction parts as

\[ f(y, t) = f^{[P]}(y, t) - f^{[D]}(y, t), \quad f^{[P]}(y, t) = S^+ r(y, t), \quad f^{[D]}(y, t) = S^- r(y, t) \quad (3.21) \]

with \( S^+, S^- \geq 0 \). The first order GeCo scheme (GeCo1) applied to a general biochemical system (3.19), (3.21) is defined as

\[ y^{n+1} = y^n + \Delta t \varphi \left( \Delta t \sum_{i=1}^{N} \frac{f^{[D]}_i(y^n, t_n)}{y_i^n} \right) f(y^n, t_n), \quad \text{(GeCo1)} \]

where the function \( \varphi \in C^2 \) is defined as

\[ \varphi(x) = \begin{cases} 1 - e^{-x} \frac{1}{x}, & x > 0, \\ 1, & x = 0. \end{cases} \]

(3.22)

In the notation of a general GeCo method, we have

\[ \phi_{n+1}(y^n, t_n, \Delta t) = \varphi \left( \Delta t \sum_{i=1}^{N} \frac{f^{[D]}_i(y^n, t_n)}{y_i^n} \right). \]

Remark 3.11. Even though (GeCo1) can be interpreted as an NSARK method with \( \varphi \) being the NS weight, the scheme is not an additive method since the whole right-hand side \( f \) is weighted by the same factor. Hence, we are not in the position to apply Proposition 3.2 directly. However, considering the autonomous problem with \( \mathbf{F}(\mathbf{Y}) = (f(\mathbf{Y}), 1)^T \) and \( \mathbf{Y} = (y, t)^T \), one can see from (GeCo1) that the last
component of the method reads
\[ t_{n+1} = t_n + \Delta t \varphi \left( \Delta t \sum_{i=1}^{N} \frac{f_i^{[D]}(y^n, t_n)}{y_i^n} \right), \]
which is why it is not clear whether or not the condition for first order from [MCD20] is sufficient also for non-autonomous problems.

We also note that the NS weight is in \( C^1 \) whenever \( f^{[D]} \in C^1 \), so that we can also apply Theorem 2.3 to prove the order of convergence.

**Second Order GeCo Scheme** The second order GeCo (GeCo2) scheme for a general biochemical system (3.19), (3.21) is based on Heun’s methods and takes the form
\[
\begin{align*}
y^{(1)} &= y^n, \\
y^{(2)} &= y^n + \Delta t \varphi \left( \Delta t \sum_{i=1}^{N} \frac{f_i^{[D]}(y^n, t_n)}{y_i^n} \right) f(y^n, t_n), \\
y^{n+1} &= y^n + \frac{\Delta t}{2} \varphi \left( \Delta t \sum_{i=1}^{N} w_i^+(y^n, t_n) \right) \left( f(y^n, t_n) + f(y^{(2)}, t_n + \Delta t) \right),
\end{align*}
\]
\[(GeCo2)\]
where
\[ w_i^+(y^n, t_n) = \max(0, w_i(y^n, t_n)), \quad i = 1, \ldots, N \]
with
\[ w(y^n, t_n) = 2 \varphi \left( \Delta t \sum_{j=1}^{N} \frac{f_j^{[D]}(y^n, t_n)}{y_j^n} \right) f(y^n, t_n) - f(y^n, t_n) - f(y^{(2)}, t_n + \Delta t). \]
Since \( \varphi \) is in \( C^1 \) we see that \( w_i^+ \) is the composition of locally Lipschitz continuous mappings if \( f^{[D]} \in C^1 \), and hence, itself locally Lipschitz continuous. Thus, we can apply Theorem 2.3 to deduce the order of convergence.

Moreover, as discussed in Remark 3.11 for GeCo1, the order conditions derived in [MCD20] for GeCo2 hold for autonomous problems and it is not clear if the method is of second order for non-autonomous problems. Investigating this question for GeCo methods will be part of future work.

### 3.6 Generalized BBKS

The generalized BBKS (gBBKS) schemes, named after the authors Bruggeman, Burchard, Kooi and Sommeijer, were developed in [BBKS07, BRBM08, AKM20] and represent a class of schemes that are unconditionally positive while preserving all linear invariants of the underlying ordinary differential equation \( y' = f(y, t) \).

Similarly to GeCo methods, the idea is to weight the function \( f: \mathbb{R}^N \times \mathbb{R} \rightarrow \mathbb{R}^N \) with a positivity-preserving factor. As a result, gBBKS schemes can also be interpreted as NSRK methods with the positivity-preserving factor being the NS weight. So far, first and second order accurate methods have been constructed which we briefly review in the following.
First Order gBBKS Schemes

The first order gBBKS schemes (gBBKS1) can be written as

\[ y^{n+1} = y^n + \Delta t f(y^n, t_n) \left( \prod_{m \in M^n} \frac{y_{m}^{n+1}}{\sigma_m} \right)^r, \]

where \( r^n, \sigma_m > 0 \) are free parameters, but need to be chosen independently of \( y^{n+1} \), and

\[ M^n = \{ m \in \{1, \ldots, N\} \mid f_m(y^n, t_n) < 0 \}. \]

For instance, the BBKS1 scheme from [BBKS07, AKM20] is given by setting \( \sigma_m = y_m^n \) and \( r^n = 1 \). As discussed for GeCo methods in Remark 3.11, it is not straightforward to see whether or not the proven first order of (gBBKS1) is maintained for non-autonomous problems.

Moreover, as the number of factors in the NS weight \( \left( \prod_{m \in M^n} \frac{y_{m}^{n+1}}{\sigma_m} \right)^r \) depends on \( y^n \), further investigation is needed to conclude the order of convergence of the method by means of Theorem 2.3.

Second Order gBBKS Schemes

The second order gBBKS schemes, denoted by gBBKS2(\( \alpha \)), have a free parameter \( \alpha \geq \frac{1}{2} \) and can be written as

\[ y^{(1)} = y^n, \]
\[ y^{(2)} = y^n + \alpha \Delta t f(y^n, t_n) \left( \prod_{j \in J^n} \frac{y^{(2)}_j}{\pi_j^n} \right)^{\pi_j^n}, \]
\[ y^{n+1} = y^n + \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) f(y^n, t_n) + \frac{1}{2\alpha} f(y^{(2)}, t_n + \alpha \Delta t) \right) \left( \prod_{m \in M^n} \frac{y_{m}^{n+1}}{\sigma_m} \right)^r, \]

with \( \pi_j^n, q^n > 0 \) being free parameters chosen independently of \( y^{(2)} \), while we require \( \sigma_m, r^n > 0 \) to be independent of \( y^{n+1} \). To give an example, the BBKS2(1) scheme from [BRBM08, AKM20] uses \( \pi_m^n = \sigma_m^n = y_m^n \) and \( q^n = r^n = 1 \). Moreover, the sets \( J^n \) and \( M^n \) are given by

\[ J^n = \{ j \in \{1, \ldots, N\} \mid f_j(y^n, t_n) < 0 \}, \]
\[ M^n = \left\{ m \in \{1, \ldots, N\} \mid \left( 1 - \frac{1}{2\alpha} \right) f_m(y^n, t_n) + \frac{1}{2\alpha} f_m(y^{(2)}, t_n + \alpha \Delta t) < 0 \right\}. \]

We want to note that \( M^n \) always refers to the last step of the corresponding method. As before, the same concerns arise for (gBBKS2) when it comes to the order of convergence in general and in the case of non-autonomous problems.
Chapter 4

Order Conditions for NSARK Methods

In this chapter we are interested in deriving order conditions for general NSARK methods. As an application of the upcoming theory, we will reproduce known order conditions for MPRK and GeCo methods from [KM18a, KM18b, MCD20]. Additionally, we present reduced conditions for MPRK and GeCo schemes up to order four.

The main idea is to follow [But16] and to adapt Theorem 2.6 for schemes with solution-dependent coefficients.

4.1 Main Result on Order Conditions

In the appendix, we prove modified versions of theorems from [But16] to demonstrate that for an NSARK scheme we can take the formula for \( u \) from (2.13) and replace the constant coefficients with the solution-dependent ones from (NSARK), i.e. that the solution-dependent \( u = u(\tau, y^n, \Delta t) \) in the case of an NSARK method is given by

\[
\begin{align*}
    u(\tau, y^n, \Delta t) &= \sum_{\nu=1}^{N} \sum_{i=1}^{s} b_i^{[\nu]}(y^n, \Delta t) g_i^{[\nu]}(\tau, y^n, \Delta t), \\
    g_i^{[\nu]}([\mu], y^n, \Delta t) &= \delta_{\nu \mu}, \quad \nu, \mu = 1, \ldots, N, \\
    g_i^{[\nu]}([\tau_1, \ldots, \tau_l][\mu], y^n, \Delta t) &= \delta_{\nu \mu} \prod_{j=1}^{l} d_i(\tau_j, y^n, \Delta t), \quad \nu, \mu = 1, \ldots, N \quad \text{and} \\
    d_i(\tau, y^n, \Delta t) &= \sum_{\nu=1}^{N} \sum_{j=1}^{s} a_{ij}^{[\nu]}(y^n, \Delta t) g_j^{[\nu]}(\tau, y^n, \Delta t).
\end{align*}
\]

As a result of this claim, we would be in the position to formulate an analogous condition to (2.14) for an NSARK method to have an order of at least \( p \).

To prove our main result, we introduce in Theorem 4.1 a generalization of NB-series, in which the coefficients of the series are allowed to depend on \( y^n \) and \( \Delta t \). We note that such a series is not a Taylor expansion in \( \Delta t \), but instead can be understood as an asymptotic expansion in expressions depending on powers of \( \Delta t \) and the solution-dependent coefficients of the Butcher tableau. As a result of this approach, we do not require at this point any regularity of \( a_{ij}^{[\nu]}(y^n, \Delta t) \).
Theorem 4.1. Let \( d_i, g_i^{[\nu]} \) and \( u \) be defined as in (4.1) for \( i = 1, \ldots, s \) and \( \nu = 1, \ldots, N \). Suppose that for small enough \( \Delta t \) there exists a solution to the stage equations (NSARK) of the NSARK method, that \( f^{[\nu]} \in C^{p+1} \) for \( p \in \mathbb{N} \) is Lipschitz continuous, and that \( a_{ij}^{[\nu]} = \mathcal{O}(1) \) (with respect to \( \Delta t \), as \( \Delta t \to 0 \)) for all \( \nu = 1, \ldots, N \). Then the stages, stage derivatives and output of the NSARK method can be expressed as

\[
y(i) = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|r|}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) F(\tau)(y^n) + \mathcal{O}(\Delta t^{p+1}), \tag{4.2a}
\]

\[
\Delta t f^{[\nu]}(y(i)) = \sum_{\tau \in NT_p} \frac{\Delta t^{|r|}}{\sigma(\tau)} g_i^{[\nu]}(\tau, y^n, \Delta t) F(\tau)(y^n) + \mathcal{O}(\Delta t^{p+1}), \tag{4.2b}
\]

\[
y^{n+1} = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|r|}}{\sigma(\tau)} u(\tau, y^n, \Delta t) F(\tau)(y^n) + \mathcal{O}(\Delta t^{p+1}). \tag{4.2c}
\]

for \( i = 1, \ldots, s \) and \( \nu = 1, \ldots, N \).

Proof. We follow the idea from [But16, Theorem 313B]. For approximating the stage \( y(i) \), define the sequence

\[
y_{[0]}^{(i)} = y^n,
\]

\[
y_{[m]}^{(i)} = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} a_{ij}^{[\nu]}(y^n, \Delta t) f^{[\nu]}(y_{[m-1]}^{(j)}), \tag{4.3}
\]

where we want to point out that \( a_{ij}^{[\nu]}(y^n, \Delta t) \) here only depends on the solution \( y^n \), the step size \( \Delta t \) and, potentially, the assumed solution to the stage equations, but not on the iterates \( y_{[m]}^{(i)} \).

Next, we demonstrate that for \( m \leq p \), this expression for \( y_{[m]}^{(i)} \) agrees with the expression for \( y(i) \) from (4.2a) within an error of \( \mathcal{O}(\Delta t^{m+1}) \). For \( m = 0 \), this is obvious. By induction we suppose that

\[
y_{[m-1]}^{(i)} = y^n + \sum_{\tau \in NT_{m-1}} \frac{\Delta t^{|r|}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) F(\tau)(y^n) + \mathcal{O}(\Delta t^{m}).
\]

By Lemma B.3, we see that

\[
\Delta t f^{[\nu]}(y_{[m-1]}^{(i)}) = \sum_{\tau \in NT_m} \frac{\Delta t^{|r|}}{\sigma(\tau)} g_i^{[\nu]}(\tau, y^n, \Delta t) F(\tau)(y^n) + \mathcal{O}(\Delta t^{m+1}).
\]
4.1. MAIN RESULT ON ORDER CONDITIONS

Substituting this into (4.3), we see from (4.1) that

\[ y_{[m]}^{(i)} = y^n + \sum_{\tau \in NT_m} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} \sum_{j=1}^{N} a_{ij}^{[\nu]}(y^n, \Delta t) g_j^{[\nu]}(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{m+1}) \]

\[ = y^n + \sum_{\tau \in NT_m} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{m+1}). \tag{4.4} \]

We have shown now that (4.4) is true for all \( m \leq p \). Indeed, by the same reasoning we have even proven that

\[ y_{[m]}^{(i)} = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{p+1}) \quad \text{for all } m \geq p. \]

Moreover, for \( \Delta t \) small enough we know that \( a_{ij}^{[\nu]} \) is bounded since we assumed \( a_{ij}^{[\nu]}(y^n, \Delta t) = O(1) \) as \( \Delta t \to 0 \). Together with the Lipschitz continuity of \( f^{[\nu]} \), we thus conclude that for small enough \( \Delta t \) the iteration (4.3) is a contraction with \( y^{(i)} = \lim_{m \to \infty} y_{[m]}^{(i)} \) being the unique limit. Thus, for \( \Delta t \) small enough and \( \epsilon = \Delta t^{p+1} > 0 \), there exist \( N_\epsilon \in \mathbb{N} \) such that \( \|y_{[m]}^{(i)} - y^{(i)}\| < \Delta t^{p+1} \) for all \( m \geq N_\epsilon \). Without loss of generality we can choose \( N_\epsilon \geq p \), so that we find \( m \geq p \). This implies that

\[ y^{(i)} = y_{[m]}^{(i)} + O(\Delta t^{p+1}) = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{p+1}), \]

from which equation (4.2a) follows. Furthermore, (4.2b) then follows from Lemma B.3. Finally, computing \( y^{n+1} \) according to (NSARK), also taking into account equation (4.1), we obtain

\[ y^{n+1} = y^n + \sum_{j=1}^{N} b_j^{[\nu]}(y^n, \Delta t) \Delta t f^{[\nu]}(y^{(j)}) \]

\[ = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} \sum_{j=1}^{N} b_j^{[\nu]}(y^n, \Delta t) g_j^{[\nu]}(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{p+1}) \]

\[ = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{|\tau|}}{\sigma(\tau)} u(\tau, y^n, \Delta t) F(\tau)(y^n) + O(\Delta t^{p+1}), \]

finishing the proof. \( \square \)

Note that under the assumptions of this theorem, any solution of the stage equations has the same expansion up to the order \( p \). Moreover, we obtain the following order conditions as a result of this theorem, where the expression \( A^{[\nu]}(y^n, \Delta t) = O(1) \) should be understood component-wise and in the limit \( \Delta t \to 0 \).
Corollary 4.2. Let \( u \) be defined as in (4.1) and \( f^{[\nu]} \in C^{p+1} \) for \( \nu = 1, \ldots, N \) be Lipschitz continuous. Furthermore, let \( A^{[\nu]}(y^n, \Delta t) = O(1) \). If the stage equations of the NSARK method possess a solution for small enough \( \Delta t \), then the NSARK scheme (NSARK) is of order at least \( p \) if and only if

\[
\begin{align*}
\frac{1}{\gamma(\tau)} + O(\Delta t^{p+1-|\tau|}), & \quad \forall \tau \in NT_p.
\end{align*}
\]

Corollary 4.3. Under the assumptions of Theorem 4.1, if

\[
\begin{align*}
a^{[\nu]}_{ij}(y^n, \Delta t) = a^{[\nu]}_{ij} + O(\Delta t^{p-1}) & \quad \text{and} & & b^{[\nu]}_j(y^n, \Delta t) = b^{[\nu]}_j + O(\Delta t^p),
\end{align*}
\]

for \( i, j = 1, \ldots, s \) and \( \nu = 1, \ldots, N \), the NSARK method (NSARK) applied to autonomous problems is of order \( p \), if \( A^{[\nu]} = (a^{[\nu]}_{ij})_{i,j=1,\ldots,s}, b^{[\nu]} = (b^{[\nu]}_1, \ldots, b^{[\nu]}_N) \) define an ARK method of order \( p \).

Proof. Inserting the assumptions into (NSARK) yields

\[
\begin{align*}
y^{(i)}(t) & = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} a^{[\nu]}_{ij} f^{[\nu]}(y^{(j)}(t)) + O(\Delta t^p), \\
y^{n+1} & = y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} b^{[\nu]}_j f^{[\nu]}(y^{(j)}(t)) + O(\Delta t^{p+1}).
\end{align*}
\]

According to Theorem 4.1 and Lemma B.3 we see

\[
\Delta t f^{[\nu]}(y^{(i)}) = \sum_{\tau \in NT_p} \frac{\Delta t^{[\tau]}}{\sigma(\tau)} g^{[\nu]}_i(\tau) F(\tau)(y^n) + O(\Delta t^{p+1}).
\]

Consequently, (2.13) implies that

\[
y^{n+1} = y^n + \sum_{\tau \in NT_p} \frac{\Delta t^{[\tau]}}{\sigma(\tau)} u(\tau) F(\tau)(y^n) + O(\Delta t^{p+1}).
\]

Finally, since the corresponding underlying ARK scheme is of order \( p \) the claim follows.

In order to grasp the condition (4.5) from Corollary 4.2, we collect the value of \( u \) for all \( \tau \in NT_4 \) in Table 4.1.

Remark 4.4. Using Corollary 4.2 and Table 4.1, the condition for \( p = 1 \) reads

\[
\begin{align*}
\sum_{i=1}^{s} b^{[\mu]}_i(y^n, \Delta t) = 1 + O(\Delta t), & \quad \mu = 1, \ldots, N.
\end{align*}
\]

For \( p = 2 \) we find the conditions

\[
\begin{align*}
\sum_{i=1}^{s} b^{[\mu]}_i(y^n, \Delta t) a^{[\nu]}_{ij}(y^n, \Delta t) = \frac{1}{2} + O(\Delta t), & \quad \mu, \nu = 1, \ldots, N.
\end{align*}
\]
and for $p = 3$ we obtain

$$\sum_{i=1}^{s} b_i^{[\mu]} (y^n, \Delta t) = 1 + \mathcal{O}(\Delta t^3), \quad \mu = 1, \ldots, N,$$

$$\sum_{i,j=1}^{s} b_i^{[\mu]} (y^n, \Delta t) a_{ij}^{[\nu]} (y^n, \Delta t) = \frac{1}{2} + \mathcal{O}(\Delta t^2), \quad \mu, \nu = 1, \ldots, N,$$

$$\sum_{i,j,k=1}^{s} b_i^{[\mu]} (y^n, \Delta t) a_{ij}^{[\nu]} (y^n, \Delta t) a_{jk}^{[\xi]} (y^n, \Delta t) = \frac{1}{3} + \mathcal{O}(\Delta t), \quad \mu, \nu, \xi = 1, \ldots, N,$$

$$\sum_{i,j,k,l=1}^{s} b_i^{[\mu]} (y^n, \Delta t) a_{ij}^{[\nu]} (y^n, \Delta t) a_{jk}^{[\xi]} (y^n, \Delta t) a_{kl}^{[\tau]} (y^n, \Delta t) = \frac{1}{6} + \mathcal{O}(\Delta t), \quad \mu, \nu, \xi, \tau = 1, \ldots, N.$$

(4.8)

As we derive also 4th order conditions for GeCo and MPRK schemes in the next
sections, we also present the general conditions for \( p = 4 \) reading

\[
\sum_{i=1}^{s} b_{i}^{[p]}(y^n, \Delta t) = 1 + O(\Delta t^4),
\]

\[
\sum_{i,j=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^3),
\]

\[
\sum_{i,j,k=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t) = \frac{1}{3} + O(\Delta t^2),
\]

\[
\sum_{i,j,k,l=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t)a_{kl}^{[p]}(y^n, \Delta t) = \frac{1}{6} + O(\Delta t^2),
\]

\[
\sum_{i,j,k,l=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t)a_{kl}^{[p]}(y^n, \Delta t) = \frac{1}{8} + O(\Delta t),
\]

\[
\sum_{i,j,k,l=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t)a_{kl}^{[p]}(y^n, \Delta t) = \frac{1}{4} + O(\Delta t),
\]

\[
\sum_{i,j,k,l=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t)a_{kl}^{[p]}(y^n, \Delta t) = \frac{1}{4} + O(\Delta t),
\]

\[
\sum_{i,j,k,l=1}^{s} b_{i}^{[p]}(y^n, \Delta t)a_{ij}^{[p]}(y^n, \Delta t)a_{jk}^{[p]}(y^n, \Delta t)a_{kl}^{[p]}(y^n, \Delta t) = \frac{1}{12} + O(\Delta t)
\]

for \( \mu, \nu, \xi, \eta = 1, \ldots, N \).

### 4.1.1 Application to Geometric Conservative Methods

In this section we derive the known order conditions for Geometric Conservative (GeCo) schemes [MCD20] and present for the first time order conditions for 3rd and 4th order.

As GeCo schemes are NSRK methods we can interpret them formally as NSRK methods in order to use Corollary 4.2. The resulting order conditions can easily be simplified somewhat, using the fact that the original coefficients \( a_{ij}, b_{ij} \) satisfy traditional RK order conditions. In view of (3.20), the first condition is

\[
\sum_{i=1}^{s} b_{i}\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^p),
\]

which implies simply \( \phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^p) \). This turns out to allow us to neglect the factor \( \phi_{n+1} \) in all the remaining order conditions. For instance, the next condition is

\[
\sum_{i=1}^{s} b_{i}c_{i}\phi_{n+1}(y^n, \Delta t)\phi_{i}(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^{p-1}),
\]

which is equivalent to

\[
\sum_{i=1}^{s} b_{i}c_{i}\phi_{i}(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^{p-1}).
\]
4.1. MAIN RESULT ON ORDER CONDITIONS

With more work, we can use these conditions to obtain direct conditions on the functions $\phi$ for specific cases of $s$ and $p$, as demonstrated in the following theorem.

**Theorem 4.5.** Let $A, b$ be the coefficients of an explicit RK scheme of order $p$ with $s$ stages satisfying $\sum_{j=1}^{s} a_{ij} = c_i$. Assume $\phi_i(y^n, \Delta t) = O(1)$ as $\Delta t \to 0$ for $i = 2, \ldots, s$ and that $f \in C^{p+1}$ is Lipschitz continuous. Then

a) if $p = 1$, (GeCo) is of order 1 if and only if $\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t)$.

b) if $p = s = 2$, (GeCo) is of order 2 if and only if $\phi_2(y^n, \Delta t) = 1 + O(\Delta t)$ and $\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^2)$.

c) if $p = s = 3$, (GeCo) is of order 3 if and only if

\[
\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^3),
\]

\[
\sum_{i=2}^{3} b_i c_i \phi_i(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^2),
\]

\[
\phi_i(y^n, \Delta t) = 1 + O(\Delta t), \quad i = 2, 3.
\]

d) if $p = s = 4$, (GeCo) is of order 4 if and only if

\[
\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^4),
\]

\[
\sum_{i=2}^{4} b_i c_i \phi_i(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^3),
\]

\[
\phi_i(y^n, \Delta t) = 1 + O(\Delta t^2), \quad i = 2, 3, 4.
\]

**Proof.** First of all, the assumptions of Theorem 4.1 and Corollary 4.2 are met. Thus, we can use the order conditions (4.6) to (4.9) as a basis of this proof.

a) Substituting $\sum_{i=1}^{s} b_i = 1$ into (4.6) yields $\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t)$.

b) Using $\sum_{i=1}^{s} b_i = 1$ now in (4.7) together with $\sum_{j=1}^{s} a_{ij} = c_i$, the order conditions reduce to

\[
\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^2),
\]

and

\[
\sum_{i=1}^{s} b_i \phi_{n+1}(y^n, \Delta t) c_i \phi_i(y^n, \Delta t) = \frac{1}{2} + O(\Delta t).
\]

The latter condition can be further simplified to

\[
b_2 c_2 \phi_2(y^n, \Delta t) = \frac{1}{2} + O(\Delta t),
\]

since $s = 2$ and $\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^2)$. As $b_2 c_2 = \frac{1}{2}$, this means that

\[
\phi_2(y^n, \Delta t) = 1 + O(\Delta t).
\]
c) Similar as before we obtain from (4.8) the simplified conditions

\[
\phi_{n+1}(y^n, \Delta t) = 1 + O(\Delta t^3),
\]

\[
\sum_{i=2}^{3} b_i c_i \phi_i(y^n, \Delta t) = \frac{1}{2} + O(\Delta t^2),
\]

\[
\sum_{i=2}^{3} b_i c_i^2 (\phi_i(y^n, \Delta t))^2 = \frac{1}{3} + O(\Delta t),
\]

\[
\sum_{i,j=2}^{3} b_i a_{ij} c_j \phi_i(y^n, \Delta t) \phi_j(y^n, \Delta t) = \frac{1}{6} + O(\Delta t),
\]

which by Lemma B.4 with \( N = 1 \), \( \gamma_1^{(i)} = \phi_i(y^n, \Delta t) \) and \( \delta_1 = \phi_{n+1}(y^n, \Delta t) \) are equivalent to the conditions stated in the Theorem.

d) As in the previous part, the conditions (4.9) are simplified resulting in (B.6) with \( N = 1 \), \( \gamma_1^{(i)} \) and \( \delta_1 \) as before. These conditions are then reduced by Lemma B.5 resulting in the conditions given in this theorem.

\[ \square \]

With this result, we have shown that the conditions from [MCD20, Theorem 1] are also necessary. Moreover, we provided the very first necessary and sufficient order conditions for the construction of 3rd and 4th order GeCo schemes.

### 4.1.2 Application to Modified Patankar–Runge–Kutta Methods

As we have discussed in Section 3.2, modified Patankar–Runge–Kutta methods (MPRK) originally were constructed for conservative and positive PDS of the form (2.21). Moreover, we concluded in that section that we may assume without loss of generality that the PDS is autonomous.

Until now, sufficient and necessary order conditions for MPRK schemes only up to order three were constructed and in the context of autonomous PDS. However, these order conditions are also valid in the context of a non-autonomous PDRS, as the NS weights are either the same as in the PDS case or equal to 1, see (3.2).

Thus, in order to obtain order conditions for even higher order MPRK schemes in the context of a PDRS, we actually can restrict to autonomous PDS where the solution-dependent Butcher tableau is determined by

\[
a_{ij}^{[\nu]}(y^n, \Delta t) = a_{ij} \frac{y_{(j)}^{(i)}}{\pi_{\nu}^{(i)}} \quad \text{and} \quad b_j^{[\nu]}(y^n, \Delta t) = b_j \frac{y_{(n+1)}^{(i)}}{\sigma_{\nu}}.
\]

Note that, since \( a_{ij} = 0 \), the value of \( \pi_{\nu}^{(1)} \) has no effect. In order to apply Theorem 4.1 and Corollary 4.2, we show in the next lemma that the stages are uniquely determined for any \( \Delta t \geq 0 \) and that \( A^{[\nu]}(y^n, \Delta t) = O(1) \). The key observation to prove this is that \( \pi_{\nu}^{(i)}, \sigma_{\nu} \) are positive even for \( \Delta t = 0 \) by definition. Moreover, we assume that the PWDs are continuous functions of \( y^n \) and the stages, that is \( \pi_{\nu}^{(i)} = \pi_{\nu}^{(i)}(y^n, y^{(1)}, \ldots, y^{(i-1)}) \) and \( \sigma_{\nu} = \sigma_{\nu}(y^n, y^{(1)}, \ldots, y^{(s)}) \), which is fulfilled by the PWDs introduced so far. Also, as we will apply the lemma in the context of the local error analysis, we may start with some \( y^n \) representing the exact solution at a given time level \( t_n \).
Lemma 4.6. An MPRK scheme (3.8) with a given positive vector $y^n$ has uniquely determined stages and satisfies $y^{(i)}, y^{n+1} = O(1)$ as $\Delta t \to 0$. Moreover, if $p_{ki}, d_{ki}, \pi_{\nu}^{(i)}(y^n, y^{(1)}, \ldots, y^{(i-1)}), \sigma_{\nu}(y^n, y^{(1)}, \ldots, y^{(s)}) > 0$ are continuous functions of $y^n$ and the stages, then $\pi_{\nu}^{(i)}, \sigma_{\nu} = O(1)$ for $i, \nu = 1, \ldots, N$. In addition, the modified Butcher coefficients from (3.6) satisfy $A^{[\nu]}(y^n, \Delta t) = O(1)$ and $b^{[\nu]}(y^n, \Delta t) = O(1)$.

Proof. According to Lemma 3.7, there exist unique matrices $M^{(i)}$, $i = 1, \ldots, s$ and $M$, with inverses in $O(1)$ as $\Delta t \to 0$, such that the stage vectors satisfy the equations $y^{(i)} = (M^{(i)})^{-1} y^n = O(1)$ and $y^{n+1} = M^{-1} y^n = O(1)$. Now, since $p_{ki}, d_{ki}, \pi_{\nu}^{(i)}, \sigma_{\nu} \in C$, we conclude by induction over $i$ that the stage vectors are continuous functions of $\Delta t$ themselves by pointing out that every entry in $M^{(i)}, M$ is a continuous function of $\Delta t$. Hence, even $\pi_{\nu}^{(i)}$ and $\sigma_{\nu}$ are continuous functions of $\Delta t$, so that we conclude $\pi_{\nu}^{(i)} = O(1)$ and $\sigma_{\nu} = O(1)$ as $\Delta t \to 0$. Since even $\pi_{\nu}^{(i)}, \sigma_{\nu} > 0$ for $\Delta t = 0$, we deduce from the continuity in $\Delta t$ that there is a positive lower bound also for $\Delta t > 0$ small enough. This gives us $\frac{\pi_{\nu}}{\sigma_{\nu}} = O(1)$ and $\frac{y^{n+1}}{\sigma_{\nu}} = O(1)$, from which the claim follows.

Using this lemma and Corollary 4.2 we are able to provide necessary and sufficient conditions for arbitrary high order NSARK schemes, to which MPRK methods belong. However, those conditions are in general implicit, since the NS weights depend on the stages. In the next two subsections, for specific classes of MPRK methods we reformulate these conditions to be explicit.

Remark 4.7. At this point we should discuss the situation mentioned in Remark 3.9. To prove an analogue of Corollary 4.2 for MPRK schemes based on a Butcher tableau with partially negative entries, we first note that Remark 2.7 tells us that using the index function (3.5) to switch the PWDs corresponds to switching the colors in the corresponding N-tree. Now, since the condition (4.5) needs to be satisfied for all colored N-trees in $NT_p$, the order conditions for MPRK schemes do not depend on the sign of the Butcher tableau.

Order Conditions for MPRK Schemes from the Literature

In this subsection we focus on reformulating the order conditions from our theory deriving the sufficient and necessary conditions from the literature, that is the conditions up to order three. Note that, as discussed in Remark 4.7, the order conditions for an MPRK scheme do not depend on the sign of the entries of the Butcher tableau. In the following, we thus assume without loss of generality that $A, b \geq 0$, so that we can use the representation (3.8) of the MPRK scheme. Furthermore, we assume throughout this section that $f^{[\nu]}$ is Lipschitz continuous for all $\nu = 1, \ldots, N$ and $\sum_{j=1}^{s} a_{ij} = c_i$.

First we give a lemma that we will repeatedly use throughout this section without further notice.

Lemma 4.8. For given scalars $x, y$ with $y \neq 0$ the identity

$$\frac{x + O(\Delta t^p)}{y + O(\Delta t^p)} = \frac{x}{y} + O(\Delta t^p)$$

holds true.
Proof. Let \( f, g = O(\Delta t^p) \). Then, as \( y \neq 0 \), we find
\[
\frac{x + f(\Delta t)}{y + g(\Delta t)} - \frac{x}{y} = \frac{y f(\Delta t) - x g(\Delta t)}{y(\Delta t) + g(\Delta t))} = \frac{f(\Delta t) - x g(\Delta t)}{y(\Delta t) + g(\Delta t))}.
\]
Now since \( \lim_{\Delta t \to 0} g(\Delta t) = 0 \), the denominators of both fractions on the right-hand side tend to constants as \( \Delta t \to 0 \). By definition, we know \( \lim_{\Delta t \to 0} \frac{f(\Delta t)}{\Delta t^p} < \infty \) and \( \lim_{\Delta t \to 0} \frac{g(\Delta t)}{\Delta t^p} < \infty \). Thus, the claim follows from
\[
\limsup_{\Delta t \to 0} \frac{x + f(\Delta t)}{y + g(\Delta t)} - \frac{x}{y} \leq \limsup_{\Delta t \to 0} \frac{f(\Delta t)}{y + g(\Delta t))} + \limsup_{\Delta t \to 0} \frac{x g(\Delta t)}{y(\Delta t) + g(\Delta t))} < \infty.
\]

To formulate the conditions up to the order \( p = 3 \), we observe from the general conditions (4.6), (4.7) and (4.8) that we should expand \( a[^{[\nu]}_{ij}](\nu^n, \Delta t) \) up to an error of \( O(\Delta t^2) \). As we will see, it suffices for our current purposes to assume \( y[^{(i)}_{\nu}] = 1 + O(\Delta t) \) for deriving these expansions.

**Lemma 4.9.** Let \( a[^{[\nu]}_{ij}](\nu^n, \Delta t) = a[^{[\nu]}_{ij}](\nu^n, \Delta t) \), where \( \nu^n \) is the \( i \)th stage of an MPRK method (3.8). Moreover, let \( \nu[^{[\nu]}_{i}] \in C^2 \) for \( \nu = 1, \ldots, N \), and \( f = \sum_{\nu=1}^{N} f[^{[\nu]}_{i}] \) be the right-hand side of (2.5). If
\[
y[^{(i)}_{\nu}] = 1 + O(\Delta t), \quad \nu = 1, \ldots, N,
\]
then
\[
y[^{(i)}_{\nu}] = y[^{(i)}_{\nu}] + \Delta t c_i f[^{(i)}_{\nu}](\nu^n) + O(\Delta t^2), \quad \nu = 1, \ldots, N,
\]
and in particular,
\[
a[^{[\nu]}_{ij}](\nu^n, \Delta t) = a[^{[\nu]}_{ij}](\nu^n, \Delta t) + \Delta t c_i f[^{(i)}_{\nu}](\nu^n) + O(\Delta t^2), \quad \nu = 1, \ldots, N.
\]

**Proof.** The conditions for applying Theorem 4.1 with \( k = 1 \) are met due to Lemma 4.6, so that we can use the expansion of the stages to obtain
\[
y[^{(i)}_{\nu}] = y[^{(i)}_{\nu}] + \Delta t \sum_{\mu=1}^{N} d[^{[\mu]}_{i}](\nu^n, \Delta t)(F[^{[\mu]}_{i}](\nu^n, \Delta t)) + O(\Delta t^2), \quad \nu = 1, \ldots, N.
\]
Next, we substitute our assumption for the Patankar weights into \( a[^{[\nu]}_{ij}](\nu^n, \Delta t) \) to receive
\[
a[^{[\nu]}_{ij}](\nu^n, \Delta t) = a[^{[\nu]}_{ij}](\nu^n, \Delta t) + a[^{(i)}_{\nu}] + O(\Delta t), \quad \mu = 1, \ldots, N
\]
and find
\[
d[^{[\mu]}_{i}](\nu^n, \Delta t) = \sum_{\nu=1}^{N} \sum_{j=1}^{s} a[^{[\nu]}_{ij}](\nu^n, \Delta t) g[^{[\nu]}_{j}](\nu^n, \Delta t) = \sum_{j=1}^{s} a[^{[\nu]}_{ij}](\nu^n, \Delta t)
\]
and
\[
\sum_{j=1}^{s} a[^{(i)}_{\nu}] + O(\Delta t) = c_i + O(\Delta t).
\]
Finally, the claim follows from \( \sum_{\mu=1}^{N} F([\mu])(y^n) = \sum_{\mu=1}^{N} f^\mu(y^n) = f(y^n) \). \( \square \)

Another helpful result for deriving the known order conditions from the literature is the following.

**Lemma 4.10.** Let \( A, b, c \) describe an explicit \( s \)-stage Runge–Kutta method of at least order \( p \) for some \( p \in \mathbb{N} \). Consider the corresponding MPRK scheme (3.8) and assume \( F \in C^{p+1} \). If the MPRK method is of order \( p \), then \( \sigma_\mu = (NB_{p-1}(\frac{1}{\gamma}, y^n))_\mu + O(\Delta t^p), \quad \mu = 1, \ldots, N. \)

This means that \( \sigma_\mu \) defines an embedded method of order \( p - 1 \).

**Proof.** The MPRK scheme is of order \( p \), i.e. \( y^{n+1} = NB_p(\frac{1}{\gamma}, y^n) + O(\Delta t^{p+1}) \). Next, according to Lemma 4.6 we can apply Corollary 4.2 to see
\[
u_n^{\mu+1} = \sum_{j=1}^{s} b_j \frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t^p)
\]
for \( \mu = 1, \ldots, N \), which is equivalent to \( \frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t^p) \) for \( \mu = 1, \ldots, N \) as \( \sum_{j=1}^{s} b_j = 1 \). Using Lemma 4.6 once again we find \( \sigma_\mu = O(1) \) yielding
\[
\sigma_\mu = y^{n+1}_\mu + O(\Delta t^p) = (NB_{p-1}(\frac{1}{\gamma}, y^n))_\mu + O(\Delta t^p), \quad \mu = 1, \ldots, N.
\]
\( \square \)

We are now in the position to derive the known order conditions from [KM18a, KM18b] for MPRK schemes up to order 3.

**Theorem 4.11.** Let \( f^\nu \in C^2 \) for \( \nu = 1, \ldots, N \) and \( A, b, c \) describe an explicit \( s \)-stage Runge–Kutta method of order at least 1. The corresponding MPRK scheme (3.8) is of order at least 1 if and only if
\[
\sigma_\mu = y^{n+1}_\mu + O(\Delta t), \quad \mu = 1, \ldots, N. \tag{4.11}
\]

**Proof.** The condition (4.6) for an MPRK scheme to be at least of order \( p = 1 \) reads
\[
u_n^{\mu+1} = \sum_{j=1}^{s} b_j \frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t), \quad \mu = 1, \ldots, N,
\]
which can be simplified to \( u([\mu], y^n, \Delta t) = \frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t) \) for \( \mu = 1, \ldots, N \) as \( \sum_{j=1}^{s} b_j = 1 \). From Lemma 4.10 the condition \( \sigma_\mu = y^{n+1}_\mu + O(\Delta t) \) for \( \mu = 1, \ldots, N \) can be deduced.

Now let (4.11) be satisfied. It follows immediately from Lemma 4.6 and (4.2c) that \( y^{n+1}_\mu = y^{n}_\mu + O(\Delta t) \). Comparing with (4.11), this gives us
\[
u_n^{\mu+1} = \frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t)
\]
for \( \mu = 1, \ldots, N \) proving that (4.11) is sufficient and necessary. \( \square \)
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Theorem 4.12. Let $f^{[\nu]} \in C^3$ for $\nu = 1, \ldots, N$ and $A, b, c$ describe an explicit 2-stage Runge–Kutta method of order two. Then the corresponding MPRK scheme (3.8) is of order two if and only if

$$
\begin{align*}
\pi^{(2)}_\nu &= y^n_\nu + O(\Delta t), \quad \nu = 1, \ldots, N, \quad (4.12a) \\
\sigma_\mu &= \left(\text{NB}_1(\frac{1}{\gamma}, y^n)\right)_\mu + O(\Delta t^2), \quad \mu = 1, \ldots, N. \quad (4.12b)
\end{align*}
$$

Proof. First we reduce the necessary and sufficient conditions for $p = 2$ from (4.7), which state

$$
\begin{align*}
&u([\mu], y^n, \Delta t) = \sum_{i=1}^s b_i y^{n+1}_\mu \sigma_\mu = 1 + O(\Delta t^2), \quad \mu = 1, \ldots, N, \\
&u([\nu][\mu], y^n, \Delta t) = \sum_{i,j=1}^s b_i a_{ij} y^{(i)}_\mu y^{(i)}_{\pi^{(i)}_\nu} = \frac{1}{2} + O(\Delta t), \quad \mu, \nu = 1, \ldots, N.
\end{align*}
$$

Since $\sum_{i=1}^s b_i = 1$, the first equation can be reduced to $\frac{y^{n+1}_\mu}{\sigma_\mu} = 1 + O(\Delta t^2)$ for $\mu = 1, \ldots, N$. Plugging this information into the second condition and using $\sum_{i,j=1}^s a_{ij} = c_i$, we end up with the condition $\sum_{i=1}^s b_i c_i y^{(i)}_{\pi^{(i)}_\nu} = \frac{1}{2} + O(\Delta t)$ for $\nu = 1, \ldots, N$. Since we assumed $s = 2$, we can use $c_1 = 0$ to obtain the equivalent conditions

$$
\begin{align*}
\frac{y^{n+1}_\mu}{\sigma_\mu} &= 1 + O(\Delta t^2), \\
\frac{y^{(2)}_\nu}{\pi^{(2)}_\nu} &= 1 + O(\Delta t)
\end{align*}
$$

for $\mu, \nu = 1, \ldots, N$.

To prove the claim, first assume that the MPRK scheme has order $p = 2$. Then Lemma 4.9 and Lemma 4.10 yield the conditions from (4.12).

Now let (4.12) be satisfied. Using (4.12a) and Lemma 4.6 together with the expansion (4.2a) of the stages we see $y^{(2)}_\nu = y^n_\nu + O(\Delta t)$, and hence,

$$
\frac{y^{(2)}_\nu}{\pi^{(2)}_\nu} = 1 + O(\Delta t).
$$

Moreover, with (4.12b) we can apply Theorem 4.11 to find that the scheme is at least first order accurate, that is $y^{n+1}_\nu = \left(\text{NB}_1(\frac{1}{\gamma}, y^n)\right)_\nu + O(\Delta t^2)$. Comparing with (4.12b) we end up with $\frac{y^{n+1}_\nu}{\sigma_\mu} = 1 + O(\Delta t^2)$. \hfill $\square$

As one can see, the stage-dependent conditions for second order are

$$
\begin{align*}
\frac{y^{n+1}_\mu}{\sigma_\mu} &= 1 + O(\Delta t^2), \\
\frac{y^{(2)}_\nu}{\pi^{(2)}_\nu} &= 1 + O(\Delta t)
\end{align*}
$$

and were reformulated in the above Theorem. Similarly, the simplified conditions from (B.4) with $\gamma^{(i)}_\nu = \frac{y^{(i)}_\nu}{\pi^{(i)}_\nu}$ and $\delta_\mu = \frac{y^{n+1}_\mu}{\sigma_\mu}$ are, by means of Lemma B.4, equivalent.
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to
\[
\frac{y_{\mu}^{n+1}}{\sigma_{\mu}} = 1 + O(\Delta t^3), \quad \mu = 1, \ldots, N, \quad (4.13a)
\]
\[
\sum_{i=2}^{3} b_i c_i \frac{y_{\pi(i)}^{(i)}}{\pi_{\nu(i)}^{(i)}} = \frac{1}{2} + O(\Delta t^2), \quad \nu = 1, \ldots, N, \quad (4.13b)
\]
\[
\frac{y_{\pi(i)}^{(i)}}{\pi_{\nu(i)}^{(i)}} = 1 + O(\Delta t), \quad \nu = 1, \ldots, N, \quad i = 2, 3. \quad (4.13c)
\]

The next theorem decodes these conditions reformulating them in an explicit form.

**Theorem 4.13.** Let \( A, b, c \) describe an explicit 3-stage RK scheme and let \( f^{[\nu]} \in C^4 \) for \( \nu = 1, \ldots, N \). Then the corresponding MPRK scheme (3.8) is at least of order \( p = s = 3 \) if and only if

\[
\sigma_{\mu} = (NB_2(\frac{1}{\gamma}, y^n))_{\mu} + O(\Delta t^3), \quad \mu = 1, \ldots, N, \quad (4.14a)
\]
\[
\sum_{i=2}^{3} b_i c_i \frac{y_{\pi(i)}^{(i)}}{\pi_{\nu(i)}^{(i)}} = \frac{1}{2} + O(\Delta t^2), \quad \nu = 1, \ldots, N, \quad (4.14b)
\]
\[
\pi_{\nu(i)}^{(i)} = y_{\nu}^{n} + O(\Delta t), \quad \nu = 1, \ldots, N, \quad i = 2, 3. \quad (4.14c)
\]

**Proof.** We now show that the conditions (4.13) are equivalent to (4.14). First, assuming (4.13) is fulfilled, the MPRK scheme is of order 3. Thus, Lemma 4.10 implies (4.14a). Finally, with (4.13c) we are in the position to apply Lemma 4.9, which, together with (4.13b), yield the conditions (4.14c) and (4.14b).

Let’s now suppose that (4.14) holds. The condition (4.13c) follows from (4.14c) and the expansion (4.2a) for the stages. Having derived (4.13c), we can apply Lemma 4.9 to obtain

\[
y_{\nu(i)}^{(i)} = y_{\nu}^{n} + \Delta t c_i f_{\nu}(y^n) + O(\Delta t^2), \quad \nu = 1, \ldots, N.
\]

Together with (4.14b) we can thus conclude (4.13b). Therefore, it remains to deduce condition (4.13a).

First of all, (4.14a) and Theorem 4.11 imply that the MPRK scheme is of order at least 1, which means that \( y^{n+1} = NB_1(\frac{1}{\gamma}, y^n) + O(\Delta t^2) \). Comparing with (4.14a), we see

\[
\frac{y_{\mu}^{n+1}}{\sigma_{\mu}} = 1 + O(\Delta t^3), \quad \mu = 1, \ldots, N.
\]

Moreover, since we have already shown (4.13c), we can now verify that condition (4.7) is fulfilled which means that the MPRK scheme is even second order accurate. Therefore, we find \( y^{n+1} = NB_2(\frac{1}{\gamma}, y^n) + O(\Delta t^3) \), so that a comparison with (4.14a) gives us (4.13a).

We have now derived all known order conditions for MPRK schemes from the literature and even proved that they are valid for MPRK schemes based on \( A \) and \( b \) with negative entries, see Remark 4.7.
Reduced Order Conditions for 4th Order MPRK Methods

The main idea in deriving the known conditions for 3rd order MPRK schemes was to use Lemma B.4 for reducing the order conditions (4.8) and then substituting the expansions for the stages to obtain conditions depending only on $y^n$ and $\Delta t$.

Similarly, we are in the position to derive conditions for 4th order by first using Lemma B.5 to reduce the order conditions (4.9). Now, in order to eliminate the dependency of the conditions on the stages, we need to expand $a_{ij}^{[\nu]}(y^n, \Delta t)$ up to an error of $\mathcal{O}(\Delta t^3)$ giving an analogue to Lemma 4.9. However, since equation (B.7) in Lemma B.5 gives us $\gamma^{(i)}_\nu = 1 + \mathcal{O}(\Delta t^2)$, we will see that it suffices to prove the following lemma assuming $\frac{y^{(i)}_\nu}{\pi^{(i)}_\nu} = 1 + \mathcal{O}(\Delta t^2)$.

Lemma 4.14. Let $a_{ij}^{[\nu]}(y^n, \Delta t) = a_{ij}^{[\nu]} \frac{y^{(i)}_\nu}{\pi^{(i)}_\nu}$, where $y^{(i)}$ is the $i$th stage of an MPRK method (3.8). Moreover, let $f^{[\nu]} \in C^3$ for $\nu = 1, \ldots, N$, and $f = \sum_{\nu=1}^{N} f^{[\nu]}$ be the right-hand side of (2.5). If

$$ \frac{y^{(i)}_\nu}{\pi^{(i)}_\nu} = 1 + \mathcal{O}(\Delta t^2), \quad \nu = 1, \ldots, N, $$

then

$$ y^{(i)}_\nu = y^{(i)}_n + \Delta t c_i f^{(i)}(y^n) + \frac{1}{2} \Delta t^2 \sum_{k=1}^{s} a_{ik} c_k \left( Df(y^n) f(y^n) \right)_\nu + \mathcal{O}(\Delta t^3), \quad \nu = 1, \ldots, N, $$

and in particular,

$$ a_{ij}^{[\nu]}(y^n, \Delta t) = a_{ij}^{[\nu]} y^{(i)}_\nu + \Delta t c_i f^{(i)}(y^n) + \frac{3}{2} \Delta t^2 \sum_{k=1}^{s} a_{ik} c_k \left( Df(y^n) f(y^n) \right)_\nu + \mathcal{O}(\Delta t^3) $$

for $\nu = 1, \ldots, N$.

Proof. The conditions for applying Theorem 4.1 with $k = 2$ are met due to Lemma 4.6, so that we can use the expansion of the stages to obtain

$$ y^{(i)}_\nu = y^{(i)}_n + \Delta t \sum_{\mu=1}^{N} d_{i}^{[\mu]}(y^{[\mu]}(y^n), \Delta t) (F^{[\mu]}(y^n))_\nu + \frac{1}{2} \Delta t^2 \sum_{\mu, \eta=1}^{N} d_{i}^{[\mu][\eta]} (y^{[\mu]}, y^{[\eta]}, \Delta t) \left( F^{[\mu]}(y^{[\eta]})(y^n) \right)_\nu + \mathcal{O}(\Delta t^3) $$

(4.15)

for $\nu = 1, \ldots, N$. Moreover, we know that

$$ a_{ij}^{[\nu]}(y^n, \Delta t) = a_{ij}^{[\nu]} \frac{y^{(i)}_\nu}{\pi^{(i)}_\nu} = a_{ij} + \mathcal{O}(\Delta t^2), \quad \mu = 1, \ldots, N $$

(4.16)

as well as

$$ d_{i}^{[\mu]}(y^{[\mu]}, \Delta t) = \sum_{j=1}^{s} a_{ij}^{[\mu]}(y^n, \Delta t) = \sum_{j=1}^{s} a_{ij} + \mathcal{O}(\Delta t^2) = c_i + \mathcal{O}(\Delta t^2) $$

(4.17)

by following the lines of the proof of Lemma 4.9. Moreover, in that proof we have already seen that $\sum_{\mu=1}^{N} F^{[\mu]}(y^n) = f(y^n)$ so that we obtain the intermediate
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result
\[ y_{\nu}^{(i)} = y_{\nu}^{n} + \Delta t c_{i} f_{\nu}(y^{n}) \]
\[ + \frac{1}{2} \Delta t^{2} \sum_{\mu, \eta=1}^{N} d_{i} \left( \left[ y^{n} \right]^{\mu} , y^{n}, \Delta t \right) \left( \mathcal{F} \left[ \left[ y^{n} \right]^{\mu} \right] (y^{n}) \right)_{\nu} + O(\Delta t^{3}). \]

Turning to the coefficient of \( \Delta t^{2} \), we first point out that, according to (4.1), we have
\[ d_{i} \left( \left[ y^{n} \right]^{\mu} , y^{n}, \Delta t \right) = \sum_{j=1}^{s} a_{ij}(y^{n}, \Delta t)g_{j}^{[\mu]} \left( \left[ y^{n} \right]^{\mu} , y^{n}, \Delta t \right) = \sum_{j=1}^{s} a_{ij}c_{j} + O(\Delta t^{2}), \]
where we used (4.16) and (4.17). Finally, using (2.12) we obtain
\[ \sum_{\mu, \eta=1}^{N} \mathcal{F} \left( \left[ y^{n} \right]^{\mu} \right)(y^{n}) = \sum_{\mu=1}^{N} \sum_{i=1}^{d} \partial_{i1}f^{[\mu]}(y^{n})f_{i1}(\eta)(y) \]
\[ = \sum_{\mu=1}^{N} Df^{[\mu]}(y^{n}) \sum_{\eta=1}^{N} f^{[\eta]}(y^{n}) = Df(y^{n})f(y^{n}). \]

The claim follows after substituting these equations into (4.15).

With that lemma we now derive sufficient and necessary conditions for 4th order MPRK schemes.

The simplified conditions for an MPRK method of order 4 are given by (B.6) with \( \gamma_{\nu}^{(i)} = \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}} \) and \( \delta_{\mu} = \frac{y_{\mu}^{n+1}}{\pi_{\mu}} \). Using Lemma B.5 these conditions are equivalent to
\[ \frac{y_{\mu}^{n+1}}{\pi_{\mu}} = 1 + O(\Delta t^{4}), \quad \mu = 1, \ldots, N, \quad (4.18a) \]
\[ \sum_{i=2}^{4} b_{i}c_{i} \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}} = \frac{1}{2} + O(\Delta t^{3}), \quad \nu = 1, \ldots, N, \quad (4.18b) \]
\[ \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}} = 1 + O(\Delta t^{2}), \quad \nu = 1, \ldots, N, \quad i = 2, 3, 4. \quad (4.18c) \]

However, these conditions again depend on the stages. The next theorem gives us equivalent conditions depending only on \( y^{n} \) and \( \Delta t \).
Theorem 4.15. Let $A, b, c$ describe an explicit 4-stage RK scheme of order 4 with $\sum_{i=1}^{s} a_{ij} = c_i$, and let $f^{[\nu]} \in C^5$ for $\nu = 1, \ldots, N$. Then the corresponding MPRK scheme (3.8) is at least of order $p = s = 4$ if and only if for $\mu, \nu = 1, \ldots, N$ and $i = 2, 3, 4$ we have

\[
\sigma_{\mu} = (NB_3(\frac{1}{\gamma}, y^n))_{\mu} + O(\Delta t^4),
\]

\[
\sum_{i=2}^{4} b_i c_i y^n_{\nu} + \Delta t c_i f_{\nu}(y^n) + \frac{1}{2} \Delta t^2 \sum_{k=1}^{4} a_{ik} c_k (Df(y^n)f(y^n))_{\nu} = \frac{1}{2} + O(\Delta t^3),
\]

(4.19a)

(4.19b)

(4.19c)

Proof. We start by assuming that (4.18) is fulfilled and note that this part works along the same lines as in Theorem 4.13. Nevertheless, we present it here for the sake of completeness.

Now, since (4.18) holds, the MPRK scheme is of order 4. Thus, Lemma 4.10 implies (4.19a). Finally, with (4.18c) we are in the position to apply Lemma 4.14, which, together with (4.18b), yield the conditions (4.19c) and (4.19b).

Let’s now suppose that (4.19) holds. Using the expansion (4.2a) for the stages, we first observe with (4.19c) that

\[
y_{\nu}^{(i)} = y^n_{\nu} + \Delta t c_{i} f_{\nu}(y^n) + O(\Delta t^2),
\]

and thus, comparing with (4.19c), we derived

\[
y_{\nu}^{(i)} = y^n_{\nu} + \Delta t c_{i} f_{\nu}(y^n) + O(\Delta t^2).
\]

(4.19c)

As a direct consequence of this and (4.19b), we thus conclude (4.18b). Therefore, it remains to deduce condition (4.18a). First of all, (4.19a) and Theorem 4.11 imply that the MPRK scheme is of order at least 1, i.e. $y^{n+1} = NB_1(\frac{1}{\gamma}, y^n) + O(\Delta t^2)$. Comparing with (4.19a), we see

\[
y_{\mu}^{n+1} / \sigma_{\mu} = 1 + O(\Delta t^2), \quad \mu = 1, \ldots, N.
\]

Moreover, since we have already shown (4.18c), we can now verify that condition (4.7) is fulfilled which means that the MPRK scheme is even second order accurate. Therefore, we find $y^{n+1} = NB_2(\frac{1}{\gamma}, y^n) + O(\Delta t^3)$, so that a comparison with (4.19a) gives us

\[
y_{\mu}^{n+1} / \sigma_{\mu} = 1 + O(\Delta t^3), \quad \mu = 1, \ldots, N.
\]

Finally, using this and (4.18c) once again, we even fulfill the conditions (4.8) proving the 3rd order accuracy of the scheme, that is $y^{n+1} = NB_3(\frac{1}{\gamma}, y^n) + O(\Delta t^4)$.

Comparing a last time with (4.19a) gives us (4.18a).

With this proof, we obtain for the first time necessary and sufficient order conditions for 4th order MPRK methods. A first intuitive, yet rather expensive way of achieving 4th order would be to use lower order MPRK methods for the computation of the PWDs. In particular, we propose the following method based
on the classical Runge–Kutta method described by the Butcher tableau

\[
\begin{array}{cccc}
0 & 1 & 2 & 1 \\
\frac{1}{2} & 0 & 1 & \frac{3}{2} \\
\frac{1}{2} & 0 & 0 & 1 \\
1 & \frac{1}{6} & \frac{1}{3} & \frac{1}{3} \frac{1}{6} \\
\end{array}
\]

as a proof of concept scheme. We know that the PWD \(\sigma\) needs to be a third order approximation to \(y^{n+1}\), for which we use the MPRK43(0.5, 0.75) method derived in [KM18b]. Within this method, there is a second order scheme embedded, which we denote by \(\hat{\sigma}\) and use to compute \(\pi^{(i)}\) for \(i = 2, 3, 4\) using \(c_i\Delta t\) as a time step, resulting in \(\frac{\hat{y}^{(i)}}{y^{(i)}} = 1 + O(\Delta t^3)\). Now, according to Corollary 4.3 the overall method is of order 4.

The third order scheme returns \(\hat{y}\) and consists of solving 4 linear systems, where \(\hat{\sigma}\) requires solving 2 systems. However, as \(c_4 = 1\), we can actually use \(\pi^{(4)} = \hat{\sigma}\), and since \(c_2 = c_3\) we can use \(\pi^{(2)} = \pi^{(3)}\). Finally, the MP trick applied to the classical RK method also adds 4 linear systems to our list. Altogether \(\pi^{(2)}\) and \(\pi^{(3)}\) yield a total of 2 linear systems, \(\pi^{(4)} = \hat{\sigma}\) and \(\sigma = \hat{y}\) need the solution of 4 linear systems and the MP approach applied to the classical RK scheme results in another 4 linear systems giving us a total of 10 stages and linear systems to solve. The optimal amount of linear systems of course would be 4 and to reduce the number of linear systems to be solved will be part of my future work. An indication that this is possible is given by MPDeC methods where fourth order is obtained by 7 stages for Gauss–Lobatto nodes. Nevertheless, our first attempt has as many stages as MPDeCEQ(4).

The experimental order of convergence of our first fourth order MPRK method, denoted by MPRKord4, is verified in Figure 4.1, where the linear system

\[y'(t) = \left( \begin{smallmatrix} -5 & 1 \\ 5 & -1 \end{smallmatrix} \right) y(t), \quad y(0) = \left( \begin{smallmatrix} 0.9 \\ 0.1 \end{smallmatrix} \right)\]  \hspace{1cm} (4.20)

is solved on \([0, 1.75]\) as suggested in [KM18b]. We plot the error of the numerical solution at the final time \(t_{\text{end}} = 1.75\), where the reference solution was computed with the MATLAB ODE solver \texttt{ode45} using \texttt{RelTol} = 1e-13 and \texttt{AbsTol} = 1e-13.

![Error plot](image)

**Figure 4.1:** Error plot of MPRKord4 applied to (4.20). The error was computed at \(t_{\text{end}} = 1.75\) using \texttt{ode45} as a reference solution.
Chapter 5

Stability Theory

5.1 Test Equations and Properties

As discussed in Section 2.3 and Section 2.4, we are interested in the stability properties of the positivity-preserving methods reviewed in Chapter 3 when applied to positive linear systems of ordinary differential equations \( y' = \Lambda y \). Before we formulate assumptions on the system matrix \( \Lambda = (\lambda_{ij})^{1 \leq i,j \leq N} \), we introduce the algebraic multiplicity \( \mu_{\Lambda}(\lambda) \) of the eigenvalue \( \lambda \in \sigma(\Lambda) \) as well as the corresponding geometric multiplicity \( \gamma_{\Lambda}(\lambda) \), where

\[
\sigma(\Lambda) \subseteq \mathbb{C}^- = \{ z \in \mathbb{C} | \text{Re}(z) \leq 0 \}
\]
denotes the spectrum of \( \Lambda \).

In view of Theorem 2.15 for the hyperbolic case, we are particularly interested in problems possessing linear invariants such as conservativity. As mentioned in Section 2.6, the presence of \( k > 0 \) linear invariants means that there exist linearly independent vectors \( n_1, \ldots, n_k \in \mathbb{R}^N \setminus \{0\} \) such that \( n_i^T y(t) = n_i^T y^0 \) for all \( t \geq 0 \), or equivalently \( n_i^T \Lambda = 0 \) for \( i = 1, \ldots, k \). Note that the existence of \( k \) linear invariants is given if and only if \( k = \dim(\ker(\Lambda^T)) = \dim(\ker(\Lambda)) \). The presence of \( k \) linear invariants means that \( \gamma_{\Lambda}(0) = k \), so that we consider in the following systems of the form

\[
y' = \Lambda y, \quad \Lambda \neq 0, \quad \Lambda - \text{diag}(\Lambda) \geq 0, \quad \mu_{\Lambda}(0) = \gamma_{\Lambda}(0) = k, \quad (5.1)
\]
together with the initial condition

\[
y(0) = y^0 > 0, \quad (5.2)
\]
where \( \text{diag}(\Lambda) \) denotes the diagonal of \( \Lambda \). In particular, \( \Lambda - \text{diag}(\Lambda) \geq 0 \) means that \( \Lambda \) is a so-called Metzler matrix [Lue79], which is sufficient and necessary to guarantee the positivity of the analytic solution. Moreover, in the presence of linear invariants, the conditions \( \mu_{\Lambda}(0) = \gamma_{\Lambda}(0) \) and \( \sigma(\Lambda) \subseteq \mathbb{C}^- \) are necessary for the stability of steady states of \( y' = \Lambda y \), see Theorem 2.11. To give an example, the IVP

\[
y'(t) = \begin{pmatrix} -a & b \\ a & -b \end{pmatrix} y(t), \quad y(0) = y^0 \in \mathbb{R}^2_{>0}, \quad (5.3)
\]
with \( a,b \geq 0 \) and \( a + b > 0 \) describes all nontrivial positive and conservative linear problems in \( N = 2 \). To include also non-conservative systems with a linear
invariant we may consider

\[ y'(t) = \begin{pmatrix} -a & bc \\ ac & -b \end{pmatrix} y(t), \]  

(5.4)

where \( c > 0 \).

We want to note that if \( k = 0 \), then the only steady state is \( y^* = 0 \). As we discuss in the following remark, this steady state is then asymptotically stable.

**Remark 5.1.** First, we want to mention that at least one diagonal element of \( \Lambda \) is negative. Otherwise we find \( \text{diag}(\Lambda) \geq 0 \), and hence, \( \Lambda \geq 0 \). Then, due to \( \mu_\Lambda(0) = \gamma_\Lambda(0) = k \) and \( \Lambda \neq 0 \) we find that \( k < N \), and thus, there exists a nonzero eigenvalue of \( \Lambda \). Therefore, \( \Lambda \) is not similar to a strictly upper triangular matrix. Utilizing a generalization of the Perron–Frobenius Theorem \([\text{Var00}, \text{Theorem 2.20}]\) yields that \( \Lambda \) possesses a positive eigenvalue contradicting \( \sigma(\Lambda) \subseteq \mathbb{C}^- \). This means that \( \Lambda \) is a so-called proper Metzler Matrix, i.e. a Metzler matrix \( \Lambda \) with at least one negative diagonal element. Consequently, \([\text{BF04}, \text{Theorem 10, Corollary 11}]\) yields

\[ \sigma(\Lambda) \subseteq B = \left\{ z \in \mathbb{C} \mid |z - r| \leq |r|, r = \min_{j=1,...,N} \lambda_{jj} \right\}, \]

where \( r < 0 \) follows since \( \Lambda \) is a proper Metzler matrix. Thus, we obtain \( \text{Re}(\lambda) < 0 \) as well as \( \text{arg}(\lambda) \in (\pi, \frac{3}{2} \pi) \) for all \( 0 \neq \lambda \in \sigma(\Lambda) \). Finally, if \( k = 0 \) holds in (5.1), it follows from Theorem 2.11 that \( y^* = 0 \) is asymptotically stable.

Now, since we want to generalize A-stability, we may speak of stable methods rather than stating that all steady states become stable fixed points. A precise definition for positivity-preserving methods is given in the following.

**Definition 5.2.** Let (5.1), (5.2) with \( k > 0 \) fulfill the requirements for the application of a given one-step method with generating map \( g : \mathbb{R}^N_{>0} \to \mathbb{R}^N_{>0} \).

- The one-step method is called **conditionally stable**, if there exists a \( c > 0 \) such that any \( y^* \in \ker(\Lambda) \cap \mathbb{R}^N_{>0} \) is a Lyapunov stable fixed point of \( g \) for all \( 0 < \Delta t < c \).
- If the method is conditionally stable and \( c > 0 \) can be chosen arbitrarily large, we call the method **unconditionally stable**.
- If all \( y^* \in \ker(\Lambda) \cap \mathbb{R}^N_{>0} \) are unstable fixed points of \( g \), we call the method **unstable**.

**Remark 5.3.** In the above definition it is assumed that the one-step method can be applied to the system to (5.1), (5.2). For conservative schemes this requires \( 1 \in \ker(\Lambda^T) \). It is also worth mentioning that not being conditionally stable implies instability if the method is linear. However, this does not need to be true for nonlinear one-step methods as we will discuss later.

### 5.2 Main Theorem for Stability

In this section we provide a theorem for the investigation of stability, defined in Section 2.4, of the numerical methods from Chapter 3 applied to stable positive linear systems (5.1) with \( k > 0 \).

As a consequence of the presence of linear invariants, \( 0 \) is always an eigenvalue of \( \Lambda \) which implies the existence of nontrivial steady state solutions \( y^* \). For every
reasonable time integration scheme $y^{n+1} = g(y^n)$, these steady state solutions have to be fixed points. The common way to study the stability of a fixed point $y^*$ of $g$ is to compute the eigenvalues of the Jacobian $Dg(y^*)$. It is well-known that the fixed point $y^*$ is asymptotically stable if the spectral radius $\rho$ of the Jacobian satisfies $\rho(Dg(y^*)) < 1$, see Theorem 2.15. Unfortunately, the existence of linear invariants leads to non-hyperbolic fixed points $y^*$ of the numerical scheme, i.e. the Jacobian $Dg(y^*)$ has at least one eigenvalue $\lambda$ with $|\lambda| = 1$.

If the time integration scheme applied to (5.1) results in a linear iteration

$$y^{n+1} = R(\Delta t, \Lambda)y^n,$$

as is the case for Runge–Kutta schemes, the stability of the non-hyperbolic fixed point $y^*$ is again fully determined by the eigenvalues of the Jacobian

$$Dg(y^*) = R(\Delta t, \Lambda)$$

as discussed in Remark 2.14.

Unfortunately, the application of higher-order positivity-preserving schemes to the linear system (5.1) results in a nonlinear iteration of the form

$$y^{n+1} = R(\Delta t, \Lambda, y^n)y^n,$$

see [OH17] for an illustrative example. For such iterations the stability is not fully determined by the eigenvalues of the Jacobian, see for instance Example 2.17. Hence, the stability analysis of these numerical methods requires the investigation of non-hyperbolic fixed points of a nonlinear iteration. This is significantly more demanding compared to the linear case.

One way to study the stability of non-hyperbolic fixed points of nonlinear iterations is the center manifold theory from [MM76, Car81, Ioo79], reviewed in Section 2.5. This theory states that the stability of a non-hyperbolic fixed point can be determined by studying the iteration on a lower-dimensional invariant manifold, the center manifold.

To avoid the application of the center manifold theory to each positivity-preserving scheme separately, we present a theorem which provides sufficient conditions for the stability of all such methods. Thereby, the main assumption of this new theorem published in [IKM22b] is that the fixed points of the nonlinear iteration form a linear subspace of $\mathbb{R}^N$. This is a reasonable requirement due to the fact that the steady states of the underlying differential equation (5.1) also form a linear subspace of dimension $k > 0$, whenever $k$ linear invariants are present. The theorem contains two main statements. First, the existence of $k$ linear invariants implies that $\lambda = 1$ is an eigenvalue of the Jacobian $Dg(y^*)$ of multiplicity at least $k$ and the non-hyperbolic fixed point $y^*$ is stable, if the remaining $N-k$ eigenvalues have absolute value less than one. Second, if the numerical scheme preserves all $k$ linear invariants, then the iterates locally converge to the unique steady state of the initial value problem (5.1), (5.2). Furthermore, it is worth mentioning that the new theorem can directly be used for the stability analysis of time integration schemes in the context of nonlinear systems of differential equations as we will discuss in Remark 5.5.

In addition, we want to emphasize at this point that it is not sufficient to assess the stability of a higher-order positivity-preserving scheme in terms of a
linear system of the form

\[ y' = \left( \begin{array}{cc} \lambda & 0 \\ -\lambda & 0 \end{array} \right) y, \quad y(0) = y^0 > 0, \quad \lambda \in \mathbb{R}^- \]  

which can be seen as a adaptation of Dahlquist’s equation

\[ y' = \lambda y, \quad \lambda \in \mathbb{C}^- \]

originally introduced in [Dah63], to linear conservative systems. One example for this fact is given in [IKM22a], where the so-called MPRK22ncs(\(\alpha\)) schemes are investigated. These methods differ from original MPRK schemes in the non-conservative stages (ncs). To be precise, the stages are only treated with the Patankar-trick for guaranteeing unconditional positivity while the modification is only applied to the last step. The total method is still conservative and positive, however the linear systems for the stages are easier to solve. Now, these methods are proven to be \(L_0\)-stable in the following sense. Applied to the conservative system (5.5) the state variable \(y^n_1\) satisfies

\[ y^{n+1}_1 = R(\Delta t \lambda) y^n_1 \]

with

\[ R(z) = \frac{(1 - \alpha z)^{1 - \frac{1}{\alpha}}}{(1 - \alpha z)^{1 - \frac{1}{\alpha}} - z(1 - (\alpha - \frac{1}{2})z)}, \]

so that \(\lim_{z \to -\infty} R(z) = 0\) and \(|R(z)| \leq 1\) for all \(z \leq 0\) and \(\alpha \geq \frac{1}{2}\). In total this means that the first component represents the behavior of the numerical scheme applied to the Dahlquist equation for \(\lambda \in \mathbb{R}^-\) and satisfies all conditions for a scheme to be \(L_0\)-stable, see [TGA96]. Nevertheless, in [IKM22a] it is proved that MPRK22ncs(\(\alpha\)) face severe time step restrictions for \(\alpha < 1\) in order to be stable when applied to a general two-dimensional linear positive and conservative system (5.3), which was also used in [IKM21] for studying the linearization of MPRK22 schemes. Hence, to understand the stability behavior of such nonlinear schemes, one should directly investigate the system (5.1).

**Main Result for Stability**

In this subsection we make use of the center manifold theory to investigate the stability of fixed points \(y^*\) of a numerical scheme \(y^{n+1} = g(y^n)\) with \(g: D \to D\) and \(D \subseteq \mathbb{R}^N\). To that end, we assume that there exists a neighborhood \(D \subseteq D\) of \(y^*\) such that \(g|_D \in C^1\) has first derivatives that are Lipschitz continuous on \(D\), so we can apply Theorem 2.18. Based on this assumption, Theorem 5.4 below yields a sufficient condition for the Lyapunov stability of \(y^*\) based on the eigenvalues of the corresponding Jacobian \(Dg(y^*)\). If \(g\) in addition conserves all linear invariants of \(\Lambda\) from (5.1), i.e. \(n^T g(y) = n^T y\) for all \(y \in D\) whenever \(n^T \Lambda = 0\), then Theorem 5.4 also states that the numerical scheme locally converges towards the unique steady state \(y^*\) of (5.1), (5.2).

For a compact notation we introduce the matrix

\[ N = \begin{pmatrix} n_1^T \\ \vdots \\ n_k^T \end{pmatrix} \in \mathbb{R}^{k \times N} \]  

(5.6)
with \( n_1, \ldots, n_k \) being a basis of \( \ker(\Lambda^T) \) as well as the set
\[
H = \{ y \in \mathbb{R}^N \mid Ny = Ny^* \}
\] (5.7)
and point out that for \( y \in H \cap D \) we have \( g(y) \in H \cap D \), if and only if \( g \) conserves all linear invariants.

**Theorem 5.4.** Let \( \Lambda \in \mathbb{R}^{N \times N} \) be such that \( \ker(\Lambda) = \text{span}(v_1, \ldots, v_k) \) represents a \( k \)-dimensional subspace of \( \mathbb{R}^N \) with \( k > 0 \). Also, let \( y^* \in \ker(\Lambda) \) be a fixed point of \( g : D \to D \) where \( D \subseteq \mathbb{R}^N \) contains a neighborhood \( D \) of \( y^* \). Moreover, let any element of \( C = \ker(\Lambda) \cap D \) be a fixed point of \( g \) and suppose that \( g|_D \in C^1 \) as well as that the first derivatives of \( g \) are Lipschitz continuous on \( D \). Then \( Dg(y^*)v_i = v_i \) for \( i = 1, \ldots, k \) and the following statements hold.

a) If the remaining \( N-k \) eigenvalues of \( Dg(y^*) \) have absolute values smaller than 1, then \( y^* \) is stable.

b) Let \( H \) be defined by (5.7) and \( g \) conserve all linear invariants, which means that \( g(y) \in H \cap D \) for all \( y \in H \cap D \). If additionally the assumption of a) is satisfied, then there exists a \( \delta > 0 \) such that \( y^0 \in H \cap D \) and \( \| y^0 - y^* \| < \delta \) imply \( y^n \to y^* \) as \( n \to \infty \).

Before we prove the above theorem we want to emphasize in the next remark that its application is not restricted to linear systems of differential equations (5.1).

**Remark 5.5.** Let us consider a general system of autonomous ordinary differential equations \( y' = f(y) \in \mathbb{R}^N \) with \( k > 0 \) linear invariants determined by \( n_1, \ldots, n_k \) and a \( k \)-dimensional subspace \( V = \text{span}(v_1, \ldots, v_k) \subseteq \{ y \in \mathbb{R}^N \mid f(y) = 0 \} \). In the following, we construct a matrix \( \Lambda \) such that \( \ker(\Lambda) = V \) as well as \( \ker(\Lambda^T) = \text{span}(n_1, \ldots, n_k) \), and thus are in the position to apply Theorem 5.4.

As \( \Lambda \) is uniquely determined by its operation on a basis of \( \mathbb{R}^N \) we first set \( \Lambda v_i = 0 \) for \( i = 1, \ldots, k \) so that \( \ker(\Lambda) = V \) is satisfied. To find an expression for \( \text{Im}(\Lambda) \) we make use of \( \text{Im}(\Lambda) = (\ker(\Lambda^T))^{\perp} = (\text{span}(n_1, \ldots, n_k))^{\perp} \). Using the matrix notation (5.6), this means that \( s \in \text{Im}(\Lambda) \) if and only if \( Ns = 0 \), or equivalently \( s \in \ker(N) \). Since \( \dim(\ker(N)) = N - k \), there exist linearly independent vectors \( s_1, \ldots, s_{N-k} \) with \( \text{Im}(\Lambda) = \text{span}(s_1, \ldots, s_{N-k}) \), and hence, there exist linearly independent vectors \( w_1, \ldots, w_{N-k} \) such that \( \Lambda w_i = s_i \) for \( i = 1, \ldots, N - k \). As a consequence, setting \( W = \text{span}(w_1, \ldots, w_{N-k}) \subseteq \mathbb{R}^N \) yields \( V \oplus W = \mathbb{R}^N \). Altogether, \( V \) and \( W \) uniquely determine the matrix \( \Lambda \) satisfying \( \ker(\Lambda) = V \) and \( \ker(\Lambda^T) = \text{span}(n_1, \ldots, n_k) \). Hence, Theorem 5.4 is not restricted to linear systems.

**Proof of Theorem 5.4.** First, we show \( Dg(y^*)v_i = v_i \) for \( i = 1, \ldots, k \). Since \( g \) is differentiable in \( y^* \in D \) the directional derivatives \( \partial_v g(y^*) = Dg(y^*)v \) exist for all directions \( v \in \mathbb{R}^N \) and for \( i = 1, \ldots, k \) we find
\[
Dg(y^*)v_i = \partial_v g(y^*) = \lim_{h \to 0} \frac{1}{h} (g(y^* + hv_i) - g(y^*)).
\]
For \( |h| \) small enough, we see that \( y^* + hv_i \in C \) because of the following. First of all \( y^* + hv_i \in \ker(\Lambda) \) holds for all \( h \in \mathbb{R} \), so that we have to show that \( y^* + hv_i \in D \) for \( |h| \) small enough. Since \( y^* \in D \), there exists a \( \gamma > 0 \) such that the open ball
Thus, the spectrum of $B_\gamma(y^\ast)$ with center $y^\ast$ and radius $\gamma$ satisfies $B_\gamma(y^\ast) \subseteq \mathcal{D}$. Choosing $|h| < \frac{\gamma}{\|v_i\|}$ we find

$$\|y^\ast + hv_i - y^\ast\| \leq |h|\|v_i\| < \gamma,$$

such that $y^\ast + hv_i \in \ker(A) \cap B_\gamma(y^\ast) \subseteq \ker(A) \cap \mathcal{D} = C$ is a fixed point of $g$. Hence,

$$Dg(y^\ast)v_i = \lim_{h \to 0} \frac{1}{h}(y^\ast + hv_i - y^\ast) = v_i,$$

which shows that $v_i$ is an eigenvector of $Dg(y^\ast)$ with associated eigenvalue 1. Thus, the spectrum of $Dg(y^\ast)$ contains the eigenvalue 1 with a multiplicity of at least $k$.

a) We now assume that the remaining $N - k$ eigenvalues of $Dg(y^\ast)$ have absolute values smaller than 1. Next we introduce the matrix of generalized eigenvectors $S$ where the first $k$ columns are given by the basis vectors $v_1, \ldots, v_k$ of $\ker(A)$. Thus, we obtain

$$S^{-1}Dg(y^\ast)S = J$$

with the Jordan normal form $J$ of $Dg(y^\ast)$. We want to point out that the upper left $k \times k$ block of $J$ is the identity matrix, since the $k$ basis vectors $v_1, \ldots, v_k$ of $\ker(A)$ are eigenvectors with associated eigenvalue 1.

We want to use the Theorem 2.18 a) in combination with Theorem 2.19 to conclude that $y^\ast$ is a stable fixed point. The theorems require a map $G$ of form (2.18), which shall be obtained from $g$ by means of an affine linear transformation. We consider the affine transformation

$$T: \mathbb{R}^N \to \mathbb{R}^N, \quad y \mapsto w = T(y) = S^{-1}(y - y^\ast),$$

where the inverse transformation $T^{-1}$ is given by $T^{-1}(w) = Sw + y^\ast$. By construction, $\ker(A)$ is mapped onto the subspace spanned by the first $k$ unit vectors $e_1, \ldots, e_k$ of $\mathbb{R}^N$, as for $y^\ast = \sum_{i=1}^k t_i v_i \in \ker(A)$ we find

$$T\left(\sum_{i=1}^k r_i v_i\right) = S^{-1}\left(\sum_{i=1}^k r_i v_i - y^\ast\right) = S^{-1}\left(\sum_{i=1}^k (r_i - t_i) v_i\right) = \sum_{i=1}^k (r_i - t_i) S^{-1} v_i = \sum_{i=1}^k (r_i - t_i) e_i$$

for arbitrary choices of $r_1, \ldots, r_k \in \mathbb{R}$. In particular, $y^\ast$ is mapped to the origin.

In order to use Theorem 2.18, we have to define an appropriate $C^1$-map $G: \mathcal{M} \to \mathbb{R}^N$. Therefore we define $\mathcal{M} = T(\mathcal{D})$ which is a neighborhood of the origin since $T$ is an invertible affine linear map. In particular, we use

$$G: T(\mathcal{D}) \to \mathbb{R}^N, \quad G(w) = T(g(T^{-1}(w)))$$

and observe that the origin is a fixed point of $G$. To represent $G$ in the form (2.18), we use $g(y^\ast) = y^\ast$ and write $g$ as

$$g(y) = g(y^\ast) + Dg(y^\ast)(y - y^\ast) + R(y) = y^\ast + Dg(y^\ast)(y - y^\ast) + R(y),$$

(5.10)
where the remainder $R(y)$ can be written as

$$R(y) = g(y) - y^* - Dg(y^*)(y - y^*).$$

In particular, we have

$$R(y^*) = 0, \quad DR(y^*) = 0. \quad (5.11)$$

By inserting (5.10) in (5.9) we obtain

$$G(w) = S^{-1}(Dg(y^*)(T^{-1}(w) - y^*) + R(T^{-1}(w)))
= S^{-1}Dg(y^*)Sw + S^{-1}R(T^{-1}(w))$$

and using (5.8) yields

$$G(w) = Jw + S^{-1}R(T^{-1}(w)) = \begin{pmatrix} I \\ R \end{pmatrix} w + S^{-1}R(T^{-1}(w)), \quad (5.12)$$

where $I \in \mathbb{R}^{k \times k}$ and $R \in \mathbb{R}^{(N-k) \times (N-k)}$ and $\rho(R) < 1$ as $N - k$ eigenvalues of $Dg(y^*)$ have absolute values smaller than 1. Setting $w = (w_1, w_2)^T$ with $w_1 \in \mathbb{R}^k$, $w_2 \in \mathbb{R}^{N-k}$ and $(w_1, w_2) \in T(D)$, (5.12) can be rewritten as

$$G(w_1, w_2) = \begin{pmatrix} Uw_1 + u(w_1, w_2) \\ Vw_2 + v(w_1, w_2) \end{pmatrix} \quad (5.13)$$

with

$$U = I, \quad u(w_1, w_2) = (S^{-1}R(T^{-1}(w_1, w_2)))_{1:k},$$
$$V = R, \quad v(w_1, w_2) = (S^{-1}R(T^{-1}(w_1, w_2)))_{k+1:N}, \quad (5.14)$$

where we defined $v_{l:m} = (v_1, \ldots, v_m)^T$ for a vector $v$ and $l \leq m$. Each eigenvalue of $U$ has absolute value 1 and those of $V$ have absolute values smaller than 1. Furthermore, utilizing $T^{-1}(0, 0) = y^*$ we conclude from (5.11) that $u(0, 0) = v(0, 0) = 0$, since $R(y^*) = 0$. Moreover, we have $Du(0, 0) = Dv(0, 0) = 0$, since $DR(y^*) = 0$. Altogether this demonstrates that (5.12) is of form (2.18), which is necessary for applying the center manifold theory.

Now, the center manifold theorem 2.18 a) states that for some $\epsilon > 0$ there exists a $C^1$ function $h: \mathbb{R}^k \to \mathbb{R}^{N-k}$ with $h(0) = 0$ and $Dh(0) = 0$, such that $(w_1^0, w_2^1)^T = G(w_1^0, h(w_1^0))$ implies $w_2 = h(w_1^0)$ for $\|w_1^0\|, \|w_1^1\| < \epsilon$.

In the following we make use of the fact that the center manifold is given by

$$\{(w_1, w_2) \in \mathbb{R}^N \mid w_2 = 0, \|w_1\| < \epsilon\}, \quad (5.15)$$

i.e. $h(w_1) = 0$, for a sufficiently small $\epsilon > 0$, which can be shown with Theorem 2.20. The function $\Phi: \mathbb{R}^k \to \mathbb{R}^{N-k}$, $\Phi(w_1) = 0$ satisfies $\Phi(0) = 0$ and $D\Phi(0) = 0$. In order to compute $h$ we first prove that all points $(w_1, 0) \in T(D)$ are fixed points of $G$. Note, that points $(w_1, 0) \in T(D)$ even
As a last step, we show that the above conclusions imply that the fixed point of the iteration scheme \( \mathbf{G}(\mathbf{w}_1, 0) = U\mathbf{w}_1 + \mathbf{u}(\mathbf{w}_1, \Phi(\mathbf{w}_1)) = U\mathbf{w}_1 + \mathbf{u}(\mathbf{w}_1, 0) \) is a stable fixed point of \( \mathcal{G} \). From (5.16) we see

\[
\mathcal{G}(\mathbf{w}_1) = (\mathbf{G}(\mathbf{w}_1, 0))_{1:k} = \mathbf{w}_1,
\]

which implies \( \mathbf{w}_1^n = \mathcal{G}(\mathbf{w}_1^{n-1}) = \mathbf{w}_1^0 \) for all \( n \in \mathbb{N} \) and every \( \mathbf{w}_1^0 \) with \( \|\mathbf{w}_1^0\| < \epsilon \). Consequently, for every \( \bar{\epsilon} > 0 \) we define \( \delta = \min\{\bar{\epsilon}, \epsilon\} \) to obtain that \( \|\mathbf{w}_1^0\| < \delta \) implies \( \|\mathbf{w}_1^n\| = \|\mathbf{w}_1^0\| < \delta \leq \bar{\epsilon} \). Thus, \( 0 \in \mathbb{R}^k \) is a stable fixed point of \( \mathcal{G} \) in the sense of Definition 2.12 a). Furthermore, by Theorem 2.19 the fixed point \( 0 \in \mathbb{R}^N \) of \( \mathbf{G} \) is stable as well.

As a last step, we show that the above conclusions imply that \( \mathbf{y}^* \) is a stable fixed point of \( \mathbf{g} \). We know that \( 0 \) is a stable fixed point of the iteration scheme \( \mathbf{w}_{n+1} = \mathbf{G}(\mathbf{w}_n) \), that is for every \( \epsilon_w > 0 \) exists \( \delta_w > 0 \) such that \( \|\mathbf{w}_0\| < \delta_w \) implies \( \|\mathbf{w}_n\| < \epsilon_w \). Now, let \( \epsilon > 0 \) be arbitrary, we define \( \epsilon_w = \epsilon/\|\mathbf{S}\| \) and \( \delta = \delta_w/\|\mathbf{S}^{-1}\| \). Hence, if \( \|\mathbf{y}_0 - \mathbf{y}^*\| < \delta, \) then

\[
\|\mathbf{y}_0\| = \|\mathbf{T}(\mathbf{y}_0)\| = \|\mathbf{S}^{-1}(\mathbf{y}_0 - \mathbf{y}^*)\| \leq \|\mathbf{S}^{-1}\|\|\mathbf{y}_0 - \mathbf{y}^*\| < \|\mathbf{S}^{-1}\|\delta = \delta_w
\]

and consequently \( \|\mathbf{w}_n\| < \epsilon_w \). Furthermore, \( \mathbf{w}_n = \mathbf{T}(\mathbf{y}_n) = \mathbf{S}^{-1}(\mathbf{y}_n - \mathbf{y}^*) \) is equivalent to \( \mathbf{S}\mathbf{w}_n = \mathbf{y}_n - \mathbf{y}^* \) and hence, \( \|\mathbf{y}_n - \mathbf{y}^*\| \leq \|\mathbf{S}\|\|\mathbf{w}_n\| < \|\mathbf{S}\|\epsilon_w = \epsilon \). Thus, we have shown that \( \mathbf{y}^* \) is a stable fixed point of the iteration scheme \( \mathbf{y}_{n+1} = \mathbf{g}(\mathbf{y}_n) \).

b) Recall from (5.7) that \( H = \{\mathbf{y} \in \mathbb{R}^N \mid \mathbf{N}\mathbf{y} = \mathbf{N}\mathbf{y}^*\} \) and let \( \mathbf{y}_0 \in H \cap D \), where \( \mathbf{N} \) is given by (5.6). Note, that \( \dim(H) = N - k \) as \( \mathbf{N} \) has rank \( k \), and \( \mathbf{y}_n \in H \) for all \( n \in \mathbb{N}_0 \) since \( \mathbf{g}(\mathbf{y}) \in H \) for all \( \mathbf{y} \in H \cap D \). Moreover, for
all \( y \in H \) we find
\[
(y - y^*) \perp \ker(A^T) = \text{span}(n_1, \ldots, n_k)
\]
since \( N(y - y^*) = Ny^* - Ny^* = 0 \). Hence \( y^n - y^* \in (\ker(A^T))^\perp = \text{Im}(A) \) for all \( n \in \mathbb{N}_0 \). We now want to show that the last \( N - k \) column vectors of the invertible matrix \( S = (v_1 \ldots v_k v_{k+1} \ldots v_N) \) of generalized eigenvectors associated with \( Dg(y^*) \), see (5.8), form a basis of \( \text{Im}(A) \). Since \( g \) conserves all linear invariants we observe
\[
\begin{align*}
n_i^T Dg(y^*) v &= \lim_{h \to 0} \frac{1}{h} \left( n_i^T g(y^* + hv) - n_i^T g(y^*) \right) \\
&= \lim_{h \to 0} \frac{1}{h} \left( n_i^T (y^* + hv) - n_i^T y^* \right) = n_i^T v
\end{align*}
\]
for all \( v \in \mathbb{R}^N \), and in particular we find
\[
n_i^T (Dg(y^*) - \lambda I) v = n_i^T Dg(y^*) v - \lambda n_i^T v = (1 - \lambda)n_i^T v. \quad (5.17)
\]
If \( v \) is a generalized eigenvector of \( Dg(y^*) \) corresponding to an eigenvalue \( \lambda \neq 1 \), so that
\[
(Dg(y^*) - \lambda I)^m v = 0
\]
is satisfied for some \( m \in \mathbb{N} \), it follows from (5.17) that
\[
0 = n_i^T (Dg(y^*) - \lambda I)^m v = (1 - \lambda)n_i^T (Dg(y^*) - \lambda I)^{m-1}v = (1 - \lambda)^m n_i^T v,
\]
which implies \( n_i^T v = 0 \) as \( \lambda \neq 1 \). Hence, all generalized eigenvectors \( v \) corresponding to an eigenvalue \( \lambda \neq 1 \) are elements of \( (\ker(A^T))^\perp = \text{Im}(A) \). Now note that \( v_{k+1}, \ldots, v_N \) are \( N - k \) generalized eigenvectors corresponding to eigenvalues of absolute value smaller than 1. Finally, since
\[
\dim(\text{Im}(A)) = N - \dim(\ker(A)) = N - k,
\]
the vectors \( v_{k+1}, \ldots, v_N \) form a basis of \( \text{Im}(A) \). Since
\[
y^n - y^* \in \text{Im}(A) = \text{span}(v_{k+1}, \ldots, v_N),
\]
there exist coefficients \( \gamma_i^n \in \mathbb{R} \) such that for all \( n \in \mathbb{N}_0 \) we can write
\[
y^n - y^* = \sum_{i=k+1}^N \gamma_i^n v_i. \quad (5.18)
\]
In order to prove the local convergence of the iterates \( y^n \) to \( y^* \) we investigate the local convergence of \( w^n \) to the origin. According to Theorem 2.18 b) the distance of the iterates \( w^n \in \mathbb{R}^N \) from a) to the center manifold given in (5.15) tends to zero for \( n \to \infty \), if the iterates stay within a certain neighborhood of the origin. More precisely, this means that the sequence \( (w^n)_{n \in \mathbb{N}_0} \) approaches
\[
\{(w_1, w_2) \in \mathbb{R}^N \mid \|w_1\| < \epsilon, w_2 = 0\} = \text{span}(e_1, \ldots, e_k) \cap B_\epsilon(0)
\]
for \( n \to \infty \), if \( \|w^n\| < \epsilon \) for \( i = 1, \ldots, N \) and all \( n \in \mathbb{N}_0 \), where \( \epsilon > 0 \) is sufficiently small. Now, since the origin is a stable fixed point of \( G \), as shown
in a), there exists $\delta > 0$ such that $\|w^0\| < \delta$ implies $\|w^n\| < \epsilon$ for all $n \in \mathbb{N}_0$. Assuming $\|w^0\| < \delta$, we can conclude
\[
\lim_{n \to \infty} w^n \in \text{span}(e_1, \ldots, e_k).
\] (5.19)
Furthermore, from (5.18) it follows
\[
w^n = T(y^n) = S^{-1}(y^n - y^*) = S^{-1}\left(\sum_{i=k+1}^{N} \gamma_i^n v_i\right)
= \sum_{i=k+1}^{N} \gamma_i^n S^{-1} v_i = \sum_{i=k+1}^{N} \gamma_i^n e_i.
\]
In particular this means $w^n \in \text{span}(e_{k+1}, \ldots, e_N)$, and hence, in combination with (5.19) one obtains
\[
\lim_{n \to \infty} w^n \in \text{span}(e_1, \ldots, e_k) \cap \text{span}(e_{k+1}, \ldots, e_N) = \{0\},
\]
i.e. $\lim_{n \to \infty} w^n = 0$. Due to the transformation $T$ this is equivalent to $\lim_{n \to \infty} y^n = y^*$ for $y^0 \in H \cap D$ satisfying $\|y^0 - y^*\| < \delta = \frac{\delta}{\|S^{-1}\|}$ since then
\[
\|w^0\| = \|T(y^0)\| = \|S^{-1}(y^0 - y^*)\| \leq \|S^{-1}\|\|y^0 - y^*\| < \delta
\]
follows.

\[\square\]

**Remark 5.6.** The novel theorem presented here is a generalization of [IKM22a, Theorem 2.9] and improves its statements considerably. First of all, [IKM22a, Theorem 2.9] is restricted to systems of size $2 \times 2$, whereas here we consider the general $N \times N$ case. Second, [IKM22a, Theorem 2.9] is restricted to conservative numerical schemes, whereas the novel theorem can be applied to general iteration maps $g : D \to D$. Third, [IKM22a, Theorem 2.9] does not make clear that the stability of the non-hyperbolic fixed point requires less assumptions than the local convergence towards it. In the theorem presented above, on the other hand, it becomes evident that the preservation of linear invariants is not at all necessary to guarantee the stability of the fixed point. Therefore, the theorem can be applied to study the stability of methods that do not preserve all linear invariants. Moreover, the new theorem is formulated with less restrictive assumptions on the regularity of the map generating the numerical approximations.

**Remark 5.7.** As a final remark, we note that if $g \in \mathcal{C}^2$, which is also assumed in [IKM22a], we may choose $D \subseteq \overline{D}$ in such a way that $\overline{D} \subseteq D$. As a result the second derivatives are bounded on the compact set $\overline{D}$, so that the first derivatives are Lipschitz continuous due to the mean value theorem. Therefore, $g$ restricted to $D$ is a $\mathcal{C}^1$-map with Lipschitz continuous derivatives. For more details, see for example [AE08, Remark 8.12 (b)].

Moreover, we want to mention that Theorem 5.4 recently was applied to analyze the stability properties of MPRK22($\alpha$) when applied to a nonlinear systems of ordinary differential equations, see [IKM23c].
5.3 A Necessary Condition for Non-Oscillatory Schemes

In this section, we investigate the connection between oscillations [TÖR22] and the stability theory above for \( N = 2 \). To that end, we first rewrite all 2-dimensional linear systems of ODEs that are positive and conservative, i.e. (5.3), with a change of variables, as the following IVP

\[
\begin{aligned}
\dot{y}(t) &= \Lambda_\theta y(t), \\
\bar{y}(0) &= y^0 > 0,
\end{aligned}
\]

(5.20)

where this can be seen as PDS, with \( p_{12} = d_{21} = (1 - \theta) y_2, d_{12} = p_{21} = \theta y_1 \) and all other entries zero. Let us also consider a one-step numerical method whose iterates are generated by a map \( g \), i.e. \( y^{n+1} = g(y^n) \). Note that \( g \) might be given implicitly.

We first describe oscillations for 2-dimensional linear ODEs through the state of (5.20).

**Definition 5.8.**

a) A method is *not overshooting* the steady state of (5.20) if \( y_1^\theta < \theta \) and \( y_1^\theta > 1 - \theta \) for any given initial state \( y^0 = (1 - \epsilon, \epsilon)^T \) with \( \epsilon < \theta \), while when \( \epsilon > \theta \) the method is *not overshooting* the steady state if \( y_1^\theta > \theta \) and \( y_1^\theta < 1 - \theta \).

b) Otherwise the method is said to be *overshooting* the steady state of (5.20).

The following theorem extends the results from [IKM22a] to statements regarding oscillatory behavior. To apply the corresponding theory, we assume \( g \) to have the same properties as in [IKM22a, Theorem 2.9].

**Theorem 5.9.** Let any positive steady state of (5.20) be a fixed point of a map \( g \in C^2(\mathbb{R}^2_{>0}) \). In addition, let the iterates generated by \( y^{n+1} = g(y^n) \) satisfy \( \|y^{n+1}\|_1 = \|y^n\|_1 \) for all \( n \in \mathbb{N}_0 \). Finally, let \( y^\ast \) be the unique positive steady state of (5.20).

Then, the spectrum of the Jacobian \( Dg(y^\ast) \) is \( \sigma(Dg(y^\ast)) = \{1, R\} \) with \( R \in \mathbb{R} \). Furthermore, if \( R < 0 \), then the method generated by \( g \) is overshooting the steady state of (5.20).

**Proof.** Throughout this proof, we use \( e_1 = (1, 0)^T \), \( e_2 = (0, 1)^T \) to denote the standard unit vectors as well as the notation \( \bar{y} = (1, -1)^T \). In the proof of [IKM22a, Theorem 2.9], it is shown that \( Dg(y^\ast)y^\ast = y^\ast \) and \( Dg(y^\ast)\bar{y} = Ry \) with \( R \in \mathbb{R} \), which means that the matrix of eigenvectors \( S = (y^\ast \ \bar{y}) \)

(5.21)

is invertible since \( \bar{y} \) cannot be a multiple of the positive vector \( y^\ast \). Along the lines of Theorem 5.4, we construct a map

\[
G : T(\mathbb{R}^2_{>0}) \to T(\mathbb{R}^2_{>0}), \quad G(w) = T(g(T^{-1}(w)))
\]

by means of a transformation \( T(y) = S^{-1}(y - y^\ast) \). To see that the method defined by \( g \) is overshooting \( y^\ast \), we show that the transformed method given by the map \( G \) is overshooting the transformed steady state which is \( w^\ast = 0 \). As demonstrated in [IKM22a, Theorem 2.9], \( y^0 \) is transformed onto the \( w_2 \)-axis and due to the
conservation of the map $g$, it is proven that $G(w^0) \in \text{span}(w^0)$ for $w^0 = (0, w_2^0)^T$. Moreover,

$$G(w) = \text{diag}(1, R)w + S^{-1}\tilde{R}(T^{-1}(w))$$  \hspace{1cm} (5.22)

holds, where $\tilde{R}$ denotes the Lagrangian remainder

$$(\tilde{R}(y))_i = \frac{1}{2}(y - y^*)^T H_{g_i}(y^* + c_i(y - y^*))(y - y^*), \quad i = 1, 2$$  \hspace{1cm} (5.23)

for some $c_i \in (0, 1)$ depending on $y$ and $y^*$, and where $H_{g_i}$ are the Hessian matrices of $g_i$ for $i = 1, 2$. We consider from now on the iterates given by

$$w^{n+1} = \begin{pmatrix} 1 & 0 \\ 0 & R \end{pmatrix} w^n + S^{-1}\tilde{R}(T^{-1}(w^n)), \quad w^0 = (0, w_2^0)^T.$$  

Here, using $S^{-1} = (\bar{s}_{ij})_{i,j=1,2}$ and $w_1^n = 0$ it follows from (5.22) that

$$(S^{-1}\tilde{R}(T^{-1}(w^0)))_1 = 0$$

since $(G(w))_1 = w_1$. Furthermore,

$$(S^{-1}\tilde{R}(T^{-1}(w^0)))_2 = \frac{1}{2} \sum_{i=1}^2 \bar{s}_{2i}(T^{-1}(w^0) - y^*)^T H_{g_i}(\xi^0_i)(T^{-1}(w^0) - y^*)$$

$$= \frac{1}{2} \sum_{i=1}^2 \bar{s}_{2i}(w_2^0\bar{S}_2\bar{e}_2)^T H_{g_i}(\xi^0_i)(w_2^0\bar{S}_2\bar{e}_2)$$

$$= \frac{1}{2} \sum_{i=1}^2 \bar{s}_{2i}(w_2^0\bar{y})^T H_{g_i}(\xi^0_i)(w_2^0\bar{y})$$

$$= C(\xi^0_1, \xi^0_2) \cdot (w_2^0)^2,$$

where $\xi^0_i = y^* + c_i^0(y^0 - y^*)$ and $c_i^0 \in (0, 1)$. Also note that the mapping $C: \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ depends on the entries of the Hessians as well as $S^{-1}$.

We now prove that the method defined by $G$ is overshooting $w^* = 0$ by proving the existence of $w_2^0 \in \mathbb{R}$ such that $\text{sgn}(w_2^0) \neq \text{sgn}(w_2^0)$. We set

$$L = \left\{ y \in \mathbb{R}^2 \mid \exists s \in \left[ -\frac{y_1^*}{2}, \frac{y_2^*}{2} \right] : y = y^* + sy \right\} \subseteq \mathbb{R}^2$$

and observe that there exists a $K > 0$ such that $\sup_{\xi \in L} \{ |C(\xi_1, \xi_2)| \} \leq K < \infty$ since $g \in C^2$ has bounded second derivatives on the compact set $L$.

Next, we restrict to $w^0$ satisfying $|w_2^0| < \min\left\{ \frac{y_1^*}{2}, \frac{y_2^*}{2}, \frac{|R|}{K} \right\}$. As a result, $w^0 = w_2^0\bar{e}_2$ yields $y^0 = T^{-1}(w^0) = S\bar{y}^0 + y^* = w_2^0\bar{y} + y^* \in L$, which means that

$$\xi^0_i = y^* + c_i^0(y^0 - y^*) = y^* + c_i^0 w_2^0\bar{y} \in L$$

for $i = 1, 2$. Now, according to (5.24), we have

$$w_2^1 = Rw_2^0 + C(\xi^0_1, \xi^0_2) \cdot (w_2^0)^2 = (R + C(\xi^0_1, \xi^0_2)w_2^0)w_2^0$$  \hspace{1cm} (5.25)

as well as

$$C(\xi^0_1, \xi^0_2)w_2^0 \leq |C(\xi^0_1, \xi^0_2)||w_2^0| \leq |C(\xi^0_1, \xi^0_2)||R| \leq |R|. $$  \hspace{1cm} (5.26)
Because of $R < 0$, the inequality (5.26) turns into the statement
\[
R + C(\xi^0, \xi^0)w^0 < 0,
\]
and thus, $\text{sgn}(w^1) \neq \text{sgn}(w^0)$ due to (5.25). This proves that the method defined by $G$ is overshooting $w^*$ and consequently, the method with iterates given by the map $g$ is overshooting $y^*$.

\[\square\]

### 5.4 Lyapunov Stability Analysis

This section is devoted to the investigation of the numerical methods from Chapter 3 by means of the stability Theorem 2.15 and Theorem 5.4. We note that all schemes from Chapter 3 preserve positive steady states with the same arguments as in [HIK+23] or [TÖR22, Proposition 2.3]. Thus, in order to apply Theorem 2.15 and part a) of Theorem 5.4, we need to prove a certain regularity and compute the eigenvalues of the Jacobian of $g$ evaluated at some steady state $y^* \in \ker(\Lambda) \cap D^0$ according to (5.30). However, to use also part b) of Theorem 5.4, we need to prove that $g$ additionally conserves all linear invariants.

In the case where the mapping $g$ satisfying $y^{n+1} = g(y^n)$ is implicitly given we compute $Dg(y^*)$ as described in [IKM22a, HIK+23, IÖ23] by introducing functions $\Phi_i$ and several auxiliary Jacobians. The functions $\Phi_i$ arise from rearranging the equations for the $s$ stages and the updating step of the numerical method leading to
\[
0 = \Phi_i(y^n, y^{(1)}(y^n), \ldots, y^{(i)}(y^n)), \quad i = 1, \ldots, s \tag{5.27}
\]
\[
0 = \Phi_{n+1}(y^n, y^{(1)}(y^n), \ldots, y^{(s)}(y^n), g(y^n)).
\]
Note that $\Phi_i(x_0, \ldots, x_i)$ is a function of $i + 1$ vector-valued variables while $\Phi_{n+1}(x_0, \ldots, x_s, y)$ depends on $s + 2$ variables. We will find that $\Phi_k, \Phi_{n+1}$ are in $C^1$ for all schemes from Chapter 3, so that we may define
\[
D_n \Phi_i = \frac{\partial}{\partial x_0} \Phi_i, \quad D_l \Phi_i = \frac{\partial}{\partial x_l} \Phi_i, \tag{5.28}
\]
for $i, l = 1, \ldots, s$ with $l \leq i$, and
\[
D_n \Phi_{n+1} = \frac{\partial}{\partial x_0} \Phi_{n+1}, \quad D_l \Phi_{n+1} = \frac{\partial}{\partial x_l} \Phi_{n+1}, \quad D_{n+1} \Phi_{n+1} = \frac{\partial}{\partial y} \Phi_{n+1} \tag{5.29}
\]
for $l = 1, \ldots, s$. Besides for GeCo and gBBKS, we will even be able to show that $\Phi_i, \Phi_{n+1}$ are in $C^2$, and by means of the implicit function theorem, $g \in C^1$ has locally Lipschitz first derivatives. For GeCo and gBBKS more effort is needed to justify the application of Theorem 5.4.

Moreover, we introduce operators $D^*_n \Phi_2$ indicating the evaluation of the corresponding auxiliary Jacobian at $y^*, y^{(1)}(y^*)$ et cetera, e.g.
\[
D^*_n \Phi_2 = D_n \Phi_2(y^*, y^{(1)}(y^*), y^{(2)}(y^*)).
\]
As we interpret $y^{(i)} = y^{(i)}(y^n)$ we also introduce the Jacobian
\[
D^* y^{(i)} = D y^{(i)}(y^*).
\]
With that we can derive a formula for computing $Dg(y^*)$, where $y^{n+1} = g(y^n)$ is
the unique solution to (5.27). The chain rule yields

$$0 = D_n^* \Phi_i + \sum_{l=1}^{i} D_l^* \Phi_i D^*(y^{(l)}), \quad i = 1, \ldots, s,$$

$$0 = D_n^* \Phi_{n+1} + \sum_{l=1}^{s} D_l^* \Phi_{n+1} D^*(y^{(l)}) + D_{n+1}^* \Phi_{n+1} Dg(y^*),$$

which can be rewritten to

$$D^* y^{(i)} = - (D_i^* \Phi_i)^{-1} \left( D_n^* \Phi_i + \sum_{l=1}^{i-1} D_l^* \Phi_i D^*(y^{(l)}) \right), \quad j = 1, \ldots, s,$$

$$Dg(y^*) = -(D_{n+1}^* \Phi_{n+1})^{-1} \left( D_n^* \Phi_{n+1} + \sum_{l=1}^{s} D_l^* \Phi_{n+1} D^*(y^{(l)}) \right),$$

if all occurring inverses exist. Also, in order to avoid long formulas in the following, we may omit to write the functions $\Phi_i$ together with all their arguments.

Since we already discussed the case of Runge–Kutta methods in Section 2.4 we start analyzing MPRK schemes. To that end, we will use the notation of MPRK as an NSARK method. In contrast, all other MP methods presented in Chapter 3 will be analyzed directly because of the following. First, the NS weights of gBBKS and GeCo are not in $C^1$. Also, as discussed in Remark 3.10, MPDeC methods can be understood as NSARK methods with potentially negative Butcher tableau entries. This is why we will focus in this work on the ansatz followed in [IÖ23]. Moreover, SSPMPRK methods do not fit into the form of an NSARK method. Nonetheless, their analysis using ARK methods in Shu–Osher form will be part of my future research.

5.4.1 Modified Patankar–Runge–Kutta

It turns out to be convenient to derive the stability properties of MPRK methods using the notation of NSARK schemes. However, we thereby restrict to non-negative Butcher tableaux, i.e. we use the vector notation (3.2). Moreover, we derive the Jacobian of the NSARK method in a more general context since Theorem 5.4 is not restricted only to linear systems. In particular, let us consider $y' = f(y) = F(y)y$, where $F(y) \in \mathbb{R}^{N \times N}$ consists of the columns $F^1(y), \ldots, F^N(y)$. Hence, $F = \sum_{\nu=1}^{N} F^\nu e_\nu^T$, where $e_\nu$ is the $\nu$th column unit vector in $\mathbb{R}^N$. Moreover, this gives $f(y) = \sum_{\nu=1}^{N} F^\nu(y)y_\nu = \sum_{\nu=1}^{N} f^{[\nu]}(y)$ with

$$f^{[\nu]}(y) = F^\nu(y)y_\nu.$$

Note that in the case of the linear system (5.1), we have $F(y) = \Lambda$. We restrict to conservative problems, which means that we will assume that $1^T f(y) = 0$ for all $y$ in the domain of $f$. With that we reproduce the results from the literature [IKM22a, IKM22b, IÖ23]. The generalization to non-conservative problems is then straightforward.

Since MPRK methods are linear implicit and based on explicit RK schemes, the stage equation for $y^{(i)}$ depends only $y^n, \ldots, y^{(i)}$. even more, we have $y^n = y^{(1)}$, however, in order to keep the notation, we will not substitute this directly into the stage equations, $\Phi_1$ or $\Phi_{n+1}$.

In [AGKM21] it was assumed that the PWDs only depend on the $\nu$th compo-
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Altogether, the mappings, i.e.

\[ \pi_{\nu}^{(i)} = \pi_{\nu}^{(i)}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(i-1)}_{\nu}) \quad \text{and} \quad \sigma_{\nu} = \sigma_{\nu}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}), \tag{5.31} \]

which includes the PWDs presented in [KM18a, KM18b]. Thus we will assume this as well for our analysis. Moreover, the NS weights

\[ \gamma_{\nu}^{[i]} = \frac{y_{\nu}^{(i)}}{\pi_{\nu}^{(i)}} \quad \text{and} \quad \delta_{\nu} = \frac{y_{\nu}^{n+1}}{\sigma_{\nu}}, \]

see (3.6), will be understood as functions of the stages in the following. Furthermore, we will assume that

\[ \pi_{\nu}^{(i)}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}) = y^n_{\nu} \quad \text{and} \quad \sigma_{\nu}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}) = y^n_{\nu}, \tag{5.32} \]

for any steady state \( y^* \) of the ODE, which is also fulfilled by the MPRK schemes presented so far. Therefore,

\[ \gamma_{\nu}^{[i]}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}) = 1 \quad \text{and} \quad \delta_{\nu}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}) = 1. \tag{5.33} \]

Altogether, the mappings \( \Phi_i, \Phi_{n+1} \) of the NSARK method (NSARK) are

\[
\begin{align*}
\Phi_i &= y^n + \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^{N} a_{ij} \gamma_{\nu}^{[i]}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(i)}_{\nu}) f^{[\nu]}(y^{(j)}) - y^{(i)}, \\
\Phi_{n+1} &= y^n + \Delta t \sum_{j=1}^{s} \sum_{\nu=1}^{N} b_{j\nu} \delta_{\nu}(y^n_{\nu}, y^{(1)}_{\nu}, \ldots, y^{(s)}_{\nu}, y^{n+1}_{\nu}) f^{[\nu]}(y^{(j)}) - y^{n+1}.
\end{align*}
\tag{5.34}
\]

Now, in the special case of \( f(y) = Ay \), we note that

\[
\sum_{\nu=1}^{N} x_{\nu} f^{[\nu]}(y^{(j)}) = F(y^{(j)}) \cdot \begin{pmatrix} x_1 y_1^{(j)} \\ \vdots \\ x_N y_N^{(j)} \end{pmatrix} = A \cdot \begin{pmatrix} x_1 y_1^{(j)} \\ \vdots \\ x_N y_N^{(j)} \end{pmatrix}
\]

for any values \( x_1, \ldots, x_N \). Substituting this information into (5.34), we observe that MPRK schemes preserve all linear invariants. Moreover, due to (5.33) we see that the MPRK methods are steady state preserving as already mentioned.

Moreover, the maps \( \Phi_i \) and \( \Phi_{n+1} \) are in \( \mathcal{C}^2 \) for positive arguments, and as defined in (5.34), vanish for the argument \( (y^n, y^{(1)}(y^n), \ldots, y^{(i)}(y^n)), \) and \( (y^n, y^{(1)}(y^n), \ldots, y^{(s)}(y^n), g(y^n)), \) respectively. And since the computation of \( y^{n+1} \) requires only the solution of linear systems which possess always a unique solution for any \( y^n > 0 \), the function \( g \) is also a \( \mathcal{C}^2 \)-map. According to Remark 5.7 and Theorem 5.4 we thus only need to compute the eigenvalues of the Jacobian of \( g \) to investigate the stability of MPRK schemes. The upcoming lemma is a first step towards this goal.
Lemma 5.10. Assume $1^T f = 0$, and that (5.31) and (5.32) hold with $\pi(i), \sigma \in C^1$, and let $f^{[\nu]} \in C^1$. Then $y^n = y^*$ implies $y^{(i)} = y^*$ and $y^{n+1} = y^*$ for any positive steady state $y^*$, and the maps $\Phi_i$ and $\Phi_{n+1}$ from (5.34) satisfy

$$D_k^i \Phi_i = \begin{cases} I - \Delta t c_i F(y^*) D_n^i \pi(i), & k = n, \\ -\Delta t c_i F(y^*) D_k^i \pi(i) + \Delta t a_{ik} Df(y*), & k = 1, \ldots, i - 1, \\ \Delta t c_i F(y^*) - I, & k = i, \end{cases}$$

$$D_l^i \Phi_{n+1} = \begin{cases} I - \Delta t F(y^*) D_n^l \sigma, & l = n, \\ -\Delta t F(y^*) D_l^i \sigma + \Delta t b_{li} Df(y*), & l = 1, \ldots, s, \\ \Delta t F(y^*) - I, & l = n + 1, \end{cases}$$

where $\pi(i) = (\pi_1^{(i)}, \ldots, \pi_N^{(i)})^T$ and $\sigma = (\sigma_1, \ldots, \sigma_N)^T$.

Proof. Let $\delta_{m,l}$ denote the Kronecker delta. For $i = 1, \ldots, s$, straightforward calculations yield

$$D_k^i \Phi_i = \begin{cases} I + \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \nabla_k^\nu, & k = n, \\ \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \nabla_k^\nu + \Delta t a_{ik} Df(y*), & k = 1, \ldots, i - 1, \\ \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \nabla_k^\nu - I, & k = i, \end{cases}$$

$$D_l^i \Phi_{n+1} = \begin{cases} I + \Delta t \sum_{s=1}^i \sum_{\nu=1}^N b_{ls} f^{[\nu]}(y^*) \nabla_l^\nu, & l = n, \\ \Delta t \sum_{s=1}^i \sum_{\nu=1}^N b_{ls} f^{[\nu]}(y^*) \nabla_l^\nu + \Delta t b_{li} Df(y*), & l = 1, \ldots, s, \\ \Delta t \sum_{s=1}^i \sum_{\nu=1}^N b_{ls} f^{[\nu]}(y^*) \nabla_l^\nu - I, & l = n + 1, \end{cases}$$

where

$$\nabla_k^\nu = \begin{cases} \frac{1}{y_k^{[\nu]}} e^T, & k = i, \\ -\frac{1}{y_k^{[\nu]}} \nabla_k^\nu, & k \neq i, \end{cases}$$

$$\nabla_l^\nu = \begin{cases} \frac{1}{y_l^{[\nu]}} e^T, & l = n + 1, \\ -\frac{1}{y_l^{[\nu]}} \nabla_l^\nu, & l \neq n + 1. \end{cases}$$

Using

$$\sum_{\nu=1}^N f^{[\nu]}(y^*) \frac{1}{y_k^{[\nu]}} e^T = \sum_{\nu=1}^N F^{[\nu]}(y^*) e^T = F(y^*),$$

we end up with

$$D_k^i \Phi_i = \begin{cases} I - \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \frac{1}{y_k^{[\nu]}} \pi^{(i)}, & k = n, \\ -\Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \frac{1}{y_k^{[\nu]}} \pi^{(i)} + \Delta t a_{ik} Df(y*), & k = 1, \ldots, i - 1, \\ \Delta t \sum_{j=1}^{i-1} \sum_{\nu=1}^N a_{ij} f^{[\nu]}(y^*) \frac{1}{y_k^{[\nu]}} e^T - I, & k = i, \end{cases}$$

$$= \begin{cases} I - \Delta t c_i F(y^*) D_n^i \pi(i), & k = n, \\ -\Delta t c_i F(y^*) D_k^i \pi(i) + \Delta t a_{ik} Df(y*), & k = 1, \ldots, i - 1, \\ \Delta t c_i F(y^*) - I, & k = i. \end{cases}$$

Analogously, we obtain

$$D_l^i \Phi_{n+1} = \begin{cases} I - \Delta t F(y^*) D_n^l \sigma, & l = n, \\ -\Delta t F(y^*) D_l^i \sigma + \Delta t b_{li} Df(y*), & l = 1, \ldots, s, \\ \Delta t F(y^*) - I, & l = n + 1. \end{cases} \square$$
For linear conservative systems we thus obtain the following from (5.30).

**Theorem 5.11.** In the situation of Lemma 5.10, the Jacobian of the generating map $g$ of (MPRK) applied to a conservative problem $y' = \Lambda y$ with $\sigma(\Lambda) \subseteq \mathbb{C}^-$ reads

$$D^*y(i) = \left( I - \Delta c_i \Lambda \right)^{-1} \left( I - \Delta t \Lambda D_n^* \pi(i) - \Delta t \Lambda \sum_{l=1}^{i-1} \left( c_l D_l^* \pi(i) - a_l I \right) D^*y(l) \right),$$

$$Dg(y^*) = \left( I - \Delta t \Lambda \right)^{-1} \left( I - \Delta t \Lambda D_n^* \sigma - \Delta t \Lambda \sum_{l=1}^{s} (D_l^* \sigma - b_l I) D^*y(l) \right),$$

(5.35)

where $i = 1, \ldots, s$.

**Proof.** The inverses exist since $\sigma(\Delta t c_i \Lambda - I) \subseteq \mathbb{C}^-$ for all $c_i \geq 0$. The rest follows from (5.30) and Lemma 5.10. \qed

**Remark 5.12.** Our framework opens the door to a comprehensive approach of investigating even PDRS, since negative rest terms $r^d$ are weighted like destruction terms and positive rest terms $r^b$ are not modified. Hence, already at this point we may also consider PDRS with $r^b = 0$ and $r^d > 0$ and investigate the asymptotic stability of the origin using the same stability function as for $r = 0$. In the case of $r^b > 0$, one may revisit the proof of Lemma 5.10 adjusting the appearing Jacobians of the PWDs. The analysis of Patankar–Runge–Kutta methods would then also be available since production terms can formally be treated as positive rest terms. However, this together with the corresponding analyses of the stability functions and numerical experiments is beyond this work.

In the following we replicate the results from [IKM22a, IKM22b, IO23] using this new framework.

**MPE** The MPE method for conservative and autonomous PDS can be found in (MPE). Since the first stage equals $y^n$ and we also have $\sigma = y^n$, we find from (5.35) that

$$R(z) = \frac{1 - z + z}{1 - z} = \frac{1}{1 - z}.$$

Hence, the MPE method has the same stability function as the implicit Euler scheme. As a consequence of that and Theorem 5.4 we obtain the following results.

**Corollary 5.13.** The MPE method is unconditionally stable in the sense of Definition 5.2.

**Corollary 5.14.** Let $y^*$ be the unique steady state of the initial value problem (5.1), (5.2) with $1 \in \ker(\Lambda^T)$. Then there exists a $\delta > 0$ such that $\|y^0 - y^*\| < \delta$ implies the convergence of the iterates of MPE towards $y^*$ as $n \to \infty$ for all $\Delta t > 0$.

**MPRK22(α)** The second order MPRK method for a conservative and autonomous PDS is given in (MPRK22). Here, we have $y^{(1)} = y^n$, $\pi^{(2)} = y^n$ and $\sigma^{(2)} = (y^{(2)}_n)^{\frac{1}{2}} (y^{(n)}_n)^{1 - \frac{1}{2}}$. Hence, due to $c_1 = 0$, we find $D^*y^{(1)} = I$ and

$$D^*_n \pi^{(2)} = I, \quad D^*_1 \pi^{(2)} = 0, \quad D^*_n \sigma = \left( 1 - \frac{1}{\alpha} \right) I, \quad D^*_1 \sigma = 0, \quad D^*_2 \sigma = \frac{1}{\alpha} I.$$
Since $\mathbf{Dg}(\mathbf{y}^*)$ is a rational function of $\mathbf{A}$ and the identity matrix $\mathbf{I}$, any eigenvector of $\mathbf{A}$ with the eigenvalue $\lambda$ is consequently an eigenvector of $\mathbf{Dg}(\mathbf{y}^*)$. Therefore, using (5.35) we see $\sigma(\mathbf{Dg}(\mathbf{y}^*)) = \{ R(\Delta t \lambda) \mid \lambda \in \sigma(\mathbf{A}) \}$, where

$$R(z) = \frac{1 - z (1 - \frac{1}{\alpha}) - z \left( 0 - b_1 + \frac{1}{\alpha} - b_2 \frac{1}{c_2} \frac{1 - c_2 z}{1 - c_2 (0 + a_2)} \right)}{1 - z} = \frac{1 - z (1 - \frac{1}{\alpha}) - z \left( -1 + \frac{1}{2 \alpha} + \frac{1}{\alpha} - \frac{1}{2 \alpha} \frac{1 - 2 \alpha z}{1 - \alpha} \right)}{1 - z} = -z^2 - 2 \alpha z + 2 \frac{2(1 - \alpha z)(1 - z)}{2(1 - \alpha z)(1 - z)}.$$ (5.36)

**Proposition 5.15.** The stability function $R(z) = -\frac{z^2 - 2 \alpha z + 2}{2(1 - \alpha z)(1 - z)}$ from (5.36) with $\alpha > \frac{1}{2}$ satisfies $R(0) = 1$ and $|R(z)| < 1$ for all $z \in \mathbb{C}^- \setminus \{0\}$. For $\alpha = \frac{1}{2}$ we have $|R(z)| < 1$ for all $z$ with $\text{Re}(z) < 0$ and $|R(z)| = 1$, if $\text{Re}(z) = 0$.

**Proof.** We first investigate $|R(z)|$ for $z = iy$ and $y \in \mathbb{R}$. A small calculation reveals that the numerator of $|R(z)|^2$ can be written as

$$|z^2 - 2 \alpha z + 2|^2 = |y^2 + 2 + (-2 \alpha y) i|^2 = (y^2 + 2)^2 + 4 \alpha^2 y^2 = y^4 + 4 y^2 (1 + \alpha^2) + 4.$$ (5.37)

Performing a similar calculation for the denominator of $|R(z)|^2$ we find

$$|2(1 - \alpha z)(1 - z)|^2 = |2 \alpha z^2 - 2 z(1 + \alpha) + 2|^2 = |2 \alpha y^2 + 2 + (-2 \alpha y(1 + \alpha)) i|^2 = (-2 \alpha y^2 + 2)^2 + 4 y^2 (1 + \alpha)^2 = 4 \alpha^2 y^4 + 4 y^2 (1 + \alpha^2) + 4.$$ Using (5.37) and $\alpha = \frac{1}{2}$ we see that $|R(z)| = 1$ on the imaginary axis, and if $\alpha > \frac{1}{2}$ we find $|R(iy)| < 1$ for all $y \neq 0$.

Next we note that $R$ is a holomorphic function which is defined for all $z \in \mathbb{C}^-$. Since $R$ is rational we can apply the Phragmén–Lindelöf principle [SS03, Tit39] on the union of the origin and $\mathbb{C}^-$ and conclude that $|R(z)| \leq 1$ for all $z \in \mathbb{C}^-$. Furthermore, since $R$ is not constant, we conclude from the maximum modulus principle that there exist no $z_0 \in \mathbb{C}^-$ with $|R(z_0)| = 1$, or equivalently, $|R(z_0)| < 1$ holds for all $z_0$ with $\text{Re}(z_0) < 0$.

As a direct consequence of the application of Theorem 5.4 in combination with Proposition 5.15 we obtain the following two corollaries, whereby we note that all nonzero eigenvalues of $\mathbf{A}$ from (5.1) have a negative real part, see Remark 5.1.

**Corollary 5.16.** The MPRK22($\alpha$) scheme is unconditionally stable for all $\alpha \geq \frac{1}{2}$.

**Corollary 5.17.** Let $\mathbf{y}^*$ be the unique steady state of the initial value problem (5.1), (5.2) with $\mathbf{1} \in \ker(\mathbf{A}^T)$. Then there exists a $\delta > 0$ such that $\|\mathbf{y}^0 - \mathbf{y}^*\| < \delta$ implies the convergence of the iterates of MPRK22($\alpha$) towards $\mathbf{y}^*$ as $n \to \infty$ for all $\Delta t > 0$ and $\alpha \geq \frac{1}{2}$.

**Remark 5.18.** We note that as long as the stability function $R(z) = \frac{N(z)}{D(z)}$ with polynomials $N, D$ satisfying $\deg(N) \leq \deg(D)$ and $D(z) \neq 0$ for all $z \in \mathbb{C}^-$, we can conclude $|R(z)| < 1$ for $\text{Re}(z) < 0$ whenever $|R(z)| \leq 1$ holds on the imaginary axis with the same reasoning as in the proof of Proposition 5.15.

Moreover, we point out that the Phragmén–Lindelöf principle can also be applied to different sectors $S_{(\varphi_1, \varphi_2)} = \left\{ z \in \mathbb{C}^- \mid \text{arg}(z) \in (\varphi_1, \varphi_2) \right\}$ of $\mathbb{C}^-$. 
As a result of (5.35), the stability function is

\[ R(z) = \]

\[ \frac{1 - z}{1 - z} \]

\[ \begin{align*}
&= 1 + z \left( b_1 + \frac{b_2}{1 - z c_2} + b_3 \frac{1 + z c_2 (\frac{1}{p} - 1) + z (a_{31} + \frac{a_{32} - c_4}{1 - z c_2})}{1 - z c_2} \right) \\
&\quad - \frac{1 + z c_2 (\frac{1}{a_{21}} - 1) + z (a_{31} + \frac{a_{32} - c_4}{1 - z c_2})}{1 - z c_2}.
\end{align*} \]

(5.38)

**MPRK43** \( \alpha, \beta \) In [IÖ23] the stability function of MPRK43(\( \alpha, \beta \)) was computed using a different approach. Unfortunately, there is a typo in the stability function on page 2328: Instead of writing \( n = \frac{\beta n}{p} \) as suggested in equation (33) on the same page, it is written \( n = \frac{\beta n}{q} \). This typo undermines all claims that are based on it. The stability function actually is

\[ R(z) = \]

\[ \frac{1 + b_1 z + \frac{b_2 z}{1 - \alpha z}}{1 - \beta z} + \frac{b_3 \left( 1 + z \left( \left( \frac{1}{q} - 1 + \beta \right) + \frac{z (\frac{1}{q} + \beta)}{1 - \alpha z} \right) \right)}{1 - z} \\
\quad - \frac{z \left( 1 + z \left( \frac{1}{q} - 1 + \beta \right) + \frac{z (\frac{1}{q} + \beta)}{1 - \alpha z} \right)}{1 - z} \\
= \frac{((\frac{1}{2} - \beta)\alpha - \frac{1}{6})z^4 + ((\frac{1}{2} - \beta)\alpha + \frac{1}{2} + \frac{1}{6}z^3 + ((\beta + 1)\alpha + \beta - \frac{1}{2})z^2}{(z - 1)^2(z\beta - 1)(\alpha z - 1)} \\
\quad + \frac{-(1 + \alpha + \beta)z + 1}{(z - 1)^2(z\beta - 1)(\alpha z - 1)},
\]

(5.39)

which can also be obtained within our framework by substituting (3.10) and (3.12) into (5.38). It is thus the purpose of this subsection to correct and to extend the results from [IÖ23] concerning this stability analysis.

Since different cases for different \((\alpha, \beta)\) pairs need to be distinguished, see
(3.11), the analysis of the stability function (5.39) is more involved. Moreover, we will find out that the method is not unconditionally stable for all feasible parameters. In order to give an insight in the stability properties, we investigate the stability function numerically. We first rewrite (5.39) to

\[ R(z) = \frac{\sum_{j=0}^{4} n_j z^j}{\sum_{j=0}^{4} d_j z^j}, \]

where

\[
\begin{align*}
    n_0 &= 1, & d_0 &= 1, \\
    n_1 &= -(1 + \alpha + \beta), & d_1 &= -(\alpha + \beta + 2), \\
    n_2 &= (\beta + 1)\alpha + \beta - \frac{1}{2}, & d_2 &= (\beta + 2)\alpha + 2\beta + 1, \\
    n_3 &= (\frac{1}{2} - \beta)\alpha + \frac{1}{2}\beta + \frac{1}{6}, & d_3 &= -(2\beta + 1)\alpha - \beta, \\
    n_4 &= (\frac{1}{2} - \beta)\alpha - \frac{1}{6}, & d_4 &= \alpha\beta.
\end{align*}
\]

In what follows, we investigate the polynomial \( p_{\alpha,\beta,\varphi}(r) \) from Lemma A.1 satisfying

\[
|R(re^{i\varphi})| < 1 \iff p_{\alpha,\beta,\varphi}(r) < 0 \quad \text{and} \quad |R(re^{i\varphi})| > 1 \iff p_{\alpha,\beta,\varphi}(r) > 0,
\]

which means that MPRK43(\( \alpha, \beta \)) is unconditionally stable, if \( p_{\alpha,\beta,\varphi}(r) < 0 \) for all \( r > 0 \). Moreover, if \( p_{\alpha,\beta,\varphi}(r) > 0 \) for some \( r > 0 \), then the method cannot be unconditionally stable. For instance, observing \( p_{\frac{1}{5},\frac{2}{5},\frac{7}{8}}(r) = -\frac{11}{81}r^6 - \frac{11}{36}r^4 < 0 \) for all \( r > 0 \), we find that MPRK(\( \frac{1}{5}, \frac{2}{5} \)) is unconditionally stable.

We want to note that for any other feasible pair \( (\alpha, \beta) \), see Figure 3.1, the degree of \( p_{\alpha,\beta,\varphi} \) is 8. To see this, we point out that the leading coefficient

\[
n_4^2 - d_4^2 = -\alpha^2\beta^2 + (-\alpha + \frac{1}{2}\alpha - \frac{1}{6})^2 = -(\alpha - \frac{1}{3})\alpha\beta + (\frac{1}{2} - \frac{1}{6})^2 = \alpha^2 \beta^2 - \alpha\beta + \frac{1}{36} - \frac{1}{12} \leq 0,
\]

vanishes for \( (\alpha, \beta) = (\frac{1}{6}, \frac{2}{5}) \) and \( (\alpha, \frac{3\alpha - 1}{12\alpha}) \). However, since \( \frac{3\alpha - 1}{12\alpha} < \frac{3\alpha}{12\alpha} = \frac{1}{4} \) and all feasible values of \( \beta \) lie in \([0.25, 0.75]\), the pair \( (\alpha, \frac{3\alpha - 1}{12\alpha}) \) does not lie in the feasible domain.

Altogether, the question of unconditional stability can be answered if the polynomial \( p_{\alpha,\beta,\varphi} \) has no positive root because of the following. Suppose that all roots are non-positive. Since the coefficient of \( \beta \) in the leading coefficient (5.40) of \( p_{\alpha,\beta,\varphi}(r) \) is negative for \( \alpha > \frac{1}{3} \), we find due to \( \beta \in [0.25, 0.75] \), that

\[
n_4^2 - d_4^2 \leq -(\alpha - \frac{1}{3})\alpha\beta + (\frac{1}{2} - \frac{1}{6})^2 = \frac{1}{36} - \frac{1}{12} < 0.
\]

This means that \( \lim_{r \to \infty} p_{\alpha,\beta,\varphi}(r) = -\infty \). Finally, as we assumed that there are no positive roots, this implies that the polynomial is negative for all \( r > 0 \).

For the investigation of the remaining parameter combinations, we create a grid for \( (\alpha, \beta) \in [\frac{1}{4}, 2] \times [0.25, 0.75] \) with a resolution of 102^2 points in a unit square \([0, 1]^2\). We chose this resolution to sample the domain for \( \beta \) of length 0.5 with about 100 points. In particular, we use 102 points so that the set of sampled pairs includes the combinations \((0.5, 0.75)\) and \((1, 0.5)\) which are used in the literature [KM18b]. Given a pair \( (\alpha, \beta) \) from the grid, we also sample \( \varphi_j = \frac{j}{1000}\pi, \ j = 0, 1, \ldots, 1000 \) and determine the smallest value of \( j \) such that \( p_{\alpha,\beta,\varphi_j} \) has no positive root by using Sturm’s Theorem [Coh03, Theorem 8.8.14]. The corresponding value

\[
\theta_{\text{num}} = \min_{j=0,1,\ldots,1000} \{ 2(\pi - \varphi_j) \mid p_{\alpha,\beta,\varphi_j}(r) = 0 \implies r \leq 0 \} \quad (5.41)
\]
5.4. LYAPUNOV STABILITY ANALYSIS

Figure 5.1: Plot of $\theta_{\text{num}}$, see (5.41), estimating the opening angle of the stability domain of $\text{MPRK43}(\alpha, \beta)$. Pairs $(\alpha, \beta)$ colored in dark blue belong to $\theta_{\text{num}} = \pi$ and yield an unconditionally stable $\text{MPRK43}(\alpha, \beta)$ method. The black line is given by $\beta = \frac{17}{18}\alpha - \frac{2}{3}$ and its intersection with the feasible domain lies in the dark blue segment. The red markers indicate the position of the pairs $(0.5, 0.75)$ with an opening angle of at least $\theta_{\text{num}} = \pi$, and $(1, 0.5)$ with an opening angle of at least $\theta_{\text{num}} = \pi - \frac{\pi}{500} = \frac{499}{500}\pi$.

represents a lower bound for the opening angle $\theta$ of the stability domain of $\text{MPRK43}(\alpha, \beta)$. Moreover, if there exist a simple positive root, or with odd multiplicity, we know that the polynomial $p_{\alpha,\beta,\frac{\pi}{2}}$ will become positive within a neighborhood of that root, and hence, the method cannot be unconditional stable. In this case we have the the error estimate $\theta_{\text{num}} \leq \theta < \theta_{\text{num}} + \frac{\pi}{500}$ since

$$2(\pi - \varphi_j) - 2(\pi - \varphi_{j+1}) = \frac{\pi}{500}.$$ 

Note that in the case of $\theta_{\text{num}} \geq \pi$ the related method is unconditionally stable. The plot of $\theta_{\text{num}}$ can be found in Figure 5.1, noting that the $\text{MPRK43}(\alpha, \beta)$ scheme is not defined for $\alpha = \beta$.

As one can see, several parameter combinations $(\alpha, \beta)$ are unconditionally stable and the smallest $\theta_{\text{num}}$ observed is $\frac{498}{500}\pi$. In particular the pair corresponding to $\alpha = \frac{1}{2}$ and $\beta = \frac{3}{4}$ already used in the literature [KM18b] is now proved to be unconditionally stable. This cannot be said with certainty about the combination $\alpha = 1$ and $\beta = \frac{1}{2}$ as the corresponding value of $\theta_{\text{num}}$ is $\frac{499}{500}\pi$. Indeed, computing the roots of $p_{1,0.5,\frac{\pi}{2}}$ we find a simple positive root, proving that the corresponding method is not unconditionally stable.

$\text{MPRK43}(\gamma)$ Substituting (3.13) and (3.14) into (5.38), we obtain the stability function

$$R(z) = \frac{-5z^4 + 7z^3 + 23z^2 - 42z + 18}{2(2z - 3)^2(z - 1)^2}. \quad (5.42)$$

Note that the stability function is independent of the parameter $\gamma$, so that the following investigation is valid for all $\frac{3}{8} \leq \gamma \leq \frac{3}{4}$. 
Proposition 5.19. Let \( R \) be defined by (5.42). Then \(|R(z)| < 1\) holds true for all \( z \in \mathbb{C}^- \setminus \{0\} \) and \( R(0) = 1 \).

Proof. A straightforward calculation yields

\[
R(z) = \frac{-5}{18} z^4 + \frac{7}{18} z^3 + \frac{23}{18} z^2 - \frac{42}{18} z + 1 \quad \frac{(\frac{2}{3} z - 1)^2 (z - 1)^2}{\sum_{j=0}^{4} n_j z^j} = \sum_{j=0}^{4} d_j z^j,
\]

where

\[
n_0 = 1, \quad n_1 = -\frac{7}{3}, \quad n_2 = \frac{23}{18}, \quad n_3 = \frac{7}{18}, \quad n_4 = -\frac{5}{18},
\]

\[
d_0 = 1, \quad d_1 = -\frac{10}{3}, \quad d_2 = \frac{37}{9}, \quad d_3 = -\frac{20}{9}, \quad d_4 = \frac{4}{9}.
\]

Hence \( R(0) = 1 \) and the polynomial \( p_\phi(r) \) from Lemma A.1 satisfies

\[
p_\phi(r) = -\frac{13}{108} r^8 - \frac{137}{324} r^6 - \frac{1}{12} r^4 < 0
\]

for all \( r > 0 \). Hence, it follows that \(|R(iy)| < 1\) for all \( y \neq 0 \). The claim then follows from Remark 5.18.

From this result, we can conclude as a direct consequence of Theorem 5.4 the following statements.

Corollary 5.20. a) The MPRK(\( \gamma \)) method is unconditionally stable for all \( \frac{3}{8} \leq \gamma \leq \frac{3}{4} \).

b) If \( y^* \) is the unique steady state of the initial value problem (5.1), (5.2) with \( 1 \in \ker(\Lambda^T) \), then there exists a \( \delta > 0 \) such that \( \|y^0 - y^*\| < \delta \) implies the convergence of the iterates of MPRK(\( \gamma \)) towards \( y^* \) for all \( \Delta t > 0 \) and \( \frac{3}{8} \leq \gamma \leq \frac{3}{4} \).

5.4.2 Strong-Stability Preserving Modified Patankar–Runge–Kutta

As SSPMPRK schemes from [HS19, HZS19] are only constructed for positive and conservative PDS, we assume that the linear test equation (5.1) is conservative, i.e. \( 1 \in \ker(\Lambda^T) \). Since \( \Lambda \) is a Metzler matrix, the test equation can be rewritten as a positive and conservative PDS with \( p_{ij}(y) = d_{ji}(y) = \lambda_{ij} y_j \) for \( i \neq j \) and \( p_{ii} = d_{ii} = 0 \). Moreover, from \( 1 \in \ker(\Lambda^T) \), one can easily derive \( \sum_{j=1}^{N} \lambda_{ji} = 0 \) and thus obtain

\[
- \sum_{j=1}^{N} d_{ij}(y) = - \sum_{j=1}^{N} \lambda_{ji} y_i = \lambda_{ii} y_i,
\]

which will be used in the following to write the SSPMPRK schemes in the matrix-vector notation.
5.4. LYAPUNOV STABILITY ANALYSIS

SSPMPRK2(α, β) When applied to a conservative system (5.1), the terms $p_{ij}$ and $d_{ij}$ fulfill (5.43). As a consequence, the scheme (SSPMPRK2) can be rewritten as

\[
0 = \Phi_1(y^n, y^{(1)}) = y^n + \beta \Delta t \Lambda y^{(1)} - y^{(1)},
0 = \Phi_{n+1}(y^n, y^{(1)}, y^{n+1}) = (1 - \alpha)y^n + \alpha y^{(1)} + \Delta t \Lambda \text{diag}(y^{n+1})(\text{diag}(y^{(1)}))^{-s}(\text{diag}(y^n))^{s-1}(\beta_{20} y^n + \beta_{21} y^{(1)}) - y^{n+1},
\]

(5.44)

where we use the notation (\text{diag}(y))_{ij} = \delta_{ij} y_i with the Kronecker delta \delta_{ij} as well as ((\text{diag}(y))^x)_{ij} = \delta_{ij} y_i^x for $x \in \mathbb{R}$. Furthermore, $y^{(1)} = y^{(1)}(y^n)$ and $y^{n+1} = g(y^n)$ defined by (5.44) are functions of $y^n$. In order to apply Theorem 2.15 and Theorem 5.4, we have to investigate the map $g$ with respect to its smoothness as well as steady state and linear invariants preservation.

First of all, we show that $g \in C^2$ and then use Remark 5.7 in order to see that the first derivatives are Lipschitz continuous on an appropriately chosen neighborhood $D$ of $y^\ast$.

Indeed, the maps $\Phi_1: \mathbb{R}^N_+ \times \mathbb{R}^N_+ \to \mathbb{R}^N$ and $\Phi_{n+1}: \mathbb{R}_{\geq 0}^N \times \mathbb{R}_{\geq 0}^N \times \mathbb{R}_{\geq 0}^N \to \mathbb{R}^N$ are in $C^2$ for the same reasons as for MPRK schemes, which means that $g$ is also a $C^2$-map.

Next, we show that any positive steady state of (5.1) is a fixed point of $g$. To see this, we want to mention that $y^n = y^{(1)} = y^{n+1} = y^\ast$ is a solution to the system of equations (5.44) due to $\Lambda y^\ast = 0$. Since the solution for given $y^n$ is unique, we conclude that $y^n = y^\ast$ implies $y^{(1)} = y^{n+1} = y^\ast$, i.e. $g(y^\ast) = y^\ast$.

Moreover, $g$ conserves all linear invariants since $n^T \Lambda = 0$ and (5.44) imply

\[
n^T g(y^n) = n^T y^{n+1} = (1 - \alpha)n^T y^n + \alpha n^T y^{(1)} + 0
= (1 - \alpha)n^T y^n + \alpha n^T (y^n + \beta \Delta t \Lambda y^{(1)}) = n^T y^n.
\]

Therefore, the map $g: \mathbb{R}^N_{\geq 0} \to \mathbb{R}^N$ meets the assumptions of Theorem 5.4, so that we now focus on computing the Jacobian $Dg(y^\ast)$ according to (5.30). In particular, we have

\[
Dg(y^\ast) = -(D_{n+1}^\ast \Phi_{n+1})^{-1} \left(D_n^\ast \Phi_{n+1} + D_1^\ast \Phi_{n+1} D^\ast y^{(1)}\right),
\]

(5.45)

where

\[
D^\ast y^{(1)} = -(D_1^\ast \Phi_1)^{-1} D_n^\ast \Phi_1,
\]

(5.46)

if $D_1^\ast \Phi_1$ is invertible. Hence, we have to compute several auxiliary Jacobians in order to calculate $Dg(y^\ast)$ and we start with

\[
D_n^\ast \Phi_1 = I \quad \text{and} \quad D_1^\ast \Phi_1 = \beta \Delta t \Lambda - I.
\]

Note that $\beta > 0$ and $\sigma(\Lambda) \subseteq \mathbb{C}^{-}$, which implies that $D_1^\ast \Phi_1$ is nonsingular. Thus, we can use (5.46) and find

\[
D^\ast y^{(1)} = -(\beta \Delta t \Lambda - I)^{-1} \cdot I = (I - \beta \Delta t \Lambda)^{-1}.
\]

Next, we compute $D_n^\ast \Phi_{n+1}$ and $D_1^\ast \Phi_{n+1}$. To that end, we first define

\[
f(y^n, y^{(1)}) = \text{diag}(y^n)^k(\beta_{20} y^n + \beta_{21} y^{(1)})
\]
for some $k \in \mathbb{R}$ and get

\[
(D_n^*f)_{ij} = \partial_{y^i} \left( (y^n_k)^k(\beta_{20}y^n_i + \beta_{21}y^{(1)}_i) \right) \bigg|_{y^n = y^*} = \delta_{ij} \left( k(y^n_i)^k-1(\beta_{20} + \beta_{21})y^n_i + (y^n_i)^k\beta_{20} \right) = \left( \text{diag}(y^*)^k \right)_{ij} \left( k(\beta_{20} + \beta_{21}) + \beta_{20} \right),
\]

(5.47)

where we have used the fact that $y^{(1)}(y^*) = y^*$. Similarly, defining

\[
u(y^n, y^{(1)}) = \text{diag}(y^{(1)})^k(\beta_{20}y^n + \beta_{21}y^{(1)}),
\]

we obtain

\[
D_1^*\nu = \text{diag}(y^*)^k(k(\beta_{20} + \beta_{21}) + \beta_{21}).
\]

(5.48)

In order to apply the formulae (5.47) and (5.48) to compute $D_n^*\Phi_{n+1}$ and $D_1^*\Phi_{n+1}$, we also make use of the fact that diagonal matrices commute, so that we end up with

\[
D_n^*\Phi_{n+1} = (1 - \alpha)I + \Delta t\Lambda((s - 1)(1 - \alpha\beta) + \beta_{20}),
\]

\[
D_1^*\Phi_{n+1} = \alpha I + \Delta t\Lambda(-s(1 - \alpha\beta) + \beta_{21}),
\]

where we have exploited $\beta_{20} + \beta_{21} = 1 - \alpha\beta$. Finally, to compute $D_n^*\Phi_{n+1}$ we rewrite (5.44) utilizing $\text{diag}(\nu)w = \text{diag}(w)v$ to get

\[
\Phi_{n+1} = (1 - \alpha)y^n + \alpha y^{(1)} + \Delta t\Lambda \text{diag}(\beta_{20}y^n + \beta_{21}y^{(1)})\text{diag}(y^{(1)})^{-s}(\text{diag}(y^n))^{s-1}y^{n+1} - y^{n+1}.
\]

(5.49)

From this, it is easy to see that

\[
D_n^*\Phi_{n+1} = (1 - \alpha\beta)\Delta t\Lambda - I
\]

which is a nonsingular matrix since $\sigma(\Lambda) \subseteq \mathbb{C}^-$ and $1 - \alpha\beta \geq \frac{1}{2\beta} > 0$, see (3.15). Finally, we introduce the expressions for the auxiliary Jacobians into the formula (5.45) resulting in

\[
Dg(y^*) = (I - (1 - \alpha\beta)\Delta t\Lambda)^{-1}\left( (1 - \alpha)I + \Delta t\Lambda((s - 1)(1 - \alpha\beta) + \beta_{20}) + (\alpha I + \Delta t\Lambda(-s(1 - \alpha\beta) + \beta_{21}))(I - \beta\Delta t\Lambda)^{-1} \right).
\]

Since $Dg(y^*)$ is a rational function of $\Lambda$ and the identity matrix $I$, we find $\sigma(Dg(y^*)) = \{R(\Delta t\lambda) \mid \lambda \in \sigma(\Lambda)\}$, where

\[
R(z) = \frac{1 - \alpha + z((s - 1)(1 - \alpha\beta) + \beta_{20}) + \frac{\alpha + z(s(1 - \alpha\beta) + \beta_{21})}{1 - \beta z}}{1 - (1 - \alpha\beta)z}.
\]

From

\[
\beta_{20} = 1 - \frac{1}{2\beta} - \alpha\beta, \quad \beta_{21} = \frac{1}{2\beta} \quad \text{and} \quad s = \frac{\alpha\beta^2 - \alpha\beta + 1}{\beta(1 - \alpha\beta)}.
\]
elementary computations lead to

\[ R(z) = \frac{-2 + (2\alpha \beta^2 - 2\alpha \beta + 1)z^2 - 2\beta(\alpha - 1)z}{2(1 + (\alpha \beta - 1)z)(\beta z - 1)}. \]

In summary, we obtain the following proposition.

**Proposition 5.21.** Let \( g : \mathbb{R}_+^N \to \mathbb{R}_+^N \) be the map given by the application of the second order SSPMPRK family (SSPMPRK2) to the differential equation (5.1) with \( \mathbf{1} \in \ker(A^T) \). Then any \( \mathbf{y}^* \in \ker(A) \cap \mathbb{R}_+^N \) is a fixed point of \( g \) and \( g \in C^2(\mathbb{R}_+^N, \mathbb{R}_+^N) \), whereby the first derivatives of \( g \) are Lipschitz continuous in an appropriate neighborhood of \( \mathbf{y}^* \). Moreover, all linear invariants are conserved and an eigenvalue \( \lambda \) of \( A \) corresponds to the eigenvalue \( R(\Delta t \lambda) \) of the Jacobian of \( g \) where

\[ R(z) = \frac{-2 + (2\alpha \beta^2 - 2\alpha \beta + 1)z^2 - 2\beta(\alpha - 1)z}{2(1 + (\alpha \beta - 1)z)(\beta z - 1)}. \]  

(5.50)

By this proposition, the SSPMPRK2(\( \alpha, \beta \)) scheme satisfies all preconditions in order to apply Theorem 5.4. Thus, we have to analyze the stability function \( R \).

**Proposition 5.22.** Let \( R \) be defined by (5.50) with \( \alpha, \beta \) satisfying (3.15).

a) For any \( \alpha > \frac{1}{2\beta} \), the set \( \{ z \in \mathbb{C}^- \mid |R(z)| \leq 1 \} \) is bounded.

b) For all \( \alpha < \frac{1}{2\beta} \) with \( (\alpha, \beta) \neq (0, \frac{1}{2}) \) we have \( |R(z)| < 1 \) for all \( z \in \mathbb{C}^- \setminus \{0\} \).

c) For \( \alpha = \frac{1}{2\beta} \) or \( (\alpha, \beta) = (0, \frac{1}{2}) \) the relation \( |R(z)| < 1 \) is true for all \( z \) with \( \text{Re}(z) < 0 \), and \( |R(z)| = 1 \) holds whenever \( \text{Re}(z) = 0 \).

**Proof.** For proving part a), we consider (5.50) with \( z = re^{i\varphi} \in \mathbb{C}^- \setminus \{0\} \) which yields

\[ \lim_{r \to \infty} R(z) = \frac{2\alpha \beta^2 - 2\alpha \beta + 1}{2\beta(\alpha \beta - 1)} = \frac{2\alpha \beta^2 - 2\alpha \beta + 1}{2\alpha \beta^2 - 2\beta}. \]

Note that for \( \alpha = \frac{1}{2\beta} \), we obtain \( \lim_{r \to \infty} R(z) = \frac{\beta - 1 + 1}{\beta - 2\beta} = -1 \). Finally, it is straightforward to verify

\[ \partial_\alpha \left( \lim_{r \to \infty} R(z) \right) = \partial_\alpha \left( \frac{2\alpha \beta^2 - 2\alpha \beta + 1}{2\beta(\alpha \beta - 1)} \right) = \frac{2\beta(\beta - 1)2\beta(\alpha \beta - 1) - (2\alpha \beta(\beta - 1) + 1)2\beta^2}{4\beta^2(\alpha \beta - 1)^2} = \frac{1 - 2\beta}{2(\alpha \beta - 1)^2} < 0, \]

since \( \beta \geq \frac{1}{2} \). Therefore \( \lim_{r \to \infty} R(z) \) decreases with increasing \( \alpha \). As a result, for any \( \alpha > \frac{1}{2\beta} \), we find \( \lim_{r \to \infty} R(z) < -1 \) and thus, there exists \( z^* \in \mathbb{C}^- \) so that \( |R(z^*)| > 1 \). Indeed, the set \( \{ z \in \mathbb{C}^- \mid |R(z)| \leq 1 \} \) is bounded, as we find \( |R(z^*)| > 1 \) for any \( z^* \in \mathbb{C}^- \) with \( |z^*| \) large enough.

We now focus on the derivation of the remaining statements, we investigate \( |R(z)| \) first on the imaginary axis. A technical but elementary computation for \( z = ib \), with \( b \in \mathbb{R} \), yields

\[ |R(ib)|^2 = \frac{1 + b^4(\alpha \beta^2 - \alpha \beta + \frac{1}{2})^2 + b^2(1 + (\alpha^2 + 1)\beta^2 - 2\alpha \beta)}{(1 + (\alpha \beta - 1)^2b^2)(\beta^2b^2 + 1)}. \]
Subtracting the denominator from the numerator leads to the expression
\[-(2\alpha\beta - 2\beta - 1)(2\alpha\beta - 1)(2\beta - 1)b^4. \quad \text{(5.51)}\]

With respect to statement b), we consider \(\alpha < \frac{1}{2\beta}\) and \(\beta > \frac{1}{2}\), as \(\beta = \frac{1}{2}\) implies \(\alpha = 0\) due to equation (3.15). It follows that \(2\beta - 1 > 0\). Due to \(\alpha < \frac{1}{2\beta}\), we see \(2\alpha\beta < 1\) and \(2\alpha\beta - 2\beta - 1 < 1 - 2\beta - 1 < 0\), so that the whole product (5.51) becomes negative, whenever \(z = ib \neq 0\). This is equivalent to \(|R(z)| < 1\) on the imaginary axis without the origin. Using Remark 5.18, we see that \(|R(z)| < 1\) holds for all \(z \in \overline{\mathbb{C}} - \{0\}\).

The assertion c) can be proved in a similar way using (5.51). Indeed, in the case of \(\alpha = \frac{1}{2\beta}\) or \((\alpha, \beta) = (0, \frac{1}{2})\), the product (5.51) vanishes proving \(|R(z)| = 1\) on the imaginary axis. Once again taking advantage of the Phragmén–Lindelöf principle one can conclude \(|R(z)| < 1\) in \(\mathbb{C}^-\).

As a result we obtain the following corollaries that are a direct consequence of the application of Theorem 2.15 and Theorem 5.4, as well as Remark 5.1.

**Corollary 5.23.** Let \(y^*\) be a positive steady state of the differential equation (5.1) with \(1 \in \ker(A^T)\). Then \(y^*\) is a fixed point of the SSPMPRK2(\(\alpha, \beta\)) scheme and the following holds:

a) For any \(\alpha > \frac{1}{2\beta}\), the stability region of the SSPMPRK2(\(\alpha, \beta\)) method is bounded.

b) For all \(\alpha \leq \frac{1}{2\beta}\), the SPPMPRK2(\(\alpha, \beta\)) scheme is unconditionally stable.

**Corollary 5.24.** Let the unique steady state \(y^*\) of the initial value problem (5.1), (5.2) be positive and \(1 \in \ker(A^T)\). Then there exists a \(\delta > 0\) such that \(\|y^0 - y^*\| < \delta\) implies the convergence of the iterates of the SSPMPRK2(\(\alpha, \beta\)) scheme towards \(y^*\) for all \(\Delta t > 0\), if \(\alpha \leq \frac{1}{2\beta}\). For \(\alpha > \frac{1}{2\beta}\), the method is conditionally stable.

In order to illustrate the consequences of Corollary 5.23 consider Figure 5.2, where due to (3.15) all permitted pairs of \((\alpha, \beta)\) with \(\beta \leq 5\) lie between the \(\beta\)-axis and the black curve. The blue graph is determined by \(\alpha = \frac{1}{2\beta}\), and thus, separates pairs of parameters associated with unconditionally stable methods from those with bounded stability domains. As an example, here we will consider the red rectangular with vertices \((0.2, 3), (0.2, 3.5), (0.24, 3)\) and \((0.24, 3.5)\), which is located in that critical region, so that we further analyze the corresponding choices of parameters with the help of Figure 5.3, where we plot the corresponding stability regions. One can observe that the chosen pairs of parameters from Figure 5.2 that are closer to the blue graph are associated with a larger stability domain. The smallest stability region among the examples from Figure 5.3 are associated with the \((\alpha, \beta)\) pair at the top right corner of the red rectangular from Figure 5.2.

**SSPMPRK3(\(\eta_2\))** As the first step, we apply (SSPMPRK3) to the linear test problem (5.1), assuming conservativity, and rewrite it in the matrix-vector notation. For this, we again make use of equation (5.43) and the fact that the production and destruction terms are linear, which results in

\[0 = \Phi_1(y^n, y^{(1)}) = \alpha_{10} y^n + \beta_{10} \Delta t A y^{(1)} - y^{(1)},\]

\[0 = \Phi_\rho(y^n, y^{(1)}, \rho) = n_1 y^{(1)} + n_2 (\text{diag}(y^{(1)}))^2 (\text{diag}(y^n))^{-1} 1 - \rho,\]
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Figure 5.2: The black curve is implicitly given by the function $\alpha(\beta) = \frac{1 - \beta^2}{\beta}$. The blue graph is determined by the equation $\alpha = \frac{1}{2} \beta$ and the red rectangular possesses the vertices $(\alpha, \beta)$ with $(0.2, 3), (0.2, 3.5), (0.24, 3)$ and $(0.24, 3.5)$ which lie between the black and blue curve.

$$
0 = \Phi_2(y^n, y^{(1)}, \rho, y^{(2)}) = \alpha_{20}y^n + \alpha_{21}y^{(1)} + \Delta t \Lambda \text{diag}(y^{(2)})^{-1}(\beta_{20}y^n + \beta_{21}y^{(1)}) - y^{(2)},
$$

$$
0 = \Phi_\gamma(y^n, y^{(1)}, \gamma) = \eta_1y^n + \eta_2y^{(1)} + \Delta t \Lambda \text{diag}(\gamma)(\text{diag}(y^n))^{s-1}(\text{diag}(y^{(1)}))^{-s}(\eta_{30}y^n + \eta_{31}y^{(1)}) - \gamma,
$$

$$
0 = \Phi_\sigma(y^n, y^{(2)}, \rho, \gamma, \sigma) = \gamma + \zeta(\text{diag}(y^{(2)}))(\text{diag}(\rho))^{-1}y^n - \sigma,
$$

$$
0 = \Phi_{n+1}(y^n, y^{(1)}, \rho, y^{(2)}, y^{n+1}) = \alpha_{30}y^n + \alpha_{31}y^{(1)} + \alpha_{32}y^{(2)} + \Delta t \Lambda \text{diag}(y^{n+1})(\text{diag}(\sigma))^{-1}(\beta_{30}y^n + \beta_{31}y^{(1)} + \beta_{32}y^{(2)}) - y^{n+1},
$$

(5.52)

where we omitted to write the arguments as functions of $y^n$. Moreover, the parameter $s$ is determined by [HZS19, Eq. (3.19)], also see [HIK+22] for the details of the computation.

Now, we could introduce three stages $y^{(3)}$, $y^{(4)}$ and $y^{(5)}$ for quantities $\rho, \gamma$ and $\sigma$ in order to keep the notation from (5.30) as we did for MPRK43 schemes. However, this might be more confusing at this point. We instead introduce auxiliary Jacobians $D_\sigma$ etc. in the same manner as for (5.30).

We want to point out that all functions from above are $C^2$-maps for positive arguments. Thus, the map $g$, which is determined by solving linear systems, is in $C^2$. Due to Remark 5.7, the first derivatives are Lipschitz continuous for a sufficiently small neighborhood of $y^*$. Also, we can prove $g(v) = v$ for all $v \in \ker(\Lambda) \cap \mathbb{R}^N_{>0}$ as follows. We know that $\Phi_1(y^*, y^*) = 0$, and hence, $y^n = y^*$ implies $y^{(1)} = y^*$ as $y^{(1)}$ is uniquely determined by $y^n$. Analogously, we conclude $\rho(y^*) = y^*$ as $n_1 + n_2 = 1.$
As a consequence, we conclude from $a_{20} + a_{21} = 1$ at double precision that also $y^{(2)}(y^*) = y^*$. However, $\gamma(y^*) = (\eta_1 + \eta_2)y^*$, from which it follows that $\sigma(y^*) = (\eta_1 + \eta_2)y^* + \zeta y^* = y^*$ since $\eta_1 + \eta_2 = 1 - \zeta$. Finally $y^{n+1}(y^*) = g(y^*) = y^*$ follows because $\sum_{i=0}^{2} \alpha_{3i} = 1$ is true at double precision.

In the following we use $a_{20} + a_{21} = 1$, $\sum_{i=0}^{2} \alpha_{3i} = 1$ and $\alpha_{10} = 1$ as well as the values of the functions evaluated at $y^*$ without further notice.

Moreover, we can observe that $g$ conserves all linear invariants as follows. First, $n^T \Lambda = 0$ implies

$$n^T y^{(1)} = \alpha_{10} n^T y^n + \beta_{10} \Delta t n^T \Lambda y^{(1)} = n^T y^n.$$  

As a consequence, we obtain

$$n^T y^{(2)} = \alpha_{20} n^T y^n + \alpha_{21} n^T y^{(1)} + 0 = (\alpha_{20} + \alpha_{21}) n^T y^n = n^T y^n.$$  

Altogether, we find that $g$ is linear invariants preserving due to

$$n^T g(y^n) = n^T y^{n+1} = \sum_{i=0}^{2} \alpha_{3i} n^T y^n + 0 = n^T y^n.$$  

Hence, also in the third order case, the map $g$ satisfies all conditions for applying Theorem 2.15 and Theorem 5.4. Therefore, we are now interested in computing the Jacobian of $g$, which can be done by using the same techniques as for the
second order SSPMRK scheme. Since we use a slightly different notation, let us recall the formula for \( Dg(y^*) \). Using the chain rule for the last equation of (5.52) and solving for \( Dg(y^*) \) yield

\[
Dg(y^*) = -(D^*_{n+1} \Phi_{n+1})^{-1}(D^*_n \Phi_{n+1} + D^*_1 \Phi_{n+1}D^*y^{(1)} + D^*_2 \Phi_{n+1}D^*y^{(2)} + D^*_\sigma \Phi_{n+1}D^*\sigma),
\]

(5.53)

if \((D^*_{n+1} \Phi_{n+1})^{-1}\) exists. Hence, we need formulae for \( D^*y^{(1)}, D^*y^{(2)} \) and \( D^*\sigma \). We use the same strategies as for the second order scheme and obtain by means of the chain rule of the corresponding equation in (5.52) the formulae

\[
D^*y^{(1)} = -(D^*_1 \Phi_1)^{-1}D^*_n \Phi_1,
\]

\[
D^*y^{(2)} = -(D^*_2 \Phi_2)^{-1}(D^*_n \Phi_2 + D^*_1 \Phi_2D^*y^{(1)} + D^*_\rho \Phi_2D^*\rho),
\]

\[
D^*\sigma = -(D^*_T \Phi_\sigma)^{-1}(D^*_n \Phi_\sigma + D^*_2 \Phi_\sigmaD^*y^{(2)} + D^*_\rho \Phi_\sigmaD^*\rho + D^*_\gamma \Phi_\sigmaD^*\gamma),
\]

(5.54)

provided that the inverses exist. However, to compute the last two Jacobians, we now require to have knowledge about \( D^*\rho \) and \( D^*\gamma \). These Jacobians can be obtained by

\[
D^*\rho = -(D^*_\rho \Phi_\rho)^{-1}(D^*_n \Phi_\rho + D^*_1 \Phi_\rhoD^*y^{(1)}),
\]

\[
D^*\gamma = -(D^*_\gamma \Phi_\gamma)^{-1}(D^*_n \Phi_\gamma + D^*_1 \Phi_\gammaD^*y^{(1)}),
\]

(5.55)

if the expressions are defined. Starting off with the calculation of \( D^*y^{(1)} \), we obtain

\[
D^*_n \Phi_1 = \alpha_{10} I, \quad D^*_1 \Phi_1 = \beta_{10} \Delta t \Lambda - I.
\]

Since \( \beta_{10} > 0 \) we can use (5.54) to conclude that

\[
D^*y^{(1)} = -(\beta_{10} \Delta t \Lambda - I)^{-1} \cdot \alpha_{10} I = (I - \beta_{10} \Delta t \Lambda)^{-1}
\]

is defined. Next we focus on \( D^*\rho \) so that we can compute \( D^*y^{(2)} \) afterwards. For this, we use again that diagonal matrices commute and that \( \text{diag}(v)w = \text{diag}(w)v \) holds. Hence, we find

\[
D^*_n \Phi_\rho = -n_2 I, \quad D^*_1 \Phi_\rho = (n_1 + 2n_2) I, \quad D^*_\rho \Phi_\rho = -I,
\]

and due to (5.55),

\[
D^*\rho = -n_2 I + (n_1 + 2n_2)(I - \beta_{10} \Delta t \Lambda)^{-1}.
\]

The computation of the following Jacobians requires the same technique as described in equations (5.47) and (5.49), from which we get

\[
D^*_n \Phi_2 = \alpha_{20} I + \beta_{20} \Delta t \Lambda, \quad D^*_1 \Phi_2 = \alpha_{21} I + \beta_{21} \Delta t \Lambda,
\]

\[
D^*_\rho \Phi_2 = -(\beta_{20} + \beta_{21}) \Delta t \Lambda, \quad D^*_2 \Phi_2 = (\beta_{20} + \beta_{21}) \Delta t \Lambda - I,
\]

respectively. Since \( \beta_{20} + \beta_{21} > 0 \) the inverse of \( D^*_2 \Phi_2 \) exists, and thus, \( D^*y^{(2)} \) is formally given by (5.54).

Next, we need \( D^*\gamma \) in order to find \( D^*\sigma \). Exploiting once again the ideas from (5.47) and (5.49), we obtain with \( \gamma(y^*) = (\eta_1 + \eta_2)y^* \) the Jacobians

\[
D^*_n \Phi_\gamma = \eta_1 I + (\eta_1 + \eta_2) \Delta t \Lambda ((s - 1)(\eta_3 + \eta_4) + \eta_3),
\]
\[ D_1^* \Phi_\gamma = \eta_2 I + (\eta_1 + \eta_2) \Delta t \Lambda (-s(\eta_3 + \eta_4) + \eta_4), \]
\[ D_2^* \Phi_\gamma = (\eta_3 + \eta_4) \Delta t \Lambda - I, \]

where \( D_2^* \Phi_\gamma \) is nonsingular since \( \eta_3 + \eta_4 > 0 \). Hence, with (5.55) even the Jacobian \( D^* \gamma \) can be determined.

Computing
\[ D_n^* \Phi_\sigma = \zeta I, \quad D_2^* \Phi_\sigma = \zeta I, \quad D_\rho^* \Phi_\sigma = -\zeta I, \quad D_\gamma^* \Phi_\sigma = I, \quad D_\sigma^* \Phi_\sigma = -I, \]
we are able to obtain \( D^* \sigma \) from (5.54). Finally, the remaining Jacobians are given by
\[ D_n^* \Phi_{n+1} = \alpha_{30} I + \beta_{30} \Delta t \Lambda, \quad D_1^* \Phi_{n+1} = \alpha_{31} I + \beta_{31} \Delta t \Lambda, \]
\[ D_2^* \Phi_{n+1} = \alpha_{32} I + \beta_{32} \Delta t \Lambda, \quad D_\sigma^* \Phi_{n+1} = -\Delta t \Lambda \sum_{i=0}^2 \beta_{3i}, \]
\[ D_{n+1}^* \Phi_{n+1} = \Delta t \Lambda \sum_{i=0}^2 \beta_{3i} - I \]
with \( \sum_{i=0}^2 \beta_{3i} > 0 \), so that we are now in the position to compute \( Dg(\gamma^*) \) using (5.53). As all the matrices occurring within the expressions of the Jacobians above are either the identity matrix \( I \) or the system matrix \( \Lambda \) from (5.1), the stability function for the third order SSPMPRK scheme can easily be computed by calculating \( Dg(\gamma^*) \) and substituting \( \Delta t \Lambda \) by \( \Delta t \lambda = z \), so that we end up with the stability function \( R(\Delta t \lambda) = R(z) \) that reads
\[
R(z) = \frac{1}{1 - z} \left[ \alpha_{30} + \beta_{30} z + \frac{\alpha_{31} + \beta_{31} z}{1 - \beta_{10} z} + (\alpha_{32} + \beta_{32} z) P(z) \right. \\
- z \sum_{i=0}^2 \beta_{3i} \left( \zeta + \zeta P(z) - \zeta \left( \frac{n_1 + 2n_2}{1 - \beta_{10} z} - n_2 \right) \right) \\
+ \frac{1}{1 - (\eta_3 + \eta_4) z} \left( \eta_1 + (\eta_1 + \eta_2) z \left( (s - 1)(\eta_3 + \eta_4) + \eta_3 \right) \\
+ \frac{\eta_2 + (\eta_1 + \eta_2) z (-s(\eta_3 + \eta_4) + \eta_4)}{1 - \beta_{10} z} \right) \right], \\
P(z) = \frac{\alpha_{20} + \beta_{20} z + \frac{\alpha_{21} + \beta_{21} z}{1 - \beta_{10} z} - (\beta_{20} + \beta_{21} z) \left( \frac{n_1 + 2n_2}{1 - \beta_{10} z} - n_2 \right)}{1 - (\beta_{20} + \beta_{21} z)}. 
\]

Before a detailed investigation of the stability function \( R \), we summarize the above derived results by means of the following proposition.

**Proposition 5.25.** Let \( g : \mathbb{R}^N_{>0} \rightarrow \mathbb{R}^N_{>0} \) be the generating map of SSPMPRK3(\( \eta_2 \)) when applied to the differential equation (5.1) with \( I \in \ker(\Lambda^T) \). Then any \( y^* \in \ker(\Lambda) \cap \mathbb{R}^N_{>0} \) is a fixed point of \( g \in C^2(\mathbb{R}^N_{>0}, \mathbb{R}^N_{>0}) \), whereby the first derivatives of \( g \) are Lipschitz continuous in an appropriate neighborhood of \( y^* \). Moreover, all linear invariants are conserved and an eigenvalue \( \lambda \) of \( \Lambda \) corresponds to the eigenvalue \( R(\Delta t \lambda) \) of the Jacobian of \( g \) where \( R \) is defined in (5.56) and the parameters are given in (3.18).

Next, we will prove that the third order SSPMPRK scheme possesses stable fixed points for all \( \eta_2 \in [0, r_1] \) when applied to the test equation.
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**Proposition 5.26.** The stability function $R(z)$ of the third order SSPMPRK scheme satisfies $R(0) = 1$ and $|R(z)| < 1$ for all $z \in \mathbb{C}^- \setminus \{0\}$ up to double precision.

**Proof.** It is straightforward to see that $R(0) = \alpha_{30} + \alpha_{31} + \alpha_{32} (\alpha_{20} + \alpha_{21})$ holds true. Up to double precision, we obtain $\alpha_{20} + \alpha_{21} = 1$ and $\alpha_{30} + \alpha_{31} + \alpha_{32} = 1$, so that $R(0) = 1$. Also, as $\alpha_{ij}, \beta_{ij}, \eta_3 + \eta_4 > 0$, see (3.18), no poles of $R$ are located in $\mathbb{C}^-$. Furthermore, by a technical calculation we can rewrite $R$ to receive

$$R(z) = \frac{\sum_{j=0}^{4} n_j z^j}{\sum_{j=0}^{4} d_j z^j},$$

where, for $\eta_2 \in [0, r_1] \subseteq [0, \frac{1}{2})$ the coefficients are given by

$$n_0 = \frac{0.47620819268131705757\eta_2 - 1.0537480911094115481}{0.47620819268131705757\eta_2 - 1.0537480911094115481 - 3.1507612671062001337\eta_2 + 3.97987366646158920698},$$

$$n_1 = \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 + 2.4343280828365809236\eta_2 - 2.5818776483048969774},$$

$$n_2 = \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.57282016379130601724\eta_2} + \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.6536869584417787153\eta_2 - 0.8135561598934226642},$$

$$n_3 = \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.1292603911580354457\eta_2} + \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.59499575916146815582\eta_2 + 0.6388705619897590458},$$

$$n_4 = \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.1384128438067575936\eta_2} + \frac{0.47620819268131703\eta_2 - 1.0537480911094114871}{0.47620819268131703\eta_2 - 1.0537480911094114871 - 0.32389312216150656420\eta_2},$$

where $n_0 = 1$ at double precision, see [HIK+22]. We want to mention here, that these values were computed with Maple 2021 and Digits = 20, which means that 20 digits were used when making calculations with software floating-point numbers.

We investigate the polynomial $p_2 (r)$ from Lemma A.1 with $\eta_2$ being a parameter. At double precision, we obtain $n_0 = 1$, so that $n_0^2 - 1 = 0$, i.e. $p_2 (0) = 0$. Next, our strategy is to prove that all nonzero coefficients of $r^k$, in the following denoted by $c_k$ are negative.

For $\eta_2 \leq r_1 < \frac{1}{2}$, it suffices for our argument to round to three decimal places in the following expressions, which can be reproduced using the Maple repository.
and read

\[
\begin{align*}
    c_8 & \approx 4.410 \left( -0.168 \eta_2^3 + 0.271 \eta_2 + 0.046 \eta_2^2 - 0.162 - 0.005 \eta_2^3 \right) \frac{1}{(\eta_2 - 2.213)^2}, \\
    c_6 & \approx 4.410 \left( -0.790 \eta_2^3 + 1.310 \eta_2 + 0.210 \eta_2^2 - 0.808 - 0.021 \eta_2^4 \right) \frac{1}{(\eta_2 - 2.213)^2}, \\
    c_4 & \approx 4.410 \left( 0.556 \eta_2 - 0.442 + 0.032 \eta_2^3 - 0.232 \eta_2^2 \right) \frac{1}{(\eta_2 - 2.231)^2}, \\
    10^{14} c_2 & \approx \frac{\eta_2 (\eta_2 - 1 - 0.2 \eta_2^2 + 0.03 \eta_2^3)}{(0.476 \eta_2 - 1.054)^2}.
\end{align*}
\]

First of all, the denominators occurring in any of the above \( c_k \) are positive. Also, positive terms in the numerator are multiplied with powers of \( \eta_2 < \frac{1}{2} \) and thus are smaller than the absolute value of the corresponding constant, which is always negative. This holds true even if the rounding error is taken into account, i.e. after adding \( 10^{-2} \) to positive terms and subtracting it from negative expressions. This proves that \( c_k < 0 \), and thus, \( |R(\eta)| < 1 \) for all \( \eta \in \mathbb{R} \setminus \{0\} \).

Finally, we can conclude even \( |R(z)| < 1 \) for all \( z \in \mathbb{C} \setminus \{0\} \) by means of Remark 5.18. \( \square \)

As an immediate consequence of this proposition in combination with Theorem 2.15 and Theorem 5.4, we obtain the following results.

**Corollary 5.27.** The SSPMPRK3(\( \eta_2 \)) scheme is unconditionally stable for all \( \eta_2 \in [0, r_1] \), where \( r_1 \approx 0.37 \).

**Corollary 5.28.** Let \( y^\ast \) be the unique steady state of the initial value problem (5.1), (5.2) with \( 1 \in \ker(\Lambda^T) \). Then there exists a \( \delta > 0 \) such that \( \|y_0 - y^\ast\| < \delta \) implies the convergence of the iterates of of SSPMPRK3(\( \eta_2 \)) towards \( y^\ast \) for all \( \Delta t > 0 \) and \( \eta_2 \in [0, r_1] \).
5.4.3 Modified Patankar Deferred Correction

In this subsection we investigate (MPDeC). Since the index function \( \gamma \) depends on the sign of \( \theta_r^m \), we introduce the nonnegative part \( \theta_{r,+} = \max\{0, \theta_r^m\} \) and nonpositive part \( \theta_{r,-} = \min\{0, \theta_r^m\} \). It is worth mentioning that

\[
\theta_r^m = \frac{\theta_r^m \pm |\theta_r^m|}{2}
\]

and

\[
\theta_r^m = \begin{cases} 
\theta_r^m, & \theta_r^m < 0, \\
\theta_r^m, & \theta_r^m \geq 0
\end{cases}
\]

as well as \( \theta_{r,+} + \theta_{r,-} = \theta_r^m \). With that, we split the sum appearing in (MPDeC) into two sums containing \( \theta_{r,+} \) and \( \theta_{r,-} \), respectively. For the separated sums, we know the value of \( \gamma(j, i, \theta_r^m) \) so that we introduce the positive part

\[
p_r(k)(y_r(k-1), y^{m,(k-1)}, y^{m,(k)}) = \Lambda \text{diag}(y^{m,(k)}) \left( \text{diag}(y^{m,(k-1)}) \right)^{-1} y_r(k-1)
\]

(5.57)

analogously as we did for SSPMPRK, as well as the negative part \( n_r(k) \) given by

\[
n_i^r(k)(y_r(k-1), y^{m,(k-1)}, y^{m,(k)}) = \sum_{j=1}^{N} \left( p_{ij}(y_r(k-1)) \frac{y_{ij}^{m,(k)}}{y_i^{m,(k-1)}} - d_{ij}(y_r(k-1)) \frac{y_j^{m,(k)}}{y_j^{m,(k-1)}} \right)
\]

(5.58)

for \( i = 1, \ldots, N, \ r = 0, \ldots, M \) and \( k = 1, \ldots, K \). Using \( p_{ij}(y) = d_{ji}(y) = \lambda_{ij} y_j \) for \( i \neq j \) and \( p_{ii}(y) = d_{ii}(y) = 0 \) this can be rewritten as

\[
n_i^r(k)(y_r(k-1), y^{m,(k-1)}, y^{m,(k)}) = \frac{y_i^{m,(k)}}{y_i^{m,(k-1)}} \sum_{j=1}^{N} \lambda_{ij} y_{ij}^{r,(k-1)} - y_i^{r,(k-1)} \sum_{j=1}^{N} \lambda_{ji} y_j^{m,(k-1)}
\]

(5.59)

Utilizing these vector fields, the iterates from (MPDeC) satisfy

\[
0 = \Phi^m_k(y^n, y^{1,(k-1)}, \ldots, y^{M,(k-1)}, y^{m,(k)})
\]

\[
\Phi^m_k = y^{m,(k)} - y^n - \sum_{r=0}^{M} \theta_{r,+}^m \Delta t p_r(k)(y_r(k-1), y^{m,(k-1)}, y^{m,(k)}) - \sum_{r=0}^{M} \theta_{r,-}^m \Delta t n_r(k)(y_r(k-1), y^{m,(k-1)}, y^{m,(k)})
\]

(5.60)

for \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \). Furthermore, analogously to the auxiliary Jacobians introduced in (5.28) and (5.29), we write \( \Phi^m_k \) to represent the Jacobian with respect to the entries of the vector \( y^x \) for some \( x \), evaluated at \( (y^*, \ldots, y^{m,(k)}(y^*)) \). Finally, we introduce similar notations for the auxiliary Jacobians of \( p_r(k) \) and \( n_r(k) \) with respect to \( y^x \).

Also note that MPDeC schemes are steady state preserving as plugging in \( y^{m,(k)} = y^n = y^* \in \ker(\Lambda) \) into (MPDeC) yields a true statement. Hence, \( y^{m,(k)}(y^*) = y^* \) for all \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \).
Theorem 5.29. Let \( g : \mathbb{R}_{>0}^N \to \mathbb{R}_{>0}^N \), implicitly given by the solution of (5.60), be the generating map of the MPDeC iterates when applied to (5.1) with \( 1 \in \ker(\Lambda^T) \). Furthermore, let \( y^* \in \ker(\Lambda) \cap \mathbb{R}_{>0}^N \) be a steady state of (5.1).

Then, \( g \in C^2 \) and the Jacobian of \( g \) evaluated at \( y^* \) is given by

\[
Dg(y^*) = D_n y^{M,(K)},
\]

\[
D_n y^{m,(k)} = -(D_{m,(k)}^* \Phi_k^m)^{-1} \left( D_n^* \Phi_k^m + (1 - \delta_{k1}) \sum_{r=1}^M D_{r,(k-1)}^* \Phi_k^m D_n y^{r,(k-1)} \right)
\]

for \( m = 1, \ldots, M \) and \( k = 1, \ldots, K \). Thereby, \( \delta_{ij} \) is the Kronecker delta and

\[
D_n^* \Phi_k^m = \begin{cases} 
- (\mathbf{I} + \Delta t(\Lambda + \text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1}) \sum_{r=0}^M \theta^m_{r-}) , & k = 1, \\
- (\mathbf{I} + \theta_n^m \Delta t\Lambda) , & k > 1,
\end{cases}
\]

as well as

\[
D^*_{l,(s)} \Phi_k^m = \begin{cases} 
- \theta^m_n \Delta t\Lambda , & \sum_{r=0}^M \theta^m_{r-} \Delta t - \sum_{r=0}^M \theta^m_{r+} \Delta t(\text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1}) - \theta^m_n \Delta t\Lambda , \\
\mathbf{I} - \sum_{r=0}^M \theta^m_{r-} \Delta t\Lambda + \sum_{r=0}^M \theta^m_{r+} \Delta t(\text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1}) , & \text{for } s = k, l = m,
\end{cases}
\]

for

\[
s = \begin{cases} 
\begin{array}{l}
k - 1 > 0, 0 < l \neq m , \\
\end{array}
\end{cases}
\]

respectively.

**Proof.** Since the \( \theta^m_r \) are fixed for a given scheme, the functions \( \Phi_k^m \) are in \( C^2 \) and as a consequence of solving only linear systems, the map \( g \) is also in \( C^2 \). Furthermore, the formula (5.61) follows analogously to (5.30), whereby we want to point out that the sum appearing in (5.61) is multiplied with 0 for \( k = 1 \) since \( y^{r,(k-1)} = y^n \) in this case. Hence, we only have to prove the formulae (5.62) and (5.63). For this, we compute the Jacobians of each addend of the sums in (5.60) separately by considering (5.57) and (5.59).

Let us start proving (5.62), first considering \( k = 1 \). From (5.57) and \( y^{s,(0)} = y^n \) for all \( s = 0, \ldots, M \) it follows that

\[
p^{r,(1)}(y^n, y^n, y^{m,(1)}) = p^{r,(1)}(y^n, y^{m,(1)}) = \Lambda y^{m,(1)}
\]

and hence, \( D_n p^{r,(1)} = 0 \). Moreover, (5.59) for \( k = 1 \) yields

\[
n_{i}^{r,(1)}(y^n, y^n, y^{m,(1)}) = n_{i}^{r,(1)}(y^n, y^{m,(1)}) = \frac{m_{i}(1)}{n_{i}} \sum_{j=1}^{N} \lambda_{ij} y_{j} - y_{i} \sum_{j=1, j \neq i}^{N} \lambda_{ij} y_{j}.
\]
Hence, using $1 \in \ker(\Lambda^T)$, we obtain

$$
\frac{\partial}{\partial y_i} n_i^{r,(1)}(y^*, y^*) = -\frac{1}{y_i} \sum_{j=1}^{N} \lambda_{ij} y_j^* - \sum_{j=1}^{N} \lambda_{ji} = \frac{1}{y_i} \left( - \sum_{j=1}^{N} \lambda_{ij} y_j^* + \lambda_{ii} y_i^* \right)
$$

$$
= \frac{1}{y_i} \left( - \sum_{j=1}^{N} \lambda_{ij} y_j^* + 2\lambda_{ii} y_i^* \right) = 2\lambda_{ii},
$$

and for $q \neq i$ we find

$$
\frac{\partial}{\partial y_q} n_i^{r,(1)}(y^*, y^*) = \lambda_{iq} + \lambda_{qi} y_i^* y_q^*.
$$

Altogether, we obtain

$$
D_n^{*} n^{r,(1)} = \Lambda + \begin{pmatrix}
\lambda_{11} & \lambda_{21} y_2^* & \cdots & \lambda_{N1} y_N^* \\
\lambda_{12} y_1^* & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
\lambda_{NN} y_N^* & \cdots & \cdots & \lambda_{NN}
\end{pmatrix} = \Lambda + \text{diag}(y^*)^T \Lambda^T (\text{diag}(y^*))^{-1},
$$

and thus,

$$
D_n^{*} \Phi^m_1 = - \left( I + (\Lambda + \text{diag}(y^*)^T \Lambda^T (\text{diag}(y^*))^{-1}) \Delta t \sum_{r=0}^{M} \theta_{r,-}^m \right).
$$

Next, for $k > 1$ it follows from (5.57) that

$$
D_n^{*} p^{r,(k)} = \delta_{r0} \Lambda.
$$

Similarly, $D_n^{*} n^{r,(k)} = 0$ if $r \neq 0$. Furthermore,

$$
n_i^{0,(k)}(y^n, y^{m,(k-1)}, y^{m,(k)}) = \sum_{j=1}^{N} \lambda_{ij} y_j^n - y_i^n \sum_{j=1}^{N} \lambda_{ji} y_j^{m,(k-1)},
$$

yields

$$
\frac{\partial}{\partial y_i} n_i^{0,(k)}(y^*, y^*, y^*) = - \sum_{j=1}^{N} \lambda_{ji} = \lambda_{ii}
$$

$$
\frac{\partial}{\partial y_q} n_i^{0,(k)}(y^*, y^*, y^*) = \lambda_{iq}, \quad i \neq q,
$$

so that $D_n^{*} n^{r,(k)} = \delta_{r0} \Lambda$. This results in

$$
D_n^{*} \Phi^m_k = - \left( I + (\theta_{0,-}^m + \theta_{0,+}^m \Delta t) \Lambda \right) = - (I + \theta_{0,+}^m \Delta t \Lambda),
$$

proving (5.62).

To derive (5.63) consider first the case $s = k - 1 > 0$ and $0 < l \neq m$. From
(5.57) it follows immediately that

$$D^*_{l,(k-1)}p^{r,(k)} = \delta_{rl}\Lambda.$$  

Moreover, (5.59) yields

$$\frac{\partial}{\partial y_i^{l,(k-1)}} n_i^{r,(k)}(y^*, y^*, y^*) = -\delta_{rl}\sum_{j=1}^{N} \lambda_{ji} = \delta_{rl}\lambda_{ii},$$

$$\frac{\partial}{\partial y_q^{l,(k-1)}} n_i^{r,(k)}(y^*, y^*, y^*) = \delta_{rl}\lambda_{iq}, \quad i \neq q,$$

which means that $D^*_{l,(k-1)}n_i^{r,(k)} = \delta_{rl}\Lambda$ for $l \neq m$. In total (5.60) gives us

$$D^*_{l,(k-1)}\Phi^m_k = -\Delta t(\theta^m_{l,+} + \theta^m_{l,-})\Lambda = -\Delta t\theta^m \Lambda.$$  

Next, we investigate the case of $s = k - 1 > 0$ and $l = m$. Using once again $\text{diag}(\nu)w = \text{diag}(w)\nu$ and (5.57), we obtain

$$D^*_{m,(k-1)}p^{r,(k)} = D^*_{m,(k-1)} \left( \Lambda \text{diag}(y^{m,(k)}) \text{diag} \left( y^{m,(k)} \right)^{-1} y^{r,(k-1)} \right)$$

$$= -(1 - \delta_{rm})\Lambda.$$  

Furthermore, recalling (5.59), i.e.

$$n_i^{r,(k)}(y^{r,(k-1)}, y^{m,(k-1)}, y^{m,(k)}) = \frac{\lambda_i y_i^{m,(k-1)}}{y_i^{m,(k-1)}} \sum_{j=1}^{N} \lambda_{ij} y_j^{r,(k-1)} - y_i^{r,(k-1)} \sum_{j=1}^{N} \lambda_{ji} y_j^{m,(k-1)}$$

we also distinguish between $r = m$ and $r \neq m$. In the first case we observe $n_i^{m,(k)} = n_i^{m,(k)}(y^{m,(k-1)}, y^{m,(k)})$ and

$$\frac{\partial}{\partial y_i^{m,(k-1)}} n_i^{m,(k)}(y^*, y^*) = - \frac{1}{y_i} \sum_{j=1}^{N} \lambda_{ij} y_j^{*} - \sum_{j=1}^{N} \lambda_{ji} \quad (5.64) = 2\lambda_{ii},$$

$$\frac{\partial}{\partial y_q^{m,(k-1)}} n_i^{m,(k)}(y^*, y^*) = \lambda_{iq} + \lambda_{qi} \frac{y_i^{*}}{y_q^{*}} \quad (5.65) = (\Lambda + \text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1})_{iq},$$

for $i \neq q$, which means that $D^*_{m,(k-1)}n_i^{m,(k)} = \Lambda + \text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1}$. Turning to the case $r \neq m$, we find

$$\frac{\partial}{\partial y_i^{m,(k-1)}} n_i^{r,(k)}(y^*, y^*, y^*) = - \frac{1}{y_i} \sum_{j=1}^{N} \lambda_{ij} y_j^{*} \quad (5.64) = \lambda_{ii},$$

$$\frac{\partial}{\partial y_q^{m,(k-1)}} n_i^{r,(k)}(y^*, y^*, y^*) = \lambda_{qi} \frac{y_i^{*}}{y_q^{*}} \quad (5.65) = (\text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1})_{iq}, \quad i \neq q,$$

resulting in $D^*_{m,(k-1)}n_i^{r,(k)} = \text{diag}(y^*)\Lambda^T(\text{diag}(y^*))^{-1}$ for $r \neq m$. Altogether, we
thus end up with
\[
D_{m,(k-1)}^* \Phi_k^m = \sum_{r=0}^{M} \theta_{r,+}^m \Delta t \Lambda - \sum_{r=0}^{M} \theta_{r,-}^m \Delta t (\text{diag}(y^*) \Lambda^T (\text{diag}(y^*))^{-1}) - \theta_{m}^m \Delta t \Lambda.
\]

Finally, we have to consider the case \( s = k \) and \( l = m, \) i.e. we have to compute \( D_{m,(k)}^* \Phi_k^m \). Using \( \text{diag}(v) w = \text{diag}(w) v \) and (5.57) once again we see that
\[
D_{m,(k)}^* \Phi_k^m = \Lambda.
\]

Furthermore, we obtain
\[
\frac{\partial}{\partial y_i^m} n_i^{r,(k)}(y^*,y^*) = \frac{1}{y_i^s} \sum_{j=1}^{N} \lambda_{ij} y_j^s = -\lambda_{ii},
\]
\[
\frac{\partial}{\partial y_q} n_q^{r,(k)}(y^*,y^*) = \frac{\partial}{\partial y_q} \sum_{i=1}^{N} \lambda_{ij} y_j^s = - (\text{diag}(y^*) \Lambda^T (\text{diag}(y^*))^{-1})_{iq}, \ i \neq q,
\]
resulting in
\[
D_{m,(k)}^* \Phi_k^m = I - \sum_{r=0}^{M} \theta_{r,+}^m \Delta t \Lambda + \sum_{r=0}^{M} \theta_{r,-}^m \Delta t \text{diag}(y^*) \Lambda^T (\text{diag}(y^*))^{-1}.
\]
With this, we have finally proven Theorem 5.29.

5.4. LYAPUNOV STABILITY ANALYSIS

Focusing on Gauss–Lobatto nodes, a higher-order quadrature rule is applied\(^1\). Here, we use \( M = \lceil K/2 \rceil \) subintervals and \( K-p \) corrections. Recall that we denoted the \( p \)th order MPDeC method by MPDeC\((p)\) and indicated GL and EQ nodes by using MPDeCGL and MPDeCEQ, respectively. Note that MPDeC\((1)\) is equivalent to the modified Patankar–Euler scheme and MPDeC\((2)\) is equivalent to MPRK\(22(1)\) for both, GL and EQ nodes.

Due to \( y^{n+1} = y^{M,(K)} \), MPDeC conserves all linear invariants, if \( \theta_{r}^M \geq 0 \) for all \( r = 0, \ldots, M \) since in this case the index function yields \( \gamma(j,i,\theta_{r}^M) = j \) and (MPDeC) can be written as
\[
y^{n+1} - y^n - \sum_{r=0}^{M} \theta_{r}^M \Delta t \Lambda \text{diag}(y^{n+1}) (\text{diag}(y^{M,(K)-1})^{-1} y^{r,(K-1)} = 0,
\]
which means that \( n^T y^{n+1} = n^T y^n \) for all \( n \in \text{ker}(\Lambda^T) \). Indeed, for equispaced nodes, \( \theta_{r}^M \) with \( r = 0, \ldots, M \) are the weights of the closed Newton–Cotes formulas for integrals over \( I = [0,1] \). Hence, a negative \( \theta_{r}^M \) occurs for the first time at \( M = 7, \) i.e. with MPDeCEQ\((8)\). In this case, we also have to consider \( n^{r,(K)}(y^{r,(K-1)}, y^{M,(K-1)}, y^{n+1}) \) given in (5.58), resulting in
\[
n^T n^{(K)} = \sum_{i,j=1}^{N} n_i y_{i}^{n+1} y_{M,(K-1)} P_{ij} (y^{r,(K-1)}) - \sum_{i,j=1}^{N} n_j y_{i}^{n+1} y_{M,(K-1)} P_{ij} (y^{r,(K-1)}),
\]
\(^1\)The \( L^2 \) operator inside the DeC framework is based on a collocation method with Lobatto nodes (also known as the RK Lobatto III A method).
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where we switched indices and used $d_{ij} = p_{ji}$. We observe that $n^T n^{r,(k)}$ does not need to vanish for $n \notin \text{span}(1)$, so that the preservation of all linear invariants can not be guaranteed anymore for arbitrary systems $y' = \Lambda y$ and MPDeC($p$) with equispaced nodes with $p \geq 8$. However, as the system matrix of (5.1) satisfies additional properties, additional research is required to answer this question.

Moreover, in the case of Gauss–Lobatto nodes, the values $2\theta_r^M$ for $r = 0, \ldots, M$ equal the weights of the corresponding Gauss–Lobatto quadrature, which are always positive. This gives us the following result.

**Lemma 5.30.** The MPDeCGL methods conserve all linear invariants when applied to (5.1).

**Remark 5.31.** From Theorem 5.29, we see that the Jacobian in general depends on $y^*$, if there exist negative correction weights $\theta_r^m$, i.e. not being conditional stable does not necessarily result in instability in this case. For equispaced or Gauss–Lobatto points negative correction weights already occur for $K > 2$. Hence, to study the stability of MPDeC schemes applied to general linear systems, one needs to locate the eigenvalues of the Jacobian, which possibly depend on $y^*$ themselves. Such an analysis is outside the scope of this work, which is why we will focus on the following class of problems.

If $\Lambda$ is normal, then $\Lambda$ and $\Lambda^T$ share the same eigenvectors and the corresponding eigenvalues are the complex conjugate of each other. Since $1 \in \text{ker}(\Lambda^T)$ this means that even $1 \in \text{ker}(\Lambda)$. Hence, we may discuss the stability of $y^* = 1$. Then, we find

$$
\sigma \left( r_1(\Lambda) + r_2 \left( \text{diag}(y^*) \Lambda^T (\text{diag}(y^*))^{-1} \right) \right) = \{ r_1(\lambda) + r_2(\bar{\lambda}) | \lambda \in \sigma(\Lambda) \}
$$

for any rational maps $r_1, r_2$, which means that the spectrum of the Jacobian of the map $g$ generating the MPDeC iterates can be written only in terms of the eigenvalues of $\Lambda$. Using (5.61), (5.62) and (5.63), the stability function $R_p$ of MPDeC($p$) for normal matrices $\Lambda$ and $y^* = 1$ can be computed recursively by

$$
R_{m,(1)}(z) = \frac{1 + (z + \bar{z}) \sum_{r=0}^{M} \theta_r^m}{1 - \left( \bar{z} \sum_{r=0}^{M} \theta_r^m - z \sum_{r=0}^{M} \theta_m^r \right)},
$$

$$
+ z \sum_{r=1}^{M} \theta_r^m R_r^{r,(\hat{k}-1)}(z)
$$

$$
R_{m,(\hat{k})}(z) = \frac{1 - \left( \bar{z} \sum_{r=0}^{M} \theta_r^m - z \sum_{r=0}^{M} \theta_m^r \right)}{1 - \left( \bar{z} \sum_{r=0}^{M} \theta_r^m - z \sum_{r=0}^{M} \theta_m^r \right) - \left( \bar{z} \sum_{r=0}^{M} \theta_r^m - z \sum_{r=0}^{M} \theta_m^r \right) R_{m,(\hat{k}-1)}(z)},
$$

$$
R_{p}(z) = R_{M,(K)}(z),
$$

for $\hat{k} = 2, \ldots, K$ and $m = 1, \ldots, M$. Note that if $\Lambda$ is symmetric it is also normal and we obtain $\sigma(\Lambda) \subseteq \mathbb{R}$, so that one can further simplify (5.66) using
\[
\theta_{r,+}^m + \theta_{r,-}^m = \theta_r^m \text{ to receive}
\]
\[
R_{m,(1)}(z) = \frac{1 + 2z \sum_{r=0}^{M} \theta_{r,5}^m}{1 - z \sum_{r=0}^{M} |\theta_r^m|},
\]

\[
1 + \theta_0^m z + z \sum_{r=1, r \neq m}^{M} \theta_r^m R_r,\hat{m}^{-1}(z) - z \left( \sum_{r=0}^{M} |\theta_r^m| - \theta_m^m \right) R_{m,(\hat{m}-1)}(z)
\]

\[
R_{m,(\hat{k})}(z) = \frac{1 + \theta_0^m z + z \sum_{r=1, r \neq m}^{M} \theta_r^m R_r,\hat{m}^{-1}(z) - \theta_m^m R_{m,(\hat{m}-1)}(z)}{1 - z \sum_{r=0}^{M} |\theta_r^m|},
\]

\[
R_p(z) = R_{M,(K)}(z).
\]

(5.67)

It is also worth mentioning that for the system matrix

\[
\Lambda = \begin{pmatrix}
-a & b \\
 a & -b
\end{pmatrix}
\]

(5.68)

with \(a, b > 0\), used in [IKM22a, TÖR22], we find that \(\ker(\Lambda) = \text{span}(y^*)\) with \(y_1^* = b/a\), and thus

\[
\text{diag}(y^*)\Lambda T(\text{diag}(y^*))^{-1} = \begin{pmatrix}
-a & \frac{b}{a} \\
 \frac{b}{a} & -b
\end{pmatrix} = \Lambda,
\]

so that the stability function \(R_p\) in this case is also given by (5.67).

Deferred Correction schemes are described by an iterative process which can be compared with classical RK schemes with more stages [ALMÖT22]. As MPDeC and DeC share the same amount of stages, we thus know that MPDeCEQ(3) contains 5 stages. Furthermore, MPDeCEQ(4) has already 10 stages inside, resulting in rational function with polynomial degree 10 in the numerator and denominator. Using Gauss–Lobatto nodes decreases the number of stages. For an MPDeCGL(4) we would end up with seven stages.

Similarly as we did for MPRK43(\(\alpha, \beta\)) we can estimate the stability region for MPDeC schemes. It turns out that MPDeCEQ(p) and MPDeCGL(p) are unconditionally stable for \(p = 1, 2\), as they coincide with MPE and MPRK22(1), respectively. For \(p = 3, \ldots, 8\) we collect the lower bounds \(\theta_{\text{num}}\) for the opening angle \(\theta\) of the stability domain for normal system matrices \(\Lambda\) in Table 5.1. Thereby we show that \(\theta_{\text{num}}\) actually satisfies the error bound \(\theta_{\text{num}} < \theta < \theta_{\text{num}} + \pi/500\) by adding \(\pi/500\) to \(\theta_{\text{num}}\) and demonstrating that the absolute value of the stability function then exceeds 1 for some \(r = |z|\), see Figure 5.4.

To give a first insight in the stability properties of MPDeC methods of order higher than 8, we analyze the reduced stability function (5.67). In both cases described in Remark 5.31, the eigenvalues of \(\Lambda\) leading to (5.67) are real, which is why we present the absolute value of the stability function over real \(z\) in Figure 5.5. To obtain a stable scheme, the absolute value of \(R(z)\) has to be always smaller than one (the black line). In Figure 5.5b, we investigate MPDeC from order 4 to 14 using Gauss–Lobatto points. As can be recognized all MPDeC methods are stable using Gauss–Lobatto points. In Figure 5.5a, the stability functions of MPDeC schemes from 4th to 14th order are depicted for equispaced nodes. Here, we recognize that MPDeCEQ(12) and MPDeCEQ(14) are unstable but MPDeCEQ(13) is stable. However, this is not surprising since already for classical DeC methods using equidistant points has been problematic for high-order methods,
Table 5.1: Estimate $\theta_{\text{num}}$ from (5.41) of the opening angle $\theta$ of the stability domain of $\text{MPDeC}(p)$ for problems (5.1) with a normal system matrix. We have $\theta_{\text{num}} \leq \theta < \theta_{\text{num}} + \frac{\pi}{500}$, see Figure 5.4.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\text{MPDeCEQ}(p)$</th>
<th>$\text{MPDeCGL}(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\pi$</td>
<td>$\pi$</td>
</tr>
<tr>
<td>2</td>
<td>$\pi$</td>
<td>$\pi$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{498}{500}\pi$</td>
<td>$\frac{498}{500}\pi$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{496}{500}\pi$</td>
<td>$\frac{496}{500}\pi$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{495}{500}\pi$</td>
<td>$\frac{495}{500}\pi$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{495}{500}\pi$</td>
<td>$\frac{494}{500}\pi$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{494}{500}\pi$</td>
<td>$\frac{494}{500}\pi$</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{494}{500}\pi$</td>
<td>$\frac{494}{500}\pi$</td>
</tr>
</tbody>
</table>

Figure 5.4: Plots of $|R(r e^{i\varphi})|$ over $r$, where $\varphi = \pi - \frac{\theta_{\text{num}} + \frac{\pi}{500}}{2}$ corresponds to the opening angle $\theta_{\text{num}} + \frac{\pi}{500}$ with $\theta_{\text{num}}$ from Table 5.1.

cf. [DGR00, HÖT21, ÖT20, TÖR22] and references therein. The reason for this is related with classical interpolation theory where it is known that equidistant points may lead to Runge’s phenomenon. However, we would like to point out that our investigation also supports the numerical investigation in [TÖR22] where problems in MPDeCEQ have been recognized.
5.4. LYAPUNOV STABILITY ANALYSIS

5.4.4 Geometric Conservative

We will start analyzing GeCo1 applied to a general positive linear test problem with stable steady states. Turning to GeCo2, we prove that already for the $2 \times 2$ system (5.4), (5.2) the stability domain of GeCo2 is bounded. Approaches for the analysis of GeCo2 for $N \times N$ systems will be discussed at the end of the respective subsection.

Stability of GeCo1

In this subsection, we investigate the stability properties of GeCo1, see (GeCo1).

To that end, we first rewrite $y' = \Lambda y$ as a bio chemical system of the form

$$y' = \Lambda y = f^{[P]}(y) - f^{[D]}(y) = S^+ y - S^- y$$

(5.69)

with $S^+, S^- \geq 0$. Since $\Lambda$ is a Metzler matrix, $S^- = (s^-_{ij})_{i,j=1,...,N}$ is a diagonal matrix and $f_i^{[D]}(y) = s^-_{ii} y_i$. Moreover, Remark 5.1 states that at least one diagonal element of $\Lambda$ is negative, which results in

$$\text{trace}(S^-) > 0.$$  

(5.70)

With this in mind, let us recall the function $\varphi$ from (3.22), that is

$$\varphi(x) = \begin{cases} 
1 - e^{-x}, & x > 0, \\
1, & x = 0 
\end{cases}$$

and write the GeCo1 scheme (GeCo1) applied to (5.69) as

$$g(y^n) = y^{n+1} = y^n + \Delta t \varphi \left( \Delta t \sum_{i=1}^{N} \frac{f_i^{[D]}(y)}{y_i^n} \right) \Lambda y^n$$

$$= y^n + \Delta t \varphi(\Delta t \text{trace}(S^-)) \Lambda y^n.$$
Due to (5.70), the GeCo1 scheme can be rewritten as

\[
y^{n+1} = g(y^n) = (I + \Phi(\Delta t) \Lambda)y^n, \quad \Phi(\Delta t) = \Delta t \varphi(\Delta t \text{ trace}(S^-)) = \frac{1 - e^{-\Delta t \text{ trace}(S^-)}}{\text{trace}(S^-)}.
\]

(5.71)

It is worth mentioning that this reasoning holds for all \( k = \text{dim}(\ker(\Lambda)) \geq 0 \).

Also note that steady states of (5.1) become fixed points of \( g \), and that \( g \in C^\infty \) conserves all linear invariants, if there are any. Hence, we are in the position to apply Theorem 5.4. It is worth noting that the eigenvalues of the Jacobian of the GeCo1 map \( g \) in general not only depend on \( \Delta t \lambda \), but also on the trace of \( S^- \).

Nevertheless, we are able to prove that in the case of GeCo1, the remaining \( N - k \) eigenvalues of \( Dg(y^*) \) lie inside the unit circle, resulting in the following theorem.

**Theorem 5.32.** If \( k > 0 \) then the steady state \( y^* \) of (5.1), (5.2) is a stable fixed point of GeCo1 for all \( \Delta t > 0 \). Furthermore, there exists a \( \delta > 0 \) such that \( \|y^0 - y^*\| < \delta \) implies the convergence of the iterates towards \( y^* \) for all \( \Delta t > 0 \). If \( k = 0 \), then \( y^* = 0 \) is an asymptotically stable fixed point of GeCo1 for all \( \Delta t > 0 \).

**Proof.** The Jacobian \( Dg(y^*) \) reads

\[
Dg(y^*) = I + \Phi(\Delta t) \Lambda = I + \frac{1 - e^{-\Delta t \text{ trace}(S^-)}}{\text{trace}(S^-)} \Lambda
\]

and its eigenvalues are

\[
\mu = 1 + \Phi(\Delta t)\lambda
\]

with \( \lambda \in \sigma(\Lambda) \). Hereby, we see that in the case of \( k > 0 \), any \( v \in \ker(\Lambda) \setminus \{0\} \) is an eigenvector of the Jacobian \( Dg(y^*) \) with an associated eigenvalue of 1.

In order to investigate the location of the remaining \( N - k \) eigenvalues of the Jacobian for \( k \geq 0 \), we first numerate the distinct and nonzero eigenvalues of \( \Lambda \) from (5.1) by \( \lambda_1, \ldots, \lambda_m \). Now, the corresponding eigenvalues \( \mu_i = 1 + \Phi(\Delta t)\lambda_i \) with \( i = 1, \ldots, m \) lie inside the unit circle if and only if

\[
|1 + \Phi(\Delta t)\lambda_i|^2 < 1, \quad i = 1, \ldots, m,
\]

which can be written as

\[
(\text{Re}(\Phi(\Delta t)\lambda_i) + 1)^2 + \text{Im}(\Phi(\Delta t)\lambda_i)^2 < 1, \quad i = 1, \ldots, m,
\]

or equivalently,

\[
2\Phi(\Delta t) \text{ Re}(\lambda_i) + \Phi(\Delta t)^2|\lambda_i|^2 < 0, \quad i = 1, \ldots, m.
\]

Dividing by \( \Phi(\Delta t) > 0 \) and exploiting \( \sigma(\Lambda) \subseteq \overline{C^-} \) gives

\[
\Phi(\Delta t) < -\frac{2 \text{ Re}(\lambda_i)}{|\lambda_i|^2} = \frac{2|\text{ Re}(\lambda_i)|}{|\lambda_i|^2}, \quad i = 1, \ldots, m.
\]

Introducing

\[
M = \min_{i=1, \ldots, m} \left\{ \frac{2|\text{ Re}(\lambda_i)|}{|\lambda_i|^2} \right\}, \quad (5.72)
\]

we end up with the equivalent condition

\[
\Phi(\Delta t) < M.
\]
Hence, after plugging in \( \Phi(\Delta t) = \frac{1 - e^{-\Delta t \text{trace}(S^-)}}{\text{trace}(S^-)} \), we multiply with its denominator \( \text{trace}(S^-) > 0 \), see (5.70), to get

\[
|\mu_i|^2 < 1, \quad i = 1, \ldots, m
\]

if and only if

\[
1 - e^{-\Delta t \text{trace}(S^-)} < M \text{trace}(S^-).
\]

Now, if \( M \text{trace}(S^-) \geq 1 \), then

\[
M \text{trace}(S^-) \geq 1 > 1 - e^{-\Delta t \text{trace}(S^-)}
\]

is true for all \( \Delta t > 0 \), and hence, the remaining eigenvalues of \( Dg(y^*) \) associated with nonzero eigenvalues of \( \Lambda \) lie inside the unit circle. We now aim to prove that

\[
M \text{trace}(S^-) \geq 1
\]

is indeed the case.

Due to [BF04, Theorem 10, Corollary 11] it holds that

\[
\sigma(\Lambda) \subseteq \mathcal{B} = \left\{ z \in \mathbb{C} \middle| |z - r| \leq |r|, r = \min_{j=1,\ldots,N} \lambda_{jj} \right\}.
\]

Since \( \Lambda \) is a proper Metzler matrix, see Remark 5.1, there exists an \( l \in \{1, \ldots, N\} \) such that

\[
r = \min_{j=1,\ldots,N} \lambda_{jj} = \lambda_{ll} < 0.
\]

Even more, we know \( \text{Re}(\lambda) < 0 \) as well as \( \arg(\lambda) \in (\pi/2, 3\pi/2) \) for all \( 0 \neq \lambda \in \sigma(\Lambda) \).

For any given \( \lambda \in \sigma(\Lambda) \setminus \{0\} \), we define \( \alpha = \pi - \arg(\lambda) \in (-\pi/2, \pi/2) \), so that

\[
\cos(\alpha) = \frac{|\text{Re}(\lambda)|}{|\lambda|} \neq 0.
\]

Next, we choose \( \theta < 0 \) satisfying

\[
|\lambda| = \cos(\alpha)|\theta|.
\]

A sketch of this geometry can be found in Figure 5.6. With this, equation (5.72)

\[
\text{Figure 5.6: Sketch of the geometric setup for arg}(\lambda) \in (\pi/2, \pi).
\]
becomes

\[
M = \min_{i=1,\ldots,m} \left\{ \frac{2|\text{Re} (\lambda_i)|}{|\lambda_i|^2} \right\} = \min_{i=1,\ldots,m} \left\{ \frac{2\cos(\alpha_i)}{|\lambda_i|} \right\} = \min_{i=1,\ldots,m} \left\{ \frac{2}{|\theta_i|} \right\}.
\]

Moreover, with Thales’s Theorem we can conclude that even \( \theta_i \in \mathbb{R}^- \) is contained in \( B \), and thus, satisfies

\[
|\theta_i| \leq 2 \min_{j=1,\ldots,N} |\lambda_{jj}|
\]

From (5.73) it thus follows that

\[
M = \min_{i=1,\ldots,m} \left\{ \frac{2}{|\theta_i|} \right\} \geq \frac{2}{2\min_{j=1,\ldots,N} |\lambda_{jj}|} = \frac{1}{|\lambda_{ll}|}.
\]

Additionally, setting \( S = \{ j \in \{1, \ldots, N\} | \lambda_{jj} < 0 \} \) we find

\[
\text{trace}(S^-) = -\sum_{j \in S} \lambda_{jj} = \sum_{j \in S} |\lambda_{jj}| \geq |\lambda_{ll}|,
\]

and thus

\[
M \text{trace}(S^-) \geq \frac{1}{|\lambda_{ll}|} |\lambda_{ll}| = 1,
\]

which finishes the proof as we have also proven that \( \rho(Dg(0)) < 1 \) in the case of \( k = 0 \).

With this theorem, a stability result for the GeCo1 scheme is provided for the first time. Having proved the unconditional stability of all fixed points of GeCo1 associated with steady states of the general \( N \times N \) system of differential equations (5.1), we can conclude that GeCo1 mimics the stability behavior of the analytic solution close to a steady state solution for any chosen time step size \( \Delta t > 0 \). Whether or not this already suggests that the explicit GeCo1 scheme is even capable of solving stiff problems will be discussed in Section 5.6.7.

**Stability of GeCo2**

In this subsection we aim to prove that (GeCo2) applied to (5.4) can be described by a \( C^1 \)-map \( g \) using Lemma A.2 from the appendix, and to compute the spectrum of the corresponding Jacobian. To prove that the partial derivatives are even locally Lipschitz continuous, we use Lemma A.3 from the appendix. However, we will also prove that \( g \notin C^2 \) for any neighborhood of \( y^* \), extending the work [IKMM23]. This underlines the benefits discussed in Remark 5.6 on the stability theorems from [IKM22a] and Theorem 5.4, published in [IKM22b].

Let us investigate the GeCo2 scheme applied to (5.2), (5.4) with

\[
\Lambda = \begin{pmatrix} 0 & bc \\ a & 0 \end{pmatrix} = \begin{pmatrix} \frac{ac}{b} \\ a \end{pmatrix} = \begin{pmatrix} 0 \\ b \end{pmatrix}
\]

and \( r(y) = y \). This means that \( f^{[D]}(y) = S^- r(y) = \begin{pmatrix} \frac{ac}{b} \\ b \end{pmatrix} \), and hence the GeCo2
scheme (GeCo2) reads
\[ y^{(2)} = y^n + \Delta t \varphi(\Delta t \text{trace}(S^-)) A y^n \]
\[ y^{n+1} = y^n + \frac{1}{2} \Delta t \varphi \left( \Delta t \left( \frac{w_1^+(y^n)}{y_1^n} + \frac{w_2^+(y^n)}{y_2^n} \right) \right) A \left( y^n + y^{(2)} \right) \]
\[ = y^n + \frac{1}{2} \Delta t \varphi \left( \Delta t \left( \frac{w_1^+(y^n)}{y_1^n} + \frac{w_2^+(y^n)}{y_2^n} \right) \right) A \left( 2y^n + \Delta t \varphi(\Delta t \text{trace}(S^-)) A y^n \right), \]
\[ (5.74) \]
where \( w_i^+(y^n) = \max(0, w_i(y^n)) \) for \( i = 1, 2 \) and
\[ w(y^n) = 2\varphi(\Delta t \text{trace}(S^-)) A y^n - A y^n - A y^{(2)} \]
\[ = (2\varphi(\Delta t \text{trace}(S^-)) A - 2A - A^2 \Delta t \varphi(\Delta t \text{trace}(S^-))) y^n. \]
\[ (5.75) \]

We formulate a helpful lemma to understand some properties of \( w \) and to express equation (5.74) with \( w \) rather than \( w_1^+ \) and \( w_2^+ \).

**Lemma 5.33.** The map \( w \) from (5.75) with \( A \) from (5.4) satisfies \( w_1 = -\frac{1}{c} w_2 \), and we have
\[ w_1(y^n) \begin{cases} > 0, & y_1^n > \frac{b}{a} y_2^n, \\ = 0, & y_1^n = \frac{b}{a} y_2^n, \\ < 0, & y_1^n < \frac{b}{a} y_2^n. \end{cases} \]

**Proof.** First note that \( y_1^n = \frac{b}{a} y_2^n \) is equivalent to \( y^n \in \ker(A) \), and thus (5.75) yields \( w(y^n) = 0 \).

Next, we focus on finding conditions for \( y^n \) so that \( w_1(y^n) > 0 \). For this, it is worth mentioning that for every \( y^n > 0 \), there exists a unique \( y^* \in \ker(A) \cap \mathbb{R}^2_+ \) satisfying \( n^T y^n = n^T y^* \) with \( n = (1, c)^T \), see [IKM22a, Lemma 2.8]. Hence, since \( y^* > 0 \) and \( y = (1, -\frac{1}{c})^T \) are linearly independent, there exists a unique \( s^n \in \mathbb{R} \) such that \( y^n = y^* + s^n \bar{y} \). Also note that \( A \bar{y} = \lambda \bar{y} \) with \( \lambda = -(ac + b) < 0 \) and
\[ s^n \begin{cases} > 0, & y_1^n > \frac{b}{a} y_2^n, \\ = 0, & y_1^n = \frac{b}{a} y_2^n, \\ < 0, & y_1^n < \frac{b}{a} y_2^n. \end{cases} \]
\[ (5.76) \]
Thus, the linearity of \( w \) and (3.22) lead to
\[ w(y^n) = w(y^*) + w(s^n \bar{y}) = (2\varphi(-\Delta t \lambda) \lambda - 2\lambda - \lambda^2 \Delta t \varphi(-\Delta t \lambda)) s^n \bar{y} \]
\[ = \frac{1}{\Delta t} \left( 2(1 - e^{\Delta t \lambda}) - 2\Delta t \lambda - \Delta t \lambda (1 - e^{\Delta t \lambda}) \right) s^n \bar{y} \]
\[ = \frac{1}{\Delta t} \left( 2(1 - 3\Delta t \lambda + e^{\Delta t \lambda}(\Delta t \lambda - 2)) \right) s^n \bar{y}. \]
\[ (5.77) \]
Furthermore, introducing the function
\[ p(z) = -3z + 2 - e^z(2 - z), \]
we can rewrite (5.77) to get
\[ w(y^n) = \frac{1}{\Delta t} p(\Delta t \lambda) s^n \bar{y}. \]
\[ (5.78) \]
Now, the first derivative of $p$ satisfies

$$p'(z) = -(3 + e^z(1 - z)) < 0$$

for all $z \leq 0$. Hence, the function $p$ is strictly decreasing for $z \leq 0$ and satisfies $p(0) = 0$ proving that $p(\Delta t) > 0$ for all $\Delta t > 0$. Therefore, with (5.76) it follows that $w_1(y^n) > 0$ if $y_1^n > \frac{b}{a}y_2^n$. Similarly, $w_1(y^n) < 0$ holds if $y_1^n < \frac{b}{a}y_2^n$. Finally, note that (5.78) implies $w_1(y^n) = -\frac{1}{c}w_2(y^n)$. 

As a consequence of this lemma we simplify (5.74) by introducing

$$H: \mathbb{R}_{>0}^2 \to \mathbb{R}_{>0}$$

with

$$H(x) = \Delta t \varphi \left( \Delta t \left( \frac{w_1^+(x)}{x_1} + \frac{w_2^+(x)}{x_2} \right) \right) = \begin{cases} \tilde{H}_1(x), & x_1 > \frac{b}{a}x_2, \\ \Delta t, & x_1 = \frac{b}{a}x_2, \\ \tilde{H}_2(x), & x_1 < \frac{b}{a}x_2, \end{cases}$$

$$\tilde{H}_i(x) = 1 - e^{-\Delta t \frac{w_i(x)}{x_i}}, \quad i = 1, 2$$

and point out that $H$ is continuous, since $\varphi$ from (3.22) is in $C^2$ and $w \in C^\infty$. As a result of Lemma 5.33, we even know that

$$\tilde{H}_i \in C^\infty(\mathbb{R}_{>0}^2 \setminus \ker(\Lambda))$$

for $i = 1, 2$.

The map $g$ defining the iterates of the GeCo2 scheme when applied to (5.2), (5.4) is given by (5.74) and can be written as

$$g(x) = x + \frac{1}{2}H(x)\Lambda \left( 2x + \Delta t \varphi(\Delta \text{trace}(S^-))\Lambda x \right).$$

Introducing $G(x) = \Lambda x H(x)$ we obtain

$$g(x) = x + G(x) + \frac{1}{2}\Delta t \varphi(\Delta t \text{trace}(S^-))\Lambda G(x). \quad (5.79)$$

The following theorem uses this representation of $g$ to analyze the stability properties of GeCo2.
Theorem 5.34. Let \( g \), given by (5.79), be the generating function of the GeCo2 iterates \( y^n \) when applied to (5.4), (5.2). Further, let \( y^* > 0 \) be a steady state solution of (5.4).

a) The map \( g \in C^1(D) \) has Lipschitz continuous derivatives on a sufficiently small neighborhood \( D \) of \( y^* \). Moreover, the stability function reads

\[
R(z) = 1 + z + \frac{1}{2}z^2\varphi(\Delta t \text{trace}(S^-)).
\]

(5.80)

If \( |R(-\Delta t(ac + b))| < 1 \), then \( y^* \) is stable and there exists a \( \delta > 0 \) such that \( (\frac{1}{2})^T y^0 = (\frac{1}{2})^T y^* \) and \( |y^0 - y^*| < \delta \) imply \( \lim_{n \to \infty} y^n = y^* \). If \( |R(-\Delta t(ac + b))| > 1 \), then \( y^* \) is an unstable fixed point of GeCo2.

b) There holds \( g \notin C^2 \) in any neighborhood of \( y^* \).

Proof. a) We demonstrate that all assumptions of Theorem 5.4 and Theorem 2.15 are fulfilled.

From part a) of Lemma A.2 from the appendix with \( \Phi(x) = \Lambda x \) and \( \Psi(x) = H(x) \), it follows that the partial derivatives of \( G(x) = \Lambda x H(x) \) on \( \text{ker}(\Lambda) \) exist and that \( DG(x_0) = \Psi(x_0)\Lambda = \Delta t\Lambda \) holds for \( i = 1, 2 \) and all \( x_0 \in \text{ker}(\Lambda) \). As a result of (5.79) we obtain

\[
\text{D}g(y^*) = I + \Delta t\Lambda + \frac{1}{2}(\Delta t)^2\varphi(\Delta t \text{trace}(S^-))\Lambda^2
\]

and the eigenvalues are given by 1 and \( R(-\Delta t(ac + b)) \), where

\[
R(z) = 1 + z + \frac{1}{2}z^2\varphi(-\Delta t \text{trace}(S^-)).
\]

In total, we can write

\[
DG(x) = B(x) + C(x)
\]

(5.81)

with

\[
B(x) = \Lambda H(x) \quad \text{and} \quad C(x) = \Lambda x \cdot \begin{cases} \nabla \tilde{H}_1(x), & x_1 > \frac{b}{a}x_2, \\ 0^T, & x_1 = \frac{b}{a}x_2, \\ \nabla \tilde{H}_2(x), & x_1 < \frac{b}{a}x_2. \end{cases}
\]

Note that, if each entry of \( B = (b_{ij})_{i,j=1,2} \) and \( C = (c_{ij})_{i,j=1,2} \) satisfies the assumptions of Lemma A.3 from the appendix, we can conclude that \( G \in C^1(D) \) in a sufficiently small neighborhood \( D \) of \( y^* \) and that the first derivatives are Lipschitz continuous on \( D \). As a direct consequence of (5.79), the same would then hold true for \( g \).

Now we show that the entries \( b_{ij} \) and \( c_{ij} \) of of the matrices \( B \) and \( C \) satisfy the assumptions of Lemma A.3 from the appendix, that is

a) \( b_{ij} \) and \( c_{ij} \) are continuous on \( \mathbb{R}^2_{>0} \).

b) \( b_{ij} \) and \( c_{ij} \) are constant on \( \text{ker}(\Lambda) \).

c) \( b_{ij} \) and \( c_{ij} \) are in \( C^1 \) on \( \mathbb{R}^2_{>0} \ \setminus \text{ker}(\Lambda) \) and

d) \( \lim_{x \to x_0} \nabla b_{ij}(x) \) and \( \lim_{x \to x_0} \nabla c_{ij}(x) \) exist for all \( x_0 \in \text{ker}(\Lambda) \cap \mathbb{R}^2_{>0} \).
for \( i, j \in \{1, 2\} \). First, note that \( \mathbf{B} \) and \( \mathbf{C} \) are constant on \( \ker(\mathbf{A}) \), and due to \( \hat{H}_k \in \mathcal{C}^2 \) for \( k = 1, 2 \), we find that each entry of the two matrices is continuously differentiable on \( \mathbb{R}^2 \setminus \ker(\mathbf{A}) \). Even more, since \( H \) is continuous we know that \( b_{ij} \in \mathcal{C}(\mathbb{R}^2) \) for \( i, j \in \{1, 2\} \).

We want to point out that if \( \lim_{x \to x_0} \nabla \hat{H}_k(x) \) exists, this proves the continuity of \( c_{ij} \) as well as that \( \lim_{x \to x_0} \nabla b_{ij}(x) \) exists for all \( i, j \in \{1, 2\} \). Furthermore, for \( x \notin \ker(\mathbf{A}) \) we find

\[
\nabla c_{ij}(x) = \nabla((\mathbf{A}x)^T \partial_{x_j} \hat{H}_k(x)) = \mathbf{A}e_j^T \partial_{x_j} \hat{H}_k(x) + (\mathbf{A}x) \nabla(\partial_{x_j} \hat{H}_k(x)).
\]

Thus, \( \lim_{x \to x_0} \nabla c_{ij}(x) \) exists, if both limits, \( \lim_{x \to x_0} \nabla \hat{H}_k(x) \) as well as \( \lim_{x \to x_0} \nabla(\partial_{x_j} \hat{H}_k(x)) \) exist for \( i, j, k \in \{1, 2\} \). To see that both limits exist for \( x_0 \in \ker(\mathbf{A}) \cap \mathbb{R}^2 \), we introduce \( \Phi(z) = \frac{1-e^{-\Delta t z}}{z} \), so that

\[
\hat{H}_k(x) = \Phi\left(\frac{w_k(x)}{x_k}\right).
\]

Hence, we have \( \Phi \in \mathcal{C}^2(\mathbb{R} \setminus \{0\}) \) and

\[
\nabla \hat{H}_k(x) = \Phi'(\frac{w_k(x)}{x_k}) \left(\nabla w_k(x) + w_k(x) \nabla\left(\frac{1}{x_k}\right)\right),
\]

\[
\nabla \frac{\partial \hat{H}_k(x)}{\partial x_j} = \Phi''\left(\frac{w_k(x)}{x_k}\right) \left(\nabla w_k(x) + w_k(x) \nabla\left(\frac{1}{x_k}\right)\right) \left(\nabla \frac{\partial w_k(x)}{x_k} + w_k(x) \Phi'(\frac{1}{x_k}) \frac{\partial}{\partial x_j}\left(\frac{1}{x_k}\right)\right)
+ \Phi'(\frac{w_k(x)}{x_k}) \nabla \left(\nabla \frac{\partial w_k(x)}{x_k} + w_k(x) \Phi'(\frac{1}{x_k}) \frac{\partial}{\partial x_j}\left(\frac{1}{x_k}\right)\right).
\]

As \( \lim_{x \to x_0} \frac{w_k(x)}{x_k} = 0 \) for \( x_0 \in \ker(\mathbf{A}) \cap \mathbb{R}^2 \), see (5.75), we are interested in the limits of the first two derivatives of \( \Phi \) at \( z = 0 \). By l’Hôpital’s rule, a straightforward calculation yields

\[
\lim_{z \to 0} \Phi'(z) = -\frac{(\Delta t)^2}{2} \quad \text{and} \quad \lim_{z \to 0} \Phi''(z) = \frac{(\Delta t)^3}{3}.
\]

In addition, due to (5.75), we know that \( \nabla w_k \) is a constant function for \( k = 1, 2 \), which means that

\[
\nabla \left(\nabla \frac{\partial w_k(x)}{x_k} + w_k(x) \frac{\partial}{\partial x_j}\left(\frac{1}{x_k}\right)\right) = \nabla \frac{\partial w_k(x)}{x_k} \nabla\left(\frac{1}{x_k}\right)
+ \nabla w_k(x) \frac{\partial}{\partial x_j}\left(\frac{1}{x_k}\right)
+ w_k(x) \nabla\left(\frac{\partial}{\partial x_j}\left(\frac{1}{x_k}\right)\right).
\]

It thus follows from (5.82) and (5.83) that \( \lim_{x \to x_0} \nabla \hat{H}_k(x) \) as well as \( \lim_{x \to x_0} \nabla(\frac{\partial}{\partial x_j} \hat{H}_k(x)) \) exist for all \( i, j, k \in \{1, 2\} \) and each \( x_0 \in \ker(\mathbf{A}) \cap \mathbb{R}^2 \). This finishes this part of the proof.
b) First note that (5.79) implies that
\[ g(x) = x + BG(x) \]
with
\[ B = I + \frac{1}{2} \Delta t \varphi(\Delta t(ac + b)) A. \]
Hence, \( g \in C^2 \) if and only if \( BG \in C^2 \). In general, (5.81) can be expressed by
\[ DG(x) = \Lambda H(x) + \Lambda x \left\{ \begin{array}{ll}
\nabla \tilde{H}_1(x), & x_1 > \frac{b}{a} x_2, \\
c(x), & x_1 = \frac{b}{a} x_2, \\
\nabla \tilde{H}_2(x), & x_1 < \frac{b}{a} x_2
\end{array} \right. \]
with an arbitrary function \( c: \mathbb{R}^2_{>0} \to \mathbb{R}^2_{>0} \). Our strategy is to use Lemma A.2 to conclude that the first partial derivative of the first column of
\[ B \Lambda x \left\{ \begin{array}{ll}
\nabla \tilde{H}_1(x), & x_1 > \frac{b}{a} x_2, \\
c(x), & x_1 = \frac{b}{a} x_2, \\
\nabla \tilde{H}_2(x), & x_1 < \frac{b}{a} x_2
\end{array} \right. \]
does not exist at \( \gamma^* \). To that end, we prove that \( T(x) = x \) satisfies
\[ \partial_j T(x) = e_j \not\in \ker(B \Lambda), \]
and that
\[ \lim_{x \to \gamma^*} \nabla \tilde{H}_1(x) \neq \lim_{x \to \gamma^*} \nabla \tilde{H}_2(x), \tag{5.84} \]
which shows the claim independently of \( c(\gamma^*) \). Indeed, the matrix \( B \) satisfies \( B \gamma^* = \gamma^* \) and \( B \bar{y} = \mu \bar{y} \), where \( \bar{y} = (1, -1)^T \) and
\[ \mu = 1 - \frac{1}{2} \varphi(\Delta t(ac + b) \Delta t(ac + b)). \]
Using \( z = -\Delta t(ac + b) < 0 \) we have
\[ \mu = 1 + \frac{1}{2} (1 - e^z) = \frac{3}{2} - \frac{1}{2} e^z > 0, \]
which means that \( B \) is invertible, and hence \( \ker(B \Lambda) = \ker(\Lambda) \). Therefore, we obtain \( \partial_j T(x) \not\in \ker(\Lambda) = \ker(B \Lambda) \).

For proving (5.84) we use (5.83), (5.82) and \( w(\gamma^*) = 0 \) to find
\[ \lim_{x \to \gamma^*} \nabla \tilde{H}_i(x) = -\frac{(\Delta t)^2}{2} \frac{\nabla w_1(\gamma^*)}{y_i^*}. \]
Let us now suppose (5.84) is not satisfied and recall that \( w_1 = -\frac{1}{c} w_2 \) holds true because of Lemma 5.33. Hence, we would have
\[ \frac{\nabla w_2(\gamma^*)}{y_2^*} = -\frac{\nabla w_2(\gamma^*)}{cy_1^*}. \tag{5.85} \]
From (5.75) it follows that \( \nabla w_2 \) is constant. We observe that \( \nabla w_2(x) \neq 0 \) for all \( x \) as otherwise even \( Dw(x) = 0 \) for all \( x \), which contradicts Lemma 5.33.
as (5.75) would imply that \( w(y^n) = 0 \) for all \( y^n \). Hence, without loss of generality, assume \( \partial_1 w_2(x) \neq 0 \). Then (5.85) implies
\[
\partial_1 w_2(x)(cy_1^n + y_2^n) = 0,
\]
which is not true since \( \partial_1 w_2(x) \neq 0 \) and \( cy_1^n + y_2^n > 0 \). Hence, (5.84) is true, so that Lemma A.2 implies \( \mathbf{B} \mathbf{G} \notin C^2 \) in any neighborhood of \( y^* \), and thus, the same holds for \( g \).

Note that part b) of Theorem 5.34 means that the assumptions of [IKM22a, Theorem 2.9] are not fulfilled, while those of the generalization, Theorem 5.4 are satisfied.

**Remark 5.35.** A numerical calculation shows that the stability function \( R \) from (5.80) with \( \Delta t \text{trace}(S^-) = -z \) satisfies \( |R(z)| < 1 \) for \( z \in (z^*, 0) \) with \(-3.9924 \leq z^* \leq -3.9923 \). Hence, the stability region of GeCo2 when applied to (5.2), (5.4) is almost twice as big as the one of the underlying Heun scheme which is \((-2, 0)\).

To investigate \( N \times N \) systems one needs to generalize Lemma 5.33 and Lemma A.3 from the appendix, which is outside the scope of the present work.

### 5.4.5 Generalized BBKS

When it comes to the analysis of gBBKS schemes, we face similar obstacles as for GeCo2. The aim of this work is to present results from [IKMM23] giving a first insight into the stability properties of these schemes. As done for GeCo2 we will discuss at the end of this section an ansatz to generalize the following analysis.

**Stability of first order gBBKS Schemes**

When applied to the system of differential equations (5.4), i.e. \( y' = \Lambda y \) with \( \Lambda = \begin{pmatrix} -a & b \\ ac & -b \end{pmatrix} \), the first order gBBKS schemes (gBBKS1) are given by
\[
y^{n+1} = y^n + \Delta t \Lambda y^n \left( \prod_{m \in M^n} \frac{y_{m+1}^n}{\sigma_m^n} \right)^{y^n}, \quad i = 1, 2, \quad (5.86)
\]
where
\[
M^n = \{ m \in \{1, 2\} \mid (\Lambda y^n)_m < 0 \}.
\]

In this section we investigate the stability properties of gBBKS schemes by first proving that the assumptions of Theorem 5.4 are met. The existence and uniqueness of a function \( g \) generating the iterates from (5.86), i.e. \( y^{n+1} = g(y^n) \), is already proven in [AKM20]. Thereby, \( g \) is given by the unique solution to some equation
\[
F(x, g(x)) = 0,
\]
where \( F: \mathbb{R}^2_{>0} \times \mathbb{R}^2_{>0} \rightarrow \mathbb{R}^2 \) with \( (x, y) \rightarrow F(x, y) \). In the following we denote by
\[
\begin{align*}
D_x F(x, y) &= \frac{\partial F}{\partial x}(x, y), \\
D_y F(x, y) &= \frac{\partial F}{\partial y}(x, y)
\end{align*}
\]
5.4. LYAPUNOV STABILITY ANALYSIS

Before we start the proof of a), we make some preparatory considerations.

Proof. Before we start the proof of a), we make some preparatory considerations.

Since \((\Lambda y^n)_1 = c(-ay_1^n + by_2^n)\) and \((\Lambda y^n)_2 = -(\Lambda y^n)_1\) we find

\[
M^n = \begin{cases} 
\{1\}, & y_1^n > \frac{b}{a} y_2^n, \\
\emptyset, & y_1^n = \frac{b}{a} y_2^n, \\
\{2\}, & y_1^n < \frac{b}{a} y_2^n.
\end{cases}
\]

Hence, when applied to (5.4), (5.2) the scheme (5.86) turns into

\[
y^{n+1} = y^n + \Delta t \Lambda y^n \begin{cases} 
\left(\frac{y_1^{n+1}}{\sigma_1^n}\right)^r, & y_1^n > \frac{b}{a} y_2^n, \\
1, & y_1^n = \frac{b}{a} y_2^n, \\
\left(\frac{y_2^{n+1}}{\sigma_2^n}\right)^r, & y_1^n < \frac{b}{a} y_2^n,
\end{cases}
\]

where \((\frac{b}{a} y_2^n, y_2^n)^T \in \ker(\Lambda)\) is a steady state solution of (5.4).
Recall that the map \( g \) generates the iterates \( y^n \), that is \( y^{n+1} = g(y^n) \). Hence, inserting \( y^n = v \in C \) into equation (5.87) yields \( y^{n+1} = g(v) \) on the left and \( v \) on the right, and thus \( g(v) = v \). Furthermore, we introduce the function \( F \) defined by

\[
F(x, y) = y - x - \Delta t \lambda x H(x, y),
\]

\[
H(x, y) = \begin{cases} \tilde{H}_1(x, y), & x_1 > \frac{b}{a} x_2, \\ 1, & x_1 = \frac{b}{a} x_2, \\ \tilde{H}_2(x, y), & x_1 < \frac{b}{a} x_2, \end{cases}
\]

(5.88)

which satisfies \( F(x, g(x)) = 0 \) for all \( x > 0 \).

a) We first show that \( F \) is not differentiable on \( D \times D \). For this, we choose \( x_0 \in C \) as well as \( y_0 > 0 \) with \( \frac{y_0}{x_0} \neq \frac{(y_0)_1}{(x_0)_1} \) and define \( \Psi(x) = H(x, y_0) \). As a result of \( \sigma(x_0) = x_0 \) and \( r, \sigma \in C \) it follows that

\[
\lim_{h \searrow 0} \Psi(x_0 + he_1) = \lim_{h \searrow 0} \tilde{H}_1(x_0 + he_1, y_0) = \left( \frac{(y_0)_1}{\sigma_1(x_0)} \right)^{r(x_0)} = \left( \frac{(y_0)_1}{(x_0)_1} \right)^{r(x_0)}.
\]

Analogously, we obtain

\[
\lim_{h \searrow 0} \Psi(x_0 + he_1) = \lim_{h \searrow 0} \tilde{H}_2(x_0 + he_1, y_0) = \left( \frac{(y_0)_2}{\sigma_2(x_0)} \right)^{r(x_0)} = \left( \frac{(y_0)_2}{(x_0)_2} \right)^{r(x_0)},
\]

which shows that \( \Psi(x_0 + he_1) \) possesses several accumulation points as \( h \to 0 \), and hence, part b) of Lemma A.2 from the appendix with \( \Phi(x) = \Lambda x \) implies that the 1st partial derivative of \( F \) does not exist.

As mentioned above, this means that we can not apply the implicit function theorem to \( F \) on \( D \times D \) in order to prove that \( g \in C^1(D) \). Nevertheless, \( F \) is differentiable in \((x, y) \in E = D \setminus \ker(\Lambda) \times D \), since in this case we have

\[
F(x, y) = y - x - \Delta t \lambda x \left( \frac{y}{\sigma_i(x)} \right)^{r(x)}, \quad i = \begin{cases} 1, & x_1 > \frac{b}{a} x_2, \\ 2, & x_1 < \frac{b}{a} x_2 \end{cases}
\]

(5.89)

with \( \sigma_1, \sigma_2, r \in C^2(\mathbb{R}_{>0}^2, \mathbb{R}_{>0}) \). In order to show that \( g \in C^1(D \setminus \ker(\Lambda)) \), we first show that the inverse of \( D_y F(x, g(x)) \) exists for all \( x \in D \setminus \ker(\Lambda) \). It is straightforward to verify that

\[
D_y F(x, g(x)) = I - \Delta t \lambda x \nabla y \tilde{H}_i(x, g(x)) = I - \Delta t \lambda x e_i^T \frac{r(x)}{\sigma_i(x)} \left( \frac{g_i(x)}{\sigma_i(x)} \right)^{r(x)-1}
\]

holds for \( x \notin C \). Introducing the vectors

\[
v^{(i)}(x) = \Delta t \lambda x \left( \frac{g_i(x)}{\sigma_i(x)} \right)^{r(x)-1} = \Delta t \lambda x \left( \frac{g_i(x)}{g_i(x)} \right)^{r(x)}
\]

(5.90)

for \( i \) from (5.89), we can write the Jacobian in the compact form

\[
D_y F(x, g(x)) = I - v^{(i)}(x)e_i^T.
\]

(5.91)
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Note that due to (5.91), the Jacobian of \( F \) with respect to \( y \) is a triangular matrix, depending on \( i \) from (5.89). Nevertheless, in either case we find

\[
\det(D_y F(x, g(x))) = 1 - v_i^{(i)}(x). \tag{5.92}
\]

Now, we know that \((Ax)_i < 0 \) for \( i \) form (5.89) by construction of the gBBKS schemes, which in particular means that

\[
v_i^{(i)}(x) \neq 1. \tag{5.93}
\]

As a result of (5.92), (5.93) the inverse of \( D_y F(x, g(x)) \) exists.

Considering a zero \((x_0, g(x_0)) \in E\) of \( F \), the implicit function theorem thus provides the existence of a unique \( C^1 \)-map \( \tilde{g} \) satisfying \( F(x, \tilde{g}(x)) = 0 \) in a sufficiently small neighborhood of \((x_0, g(x_0))\). Since \( g \) and \( \tilde{g} \) are unique, we find \( g = \tilde{g} \). Since \( x_0 \) was arbitrary, we have shown that \( g \in C^1 \) on \( D \setminus \ker(\Lambda) \), and in particular

\[
Dg(x) = -(D_y F(x, g(x)))^{-1} D_x F(x, g(x)) \tag{5.94}
\]

for \( x \in D \setminus \ker(\Lambda) \). It thus remains to show that \( g: D \to D \) is also differentiable in any \( x \in \ker(\Lambda) \cap D = C \) and that the first derivatives are continuous in any \( x \in C \).

To prove the differentiability of \( g \) in any \( x \in C \) we make use of Theorem 5.36, and hence we have to prove the following.

1. The map \( g \) is continuous in any \( x \in C \).
2. The map \( F \) is differentiable in \((x, g(x))\) for all \( x \in C \).
3. The Jacobian \( D_y F(x, g(x)) \) with respect to \( y \) is invertible for all \( x \in C \).

If we have shown these properties, then Theorem 5.36 together with the considerations above implies that (5.94) even holds for all \( x \in D \).

We first prove that \( g \) is continuous on \( C \). Since gBBKS schemes are positive and conserve all linear invariants, we find from (5.4) that

\[
\min\{1, c\} \|g(x)\|_1 \leq g_1(x) + cg_2(x) = x_1 + cx_2 \leq \max\{1, c\} \|x\|_1. \tag{5.95}
\]

Now, \( \|x\|_1 \) is bounded on a sufficiently small neighborhood \( D \) of \( y^* \) as we can make sure that the closure of \( D \) is contained in the domain of \( g \). And since norms on \( \mathbb{R}^2 \) are equivalent, we even find from (5.95) that \( \|g\| \) is bounded on \( C \). As a result, \( H(\cdot, g(\cdot)) \) is bounded on \( D \) since the reciprocal of \( \sigma \in C^2 \) as well as \( r \in C^2 \) are bounded on a sufficiently small \( D \). It thus follows that \( \Lambda x H(x, g(x)) \) tends to \( 0 \) as \( x \to y^* \). From (5.88) with \( y = g(x) \) we therefore obtain

\[
\lim_{x \to y^*} g(x) = y^* = g(y^*),
\]

which means that \( g: D \to D \) is continuous in all \( x \in C \).

Next, we show that \( F \) is differentiable in \((x, g(x))\) for all \( x \in C \). For this consider an \( x_0 \in C \) and set \( y_0 = g(x_0) \). Note that \( \Psi = H(\cdot, y_0) \) is continuous in \( x_0 \in C \) with \( \Psi(x_0) = 1 \) since \( g(x_0) = \sigma(x_0) = x_0 \).

In this case, part a) of Lemma A.2 from the appendix with \( \Phi(x) = \Lambda x \)
yields
\[ D_x F(x_0, g(x_0)) = -I - \Delta tA. \] (5.96)
Furthermore, as \( A \tilde{H}_i(x, y) = 0 \) for all \( x \in C \) and \( y \in \mathbb{R}^2_{>0} \), it follows immediately that
\[ D_y F(x_0, g(x_0)) = I, \] (5.97)
which shows that \( F \) is partially differentiable in \((x_0, g(x_0))\). To prove that \( F \) is differentiable in \((x_0, g(x_0))\), we show that the partial derivatives are continuous in \((x_0, g(x_0))\). Therefore, we consider the case \( x \notin C \) and differentiate \( F \) from (5.88) with respect to \( x \) and \( y \). We have
\[
D_x F(x, g(x)) = -I - \Delta t\left( \Lambda \tilde{H}_i(x, g(x)) + \Lambda x \nabla_x \tilde{H}_i(x, g(x)) \right),
\] (5.98)
where the gradient denotes a row vector and
\[
i = \begin{cases} 
1, & x_1 > \frac{b}{a}x_2, \\
2, & x_1 < \frac{b}{a}x_2.
\end{cases}
\]
Now, since \( g, \sigma > 0 \) we can write \( \tilde{H}_i(x, g(x)) = e^{r(x) \ln \left( \frac{g_i(x)}{\sigma_i(x)} \right)} \), from which it follows that
\[
\nabla_x \tilde{H}_i(x, g(x)) = \tilde{H}_i(x, g(x)) \left( \nabla_x r(x) \ln \left( \frac{g_i(x)}{\sigma_i(x)} \right) - r(x) \nabla_x \sigma_i(x) \right)
\] (5.99)
since
\[
\nabla_x \ln \left( \frac{g_i(x)}{\sigma_i(x)} \right) = \nabla_x \ln(g_i) - \nabla_x \ln(\sigma_i(x)) = -\nabla_x \sigma_i(x) / \sigma_i(x).
\]
Plugging (5.99) into (5.98), we find
\[
D_x F(x, g(x)) = -I - \Delta t \tilde{H}_i(x, g(x)) \left( \Lambda + \Lambda x \left( \nabla_x r(x) \ln \left( \frac{g_i(x)}{\sigma_i(x)} \right) \\
- r(x) \nabla_x \sigma_i(x) / \sigma_i(x) \right) \right).
\] (5.100)
Furthermore, \( A x_0 = 0 \) for \( x_0 \in C \) together with \( \sigma_1, \sigma_2, r \in C^2 \) as well as equation (5.100) yield
\[
\lim_{x \to x_0} D_x F(x, g(x)) = -I - \Delta t \lim_{x \to x_0} \tilde{H}_i(x, g(x)) \Lambda = -I - \Delta tA.
\] (5.101)
Moreover, due to (5.91) and since \( v^{(i)} \) is continuous with \( v^{(i)}(x_0) = 0 \) for \( x_0 \in C \), we find
\[
\lim_{x \to x_0} D_y F(x, g(x)) = I - v^{(i)}(x_0)e_i^T = I.
\] (5.102)
As a result of (5.96), (5.101) and (5.97), (5.102), we thus know that all partial first derivatives of \( F \) are continuous in \((x_0, g(x_0))\) for all \( x_0 \in C \), which implies that \( F \) is differentiable in \((x_0, g(x_0))\) for all \( x_0 \in C \).
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Finally, due to (5.97) we know that $D_y F(x_0, g(x_0))$ is invertible for all $x_0 \in C$.

Altogether, all requirements of Theorem 5.36 are fulfilled, which implies that $g$ is differentiable on $C$ and that

$$D g(x_0) = -(D_y F(x_0, g(x_0)))^{-1} D_x F(x_0, g(x_0))$$

(5.103)

holds for all $x_0 \in C$. Moreover, all entries of the inverse of $D_y F(x, g(x))$ are continuous functions of $x$, which proves that $g \in C^1(D)$. Finally, (5.96) and (5.97) yield

$$D g(y^*) = I + \Delta t \Lambda.$$ 

b) In this part, we use the equations (5.100) and

$$(D_y F(x, g(x)))^{-1} = \begin{cases} 
\frac{1}{1-v_1^{(1)}(x)} \begin{pmatrix} 1 & 0 \\ v_2^{(1)}(x) & 1 - v_1^{(1)}(x) \end{pmatrix}, & x_1 > \frac{b}{a^2}, \\
\frac{1}{1-v_2^{(2)}(x)} \begin{pmatrix} 1 - v_2^{(2)}(x) & v_1^{(2)}(x) \\ 0 & 1 \end{pmatrix}, & x_1 < \frac{b}{a^2}.
\end{cases}$$

(5.104)

to show that the first derivatives of $g$ are Lipschitz continuous on a sufficiently small neighborhood $D$ of $y^*$. For this, we make use of the fact that the set of bounded Lipschitz continuous functions is closed under summation, multiplication and composition. Hence, all we need to prove is that each entry in the matrices (5.100) and (5.104) is bounded and Lipschitz continuous on $D$, and to use the fact that the natural logarithm and each exponential function are locally Lipschitz continuous.

To bound the corresponding functions, we choose $D$ in such a way that $g_i, \sigma_i$ and $1 - v_i^{(i)}$ have an upper bound $C_i > 0$ and lower bound $c_i > 0$. This is possible by choosing $D \subseteq D$ since these functions are continuous at $y^*$ and satisfy $g(y^*) = \sigma(y^*) = y^* > 0$ as well as $1 - v_i^{(i)}(y^*) = 1$. As a result, even the first two derivatives of $\sigma$ and $r$ are bounded on $D$. This way, we can compute the Lipschitz constants of $\sigma$, its first derivatives and its reciprocal by using the mean value theorem, see [AE08, Remark 8.12 (b)] for the details. Analogously, $g$ as well as $\frac{1}{g_i}$ are bounded Lipschitz continuous functions for $i = 1, 2$ as their first derivatives are bounded on $D$. By this reasoning, it is straightforward to verify that each matrix entry in (5.100) and (5.104) is a bounded Lipschitz continuous function.

c) Assume that $g \in C^2$ for some appropriate neighborhood of $y^*$. Introducing

$$d_{jk}(x) = (D_x F(x, g(x)))_{jk},$$

equations (5.104) and (5.103) yield

$$\partial_1 g_2(x) = -\begin{cases} 
\frac{v_1^{(1)}(x)}{1 - v_1^{(1)}(x)} d_{11}(x) + d_{21}(x), & x_1 \geq \frac{b}{a^2}, \\
\frac{1}{1 - v_2^{(2)}(x)} d_{21}(x), & x_1 \leq \frac{b}{a^2}.
\end{cases}$$

(5.105)

Our strategy is to compute $\partial_2 \partial_1 g_2(y^*)$ and derive $1 = \Delta t (ca + b)$ from it.
Using \( v^{(i)}(y^*) = 0 \) we get from (5.105)

\[-\partial_2 \partial_1 g_2(y^*) = \partial_2 v^{(1)}_2(y^*) d_{11}(y^*) + \partial_2 d_{21}(y^*)\]

as well as

\[-\partial_2 \partial_1 g_2(y^*) = \partial_2 d_{21}(y^*) + \partial_2 v^{(2)}_2(y^*) d_{21}(y^*)\]

As a result, we obtain

\[-\partial_2 \partial_1 g^{(2)}_2(y^*) = \partial_2 v^{(2)}_2(y^*) d_{11}(y^*) + \partial_2 v^{(2)}_2(y^*) d_{21}(y^*)\]

(5.106)

Using (5.90), we find that

\[\partial_j v^{(i)}_k(y^*) = \Delta t \lambda_{kj} \frac{r(y^*)}{y_i^*},\]

and from (5.96), we know that \( d_{jk}(y^*) = -(I + \Delta t \Lambda)_{jk} \), so that (5.106) reads

\[-\Delta t \lambda_{22} \frac{r(y^*)}{y_1^*} (I + \Delta t \Lambda)_{11} = -\Delta t \lambda_{22} \frac{r(y^*)}{y_2^*} (I + \Delta t \Lambda)_{21}.\]

Using the fact that \( r > 0 \) and \( \lambda_{22} \neq 0 \), this equation reduces to

\[(I + \Delta t \Lambda)_{11} = \frac{y_1^*}{y_2^*} (I + \Delta t \Lambda)_{21} = \frac{y_1^*}{y_2^*} (\Delta t \Lambda)_{21},\]

or equivalently,

\[1 = \Delta t \left( \frac{y_1^*}{y_2^*} \lambda_{21} - \lambda_{11} \right) = \Delta t (ca + b),\]

which finishes also this part of the proof. \(\square\)

It is worth mentioning that part c) of the above theorem demonstrates, that in general \( g \not\in C^2 \). As a result we could not apply [IKM22a, Theorem 2.9], however, the generalization Theorem 5.4 can be applied, which gives us the following statements due to \( Dg(y^*) = I + \Delta t \Lambda \).

**Corollary 5.38.** Let \( y^* > 0 \) be an arbitrary steady state of (5.4). Under the assumptions of Theorem 5.37, the gBBKS1 schemes have the same stability function as the underlying Runge–Kutta method, i.e. \( R(z) = 1 + z \) and the following holds.

a) If \(|R(-(ac+b)\Delta t)| < 1\), then \( y^* \) is a stable fixed point of each gBBKS1 scheme and there exists a \( \delta > 0 \), such that \((\frac{1}{c})^T y^0 = (\frac{1}{c})^T y^*\) and \(||y^0 - y^*|| < \delta\) imply \( y^n \to y^* \) as \( n \to \infty \).

b) If \(|R(-(ac+b)\Delta t)| > 1\), then \( y^* \) is an unstable fixed point of each gBBKS1 scheme.
Stability of second order gBBKS schemes

In this subsection we investigate the gBBKS2(\(\alpha\)) schemes (gBBKS2) applied to (5.4), (5.2), which can be written in the form

\[
y^{(2)} = y^n + \alpha \Delta t \Lambda y^n \left( \prod_{j \in J^n} \frac{y_j^{(2)}}{\pi_j^n} \right) y^n, \tag{5.107a}
\]

\[
y^{n+1} = y^n + \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) \Lambda y^n + \frac{1}{2\alpha} \Lambda y^{(2)} \right) \left( \prod_{m \in M^n} \frac{y_m^{n+1}}{\sigma_m^n} \right)^{\pi_m^n}, \tag{5.107b}
\]

for \(i = 1, 2, \alpha \geq \frac{1}{2}\) and

\[
J^n = \{ j \in \{1, 2\} \mid (\Lambda y^n)_j < 0 \},
\]

\[
M^n = \left\{ m \in \{1, 2\} \mid \left( 1 - \frac{1}{2\alpha} \right) (\Lambda y^n)_m + \frac{1}{2\alpha} (\Lambda y^{(2)})_m < 0 \right\}.
\]

Similarly to the gBBKS1 case, we introduce functions \(r, q, \pi, \sigma\) to describe the dependence of the parameters on \(y^n\). Note that \(\sigma\) can depend on \(y^n\) as well as \(y^{(2)}\), see [AKM20, BBKS07, BRBM08], and thus will be described by a map \(\sigma: \mathbb{R}^2_0 \times \mathbb{R}^2_0 \to \mathbb{R}^2_0\).

**Theorem 5.39.** Let \(\pi_1, \pi_2, r, q \in C^2(\mathbb{R}^2_0, \mathbb{R}_0), \sigma \in C^2(\mathbb{R}^2_0 \times \mathbb{R}^2_0, \mathbb{R}^2_0)\) and \(y^* > 0\) be a steady state solution of (5.4). Also, let \(D\) be a sufficiently small neighborhood of \(y^*\) and suppose that \(\sigma(v, v) = \pi(v) = v\) is fulfilled for all \(v \in C = \text{ker}(\Lambda) \cap D\). Then the map \(g\) generating the iterates of the gBBKS2(\(\alpha\)) family satisfies \(g(v) = v\) for all steady states \(v \in C\) and the following statements are true.

a) The map \(g\) satisfies \(g \in C^1(D)\) and \(Dg(y^*) = I + \Delta t \Lambda + \frac{(\Delta t)^2}{2} \Lambda^2\).

b) The first derivatives of \(g\) are bounded and Lipschitz continuous on \(D\).

c) The map \(g\) does not belong to \(C^2\) for any open neighborhood of \(y^*\), if \(\Delta t \neq (ac + b)^{-1}\).

**Proof.** Our main strategy is to follow the ideas used in the proof of Theorem 5.37. For this, we first compute the sets \(J^n\) and \(M^n\) in the case of the linear test problem (5.4). Using (5.107a), we obtain

\[
\left( 1 - \frac{1}{2\alpha} \right) (\Lambda y^n)_m + \frac{1}{2\alpha} (\Lambda y^{(2)})_m = (\Lambda y^n)_m \left( 1 + \alpha \Delta t \left( \prod_{j \in J^n} \frac{y_j^{(2)}}{\pi_j^n} \right) \right),
\]

so that

\[
M^n = J^n = \begin{cases} 
\{1\}, & y_1^n > \frac{b}{a} y_2^n, \\
\emptyset, & y_1^n = \frac{b}{a} y_2^n, \\
\{2\}, & y_1^n < \frac{b}{a} y_2^n.
\end{cases}
\]
follows as in the case of gBBKS1. Next, we define

$$y^{(2)}(x) = x - \Delta t \alpha \Delta x \begin{cases} \left( \frac{y_1^{(2)}(x)}{y_1^{(2)}(x)} \right)^q(x), & x_1 > \frac{b}{a} x_2, \\ 1, & x_1 = \frac{b}{a} x_2, \\ \left( \frac{y_2^{(2)}(x)}{y_2^{(2)}(x)} \right)^q(x), & x_1 < \frac{b}{a} x_2 \end{cases}$$

(5.108)

and

$$F(x, y) = y - x - \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) \Delta x + \frac{1}{2\alpha} \Delta y^{(2)}(x) \right) H(x, y),$$

(5.109)

where

$$H(x, y) = \begin{cases} \tilde{H}_1(x, y), & x_1 > \frac{b}{a} x_2, \\ 1, & x_1 = \frac{b}{a} x_2, \\ \tilde{H}_2(x, y), & x_1 < \frac{b}{a} x_2 \end{cases}$$

as well as

$$\tilde{H}_i(x, y) = \left( \frac{y_i}{\sigma_i(x, y^{(2)}(x))} \right)^r(x), \quad i = 1, 2,$$

(5.110)

and point out that the function $g$ generating the gBBKS2($\alpha$) iterates is the unique solution to

$$0 = F(x, g(x)).$$

(5.111)

Note that equation (5.108) represents the gBBKS1 schemes applied to (5.4) with a time step size of $\Delta t \alpha$. Hence, Theorem 5.37 implies that the function $y^{(2)}$ is a $C^1$-map on $D$ with Lipschitz continuous first derivatives and

$$Dy^{(2)}(y^*) = I + \Delta t \alpha \Lambda.$$

Furthermore, $v \in \ker(\Lambda)$ implies $y^{(2)}(v) = v$, and thus, inserting $x = v$ into (5.109), (5.111) yields $g(v) = v$.

a) Along the same lines as in the proof of Theorem 5.37 we see that the map $F$ is not differentiable on $D \times D$ since $\sigma(x_0, y^{(2)}(x_0)) = x_0$ holds for all $x_0 \in C$. However, $F$ is differentiable in $(x, y) \in E = D \setminus \ker(\Lambda) \times D$ since

$$F(x, y) = y - x - \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) \Delta x + \frac{1}{2\alpha} \Delta y^{(2)}(x) \right) \left( \frac{y_i}{\sigma_i(x, y^{(2)}(x))} \right)^r(x),$$

(5.112)

for

$$i = \begin{cases} 1, & x_1 > \frac{b}{a} x_2, \\ 2, & x_1 < \frac{b}{a} x_2 \end{cases}$$

(5.113)

and $r \in C^2(\mathbb{R}_{>0}, \mathbb{R}_{>0})$, $\sigma \in C^2(\mathbb{R}^2_{>0} \times \mathbb{R}^2_{>0}, \mathbb{R}^2_{>0})$ as well as $y^{(2)} \in C^1(D)$. Following the proof of Theorem 5.37, we show that $D_y F(x, g(x))$ is nonsingular in order to show that $g \in C^1$ on $D \setminus \ker(\Lambda)$. First note that for $x \notin C$ we have

$$D_y F(x, g(x)) = I - \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) \Delta x + \frac{1}{2\alpha} \Delta y^{(2)}(x) \right) \nabla_y \tilde{H}_i(x, g(x))$$

(5.114)
for \( i \) from (5.113). Now, (5.110) yields
\[
\nabla_y \tilde{H}_i(x, g(x)) = \frac{r(x)}{g_i(x)} \tilde{H}_i(x, g(x)) e_i^T
\]
with the \( i \)th unit vector \( e_i \in \mathbb{R}^2 \) as in the proof of Theorem 5.37. In order to see that \( D_y F(x, g(x)) \) is invertible, we introduce
\[
v^{(i)}(x) = \Delta t \left( \left( 1 - \frac{1}{2\alpha} \right) \Lambda x + \frac{1}{2\alpha} \Lambda y^{(2)}(x) \right) \frac{r(x)}{g_i(x)} \tilde{H}_i(x, g(x))
\]
and rewrite (5.114) as
\[
D_y F(x, g(x)) = I - v^{(i)}(x) e_i^T.
\] (5.115)
Hence, we obtain
\[
\det(D_y F(x, g(x))) = 1 - v^{(i)}(x).
\]
Using (5.108), we see that
\[
v^{(i)}(x) = \Delta t \Lambda x \left( 1 + \alpha \Delta t \left( \frac{y^{(2)}(x)}{\pi_1(x)} \right) \frac{r(x)}{g_i(x)} \tilde{H}_i(x, g(x)) \right)
\]
where \( (\Lambda x)_i < 0 \) by definition of the \( g \text{BBKS2}(\alpha) \) schemes. As a result we know \( v^{(i)}_i(x) < 0 \), and hence \( \det(D_y F(x, g(x))) \neq 0 \) proving that \( D_y F(x, g(x)) \) is invertible. This together with the corresponding arguments of Theorem 5.37 implies that \( g \in C^1 \) on \( D \setminus \ker(\Lambda) \) and
\[
Dg(x) = -(D_y F(x, g(x)))^{-1} D_x F(x, g(x))
\] (5.116)
for \( x \in D \setminus \ker(\Lambda) \). To apply Theorem 5.36, we proceed as in the proof of Theorem 5.37, i.e. we have to show that

1. the map \( g \) is continuous in any \( x \in C \).
2. the map \( F \) is differentiable in \( (x, g(x)) \) for all \( x \in C \).
3. the Jacobian \( D_y F(x, g(x)) \) with respect to \( y \) is invertible for all \( x \in C \).

The continuity of \( g \) follows along the same lines as in the case of \( g \text{BBKS1} \), where we additionally use \( y^{(2)} \in C^1(D) \) for bounding \( H(\cdot, g(\cdot)) \).

For proving the differentiability of \( F \) in \( (x, g(x)) \) for all \( x \in C \) we consider an arbitrary element \( x_0 \in C \). Note that \( \Psi(x) = H(x, g(x_0)) \) is continuous in \( x_0 \) with \( \Psi(x_0) = 1 \). Furthermore,
\[
\Phi(x) = \left( 1 - \frac{1}{2\alpha} \right) \Lambda x + \frac{1}{2\alpha} \Lambda y^{(2)}(x)
\]
satisfies \( \Phi(x_0) = 0 \), which means that part a) of Lemma A.2 from the
appendix together with \( \mathbf{Dy}^{(2)}(x_0) = I + \Delta t \alpha \Lambda \) yields

\[
\mathbf{D}_x \mathbf{F}(x_0, \mathbf{g}(x_0)) = -I - \Delta t \left( \left( 1 - \frac{1}{2 \alpha} \right) \Lambda + \frac{1}{2 \alpha} \Lambda \mathbf{Dy}^{(2)}(x_0) \right)
\]

\[
= -I - \Delta t \left( \Lambda + \frac{\Delta t}{2} \Lambda^2 \right). \tag{5.117}
\]

Also, since \( \Phi(x_0)H(x_0, y) = 0 \) for all \( y \in \mathbb{R}^2 \), we find

\[
\mathbf{D}_y \mathbf{F}(x_0, \mathbf{g}(x_0)) = I, \tag{5.118}
\]

which shows that \( \mathbf{F} \) is partially differentiable in \( (x_0, \mathbf{g}(x_0)) \). We now prove that the partial derivatives of \( \mathbf{F} \) are also continuous in \( (x_0, \mathbf{g}(x_0)) \), which shows the differentiability of \( \mathbf{F} \) in \( (x, \mathbf{g}(x)) \) for all \( x \in C \). To that end, we consider \( x \notin C \) and differentiate \( \mathbf{F} \) from (5.112) with respect to \( x \) and \( y \). First, due to (5.114) and since \( \mathbf{v}^{(i)} \) is continuous with \( \mathbf{v}^{(i)}(x_0) = 0 \) for \( x_0 \in C \), we find

\[
\lim_{x \to x_0} \mathbf{D}_y \mathbf{F}(x, \mathbf{g}(x)) = I - \mathbf{v}^{(i)}(x_0) e_i^T = I
\]

proving the continuity of the partial derivatives in \( (x_0, \mathbf{g}(x_0)) \) with respect to \( y \). Furthermore, we have

\[
\mathbf{D}_x \mathbf{F}(x, \mathbf{g}(x)) = -I - \Delta t \left( \left( 1 - \frac{1}{2 \alpha} \right) \Lambda + \frac{1}{2 \alpha} \Lambda \mathbf{Dy}^{(2)}(x) \right) \mathbf{H}_i(x, \mathbf{g}(x))
\]

\[
- \Delta t \left( 1 - \frac{1}{2 \alpha} \right) \Lambda \mathbf{x} + \frac{1}{2 \alpha} \Lambda \mathbf{y}^{(2)}(x) \right) \nabla_x \mathbf{H}_i(x, \mathbf{g}(x)),
\]

whose entries converge to those of \( \mathbf{D}_x \mathbf{F}(x_0, \mathbf{g}(x_0)) \) from (5.117) because of the following. First, we have \( \mathbf{y}^{(2)}(x_0) = x_0 \) and \( \mathbf{H}_i \in C^1(D \times \mathcal{D}) \), which means that the last addend disappears as \( x \to x_0 \in C \). Additionally, inserting \( \mathbf{Dy}^{(2)}(x_0) = I + \alpha \Delta t \Lambda \) and \( \lim_{x \to x_0} \mathbf{H}_i(x, \mathbf{g}(x)) = 1 \) yield (5.117).

Finally, it follows from (5.118) that the Jacobian \( \mathbf{D}_y \mathbf{F}(x, \mathbf{g}(x)) \) with respect to \( y \) is invertible for all \( x \in C \). Hence, Theorem 5.36 together with the considerations above proves that \( \mathbf{g} \) is differentiable in all \( x \in \mathcal{D} \).

Moreover, since \( \mathbf{F} \) is continuously differentiable in \( (x, \mathbf{g}(x)) \), we find due to (5.116) that even \( \mathbf{g} \in C^1(\mathcal{D}) \) holds true. Furthermore, inserting (5.117) and (5.118) into formula (5.116) yields

\[
\mathbf{Dg}(x) = -(\mathbf{D}_y \mathbf{F}(x, \mathbf{g}(x)))^{-1} \mathbf{D}_x \mathbf{F}(x, \mathbf{g}(x)) = I + \Delta t \Lambda + \frac{(\Delta t)^2}{2} \Lambda^2.
\]

b) We know that \( \mathbf{y}^{(2)} \in C^1 \) has Lipschitz continuous first derivatives on \( \mathcal{D} \) and that \( \sigma \in C^2 \). Hence, with

\[
\nabla_x \mathbf{H}_i(x, \mathbf{g}(x)) = \mathbf{H}_i(x, \mathbf{g}(x)) \left( \nabla_x r(x) \ln \left( \frac{g_i(x)}{\sigma_i(x, \mathbf{y}^{(2)}(x))} \right) \right)
\]

\[
- r(x) \frac{\nabla_x \sigma_i(x, \mathbf{y}^{(2)}(x)) + \nabla_y \sigma_i(x, \mathbf{y}^{(2)}(x)) \mathbf{Dy}^{(2)}(x)}{\sigma_i(x)},
\]
which is analogous to (5.99), this part can be proven along the same lines as in the proof of part b) of Theorem 5.37.

c) Since (5.115) and (5.116) are of the form (5.104), (5.103), this part is proven along the same lines as part c) of Theorem 5.37.

This theorem together with Theorem 5.4 and Theorem 2.15 allows us to conclude the following statements from \( Dg(y^*) = I + \Delta t \Lambda + \frac{1}{2} (\Delta t \Lambda)^2 \).

**Corollary 5.40.** Let \( y^* > 0 \) be an arbitrary steady state of (5.4). Under the assumptions of Theorem 5.39, the gBBKS2(\( \alpha \)) schemes have the same stability function as the underlying Runge–Kutta method, i.e. \( R(z) = 1 + z + \frac{z^2}{2} \) and the following holds.

a) If \( |R(- (ac + b) \Delta t)| < 1 \), then \( y^* \) is a stable fixed point of each gBBKS2(\( \alpha \)) scheme and there exists a \( \delta > 0 \), such that \( y^n \to y^* \) as \( n \to \infty \) for all \( y^0 \) satisfying \( (\frac{1}{c})^T y^0 = (\frac{1}{c})^T y^* \) and \( \| y^0 - y^* \| < \delta \).

b) If \( |R(- (ac + b) \Delta t)| > 1 \), then \( y^* \) is an unstable fixed point of each gBBKS2(\( \alpha \)) scheme.

To summarize the presented analysis of gBBKS schemes, we conclude that the first and second order gBBKS schemes preserve the stability domain of the underlying Runge–Kutta method while preserving positivity. To generalize these results to \( N \times N \) systems we need to exploit more properties of the particular choices of \( r, q, \pi \) and \( \sigma \) from the literature [AKM20].
5.5 Summary of Stability Properties

In the previous section we investigated several Patankar-type methods with respect to their stability. The purpose of this rather short section is to summarize our findings, see Table 5.2. We also recall that MPDeC(1) corresponds to MPE and MPDeC(2) equals MPRK22(1). Also, for more insights on the stability properties of MPRK43(α, β) we refer to Figure 5.1, where a lower bound for the maximal opening angle of the stability domain is depicted for (α, β) pairs in the feasible domain in \([0, 2] \times [0, \frac{3}{4}]\) with a resolution of \(102^2\) pairs per unit square. The opening angle estimate for MPDeC up to order 8 can be found in Table 5.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter Specification</th>
<th>Unconditionally Stable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPE</td>
<td>–</td>
<td>✓</td>
</tr>
<tr>
<td>MPRK22(α)</td>
<td>α ≥ (\frac{1}{2})</td>
<td>✓</td>
</tr>
<tr>
<td>MPRK43(α, β)</td>
<td>(α, β) = (0.5, 0.75)</td>
<td>✓</td>
</tr>
<tr>
<td>MPRK43(α, β)</td>
<td>(α, β) = (1, 0.5)</td>
<td>×</td>
</tr>
<tr>
<td>MPRK43(γ)</td>
<td>(\frac{3}{8} \leq γ \leq \frac{3}{4})</td>
<td>✓</td>
</tr>
<tr>
<td>SSPMPRK2(α, β)</td>
<td>α ≤ (\frac{1}{2})</td>
<td>✓</td>
</tr>
<tr>
<td>SSPMPRK2(α, β)</td>
<td>α &gt; (\frac{1}{2})</td>
<td>×</td>
</tr>
<tr>
<td>SSPMPRK3(η₂)</td>
<td>0 ≤ η₂ ≤ 0.37</td>
<td>✓</td>
</tr>
<tr>
<td>MPDeC(p)</td>
<td>p ∈ {1, 2}</td>
<td>✓</td>
</tr>
<tr>
<td>MPDeC(p)</td>
<td>p = 3, . . . , 8</td>
<td>×</td>
</tr>
<tr>
<td>MPDeCGL(p)</td>
<td>p = 9, . . . , 14</td>
<td>✓</td>
</tr>
<tr>
<td>MPDeCEQ(p)</td>
<td>p = 9, 10, 11, 13</td>
<td>(✓)</td>
</tr>
<tr>
<td>MPDeCEQ(p)</td>
<td>p ∈ {12, 14}</td>
<td>×</td>
</tr>
<tr>
<td>GeCo1</td>
<td>–</td>
<td>✓</td>
</tr>
<tr>
<td>GeCo2</td>
<td>–</td>
<td>×</td>
</tr>
<tr>
<td>gBBKS1</td>
<td>–</td>
<td>×</td>
</tr>
<tr>
<td>gBBKS2(α)</td>
<td>α ≥ (\frac{1}{2})</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 5.2: Overview on the stability properties of several Patankar-type methods from Chapter 3. Here, “(✓)” means that the unconditional stability is investigated only numerically and only for normal system matrices with real eigenvalues.

In the upcoming section we introduce several linear problems for testing the predictions contained in Table 5.2 together with the corresponding numerical experiments. For a deeper insight into numerical experiments concerning oscillatory behavior we refer to [IÖT22].
5.6 Numerical Experiments

As mentioned in the preceding section, this part of the thesis is dedicated to the numerical validation of the theoretical claims concerning stability, parts of which are summarized in Table 5.2. Thereby, we also incorporate the hypothesis mentioned and tested in [IKMS23] stating that the claimed properties of stability and convergence towards the steady state solution of (5.1) are even of global nature for MPRK schemes that are based on a non-negative Butcher tableau. In fact, so far the only cases of MP methods where the stability properties were observed to be non-global are MPRK22(\(\alpha\)) with \(\alpha < \frac{1}{2}\) and MPDeCEQ(\(p\)) for some values \(p \geq 8\). In all cases the schemes can be understood as MP methods based on RK schemes with a Butcher array containing also negative entries, see [IÖ23, IKMS23]. In particular, we present the numerical experiments with MPDeCEQ(8) in this work to give an example of this phenomenon.

For the numerical validation different test cases are of interest, which we will discuss in the following subsection.

5.6.1 Test Problems

In the following we only consider conservative problems, i.e. the systems matrices we are going to introduce have an eigenvalue \(\lambda = 0\). Furthermore, most of the following test cases are chosen in such a way that all nonzero eigenvalues either lie in \(\mathbb{R}^-\) or in \(\mathbb{C}^- \setminus \mathbb{R}^-\). Moreover, as we are interested in testing part b) of Theorem 5.4, we also consider a test problem with two linear invariants. It is beneficial to consider these test cases rather than a single one with a spectrum in \(\mathbb{C}^-\) because this way we can test the stability domain of conditional stable methods at two distinct spots of the stability domain. Nevertheless, we will also include a test problem with real as well as complex eigenvalues for testing unconditionally stable schemes.

Test problem with exclusively real eigenvalues

The linear initial value problem

\[
y' = 100 \begin{pmatrix} -2 & 1 & 1 \\ 1 & -4 & 1 \\ 1 & 3 & -2 \end{pmatrix} y, \quad y(0) = \begin{pmatrix} 1 \\ 9 \\ 5 \end{pmatrix}
\]

(5.119)

contains a system matrix, which has only positive off-diagonal elements and is therefore a Metzler matrix. Due to the positive initial values, this ensures that each component of the solution of the initial value problem is positive for all times. By a straightforward calculation of the eigenvalues \(\lambda_1 = 0, \lambda_2 = -300\) and \(\lambda_3 = -500\) of the system matrix as well as their associated eigenvectors, the solution reads

\[
y(t) = c_1 \begin{pmatrix} 5 \\ 3 \\ 7 \end{pmatrix} + c_2 e^{-300t} \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix} + c_3 e^{-500t} \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix}
\]

(5.120)

with coefficients \(c_1 = 1, c_2 = 4\) and \(c_3 = -6\) determined by the initial condition. Since only non-positive eigenvalues are present and the absolute values of the
negative eigenvalues are large, there is a fast convergence to the equilibrium state

$$y^* = \lim_{t \to \infty} y(t) = \begin{pmatrix} 5 \\ 3 \\ 7 \end{pmatrix}$$

as depicted in Figure 5.7. Furthermore the zero eigenvalue is simple, and hence there exists exactly one linear invariant, which is given by $1^T y$ due to the fact that the sum of the elements in each column of the system matrix is always vanishing. This conservativity can also be observed in Figure 5.7.

Test problem with complex eigenvalues

As a second test case, we consider the conservative system

$$y' = 100 \begin{pmatrix} -4 & 3 & 1 \\ 2 & -4 & 3 \\ 2 & 1 & -4 \end{pmatrix} y, \quad y(0) = \begin{pmatrix} 9 \\ 20 \\ 8 \end{pmatrix}. \quad (5.121)$$

Again, the system matrix is a Metzler matrix, so that the solution of the initial value problem is always positive due to the positive initial conditions. Considering the eigenvalues $\lambda_1 = 0$, $\lambda_2 = 100(-6 + i)$ and $\lambda_3 = \overline{\lambda_2}$ as well as the corresponding eigenvectors of the system matrix, the solution can be written in the form

$$y(t) = \begin{pmatrix} 13 \\ 14 \\ 10 \end{pmatrix} - 2e^{-600t} \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix} - \sin (100t) \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix}$$

$$- 6e^{-600t} \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix} + \sin (100t) \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix}.$$ \quad (5.122)

The nonzero complex eigenvalues have a negative real part with a large absolute value. Hence, one can expect a rapid convergence of the solution to the steady
state given by
\[
y^* = \lim_{t \to \infty} y(t) = \begin{pmatrix} 13 \\ 14 \\ 10 \end{pmatrix}.
\]

Analogous to the first test case, the only linear invariant is \(1^T y\), which is presented together with the exact solution in Figure 5.8.

![Figure 5.8: The exact solution (5.122) of the initial value problem (5.121) and the linear invariant \(1^T y\).](image)

**Test problem with double zero eigenvalue**

Considering the linear initial value problem
\[
y' = 100 \begin{pmatrix} -2 & 0 & 0 & 1 \\ 0 & -4 & 3 & 0 \\ 0 & 4 & -3 & 0 \\ 2 & 0 & 0 & -1 \end{pmatrix} y, \quad y(0) = \begin{pmatrix} 4 \\ 1 \\ 9 \\ 1 \end{pmatrix},
\]

we are faced with a Metzler matrix including a double zero eigenvalue \(\lambda_1 = \lambda_2 = 0\). Therefore, besides \(1^T y\), a second linear invariant \(n^T y\) with \(n = (1, 2, 2, 1)^T\) is present. Due to the remaining eigenvalues \(\lambda_3 = -300\) and \(\lambda_3 = -700\) and the associated eigenvectors of all eigenvalues, the solution of the initial value problem writes
\[
y(t) = c_1 \begin{pmatrix} 0 \\ 1 \\ \frac{4}{3} \\ 0 \end{pmatrix} + c_2 \begin{pmatrix} 1 \\ 0 \\ 0 \\ 2 \end{pmatrix} + c_3 e^{-700t} \begin{pmatrix} 0 \\ 1 \\ -1 \\ 0 \end{pmatrix} + c_4 e^{-300t} \begin{pmatrix} 1 \\ 0 \\ 0 \\ -1 \end{pmatrix},
\]

with coefficients
\[
c_1 = \frac{30}{7}, \quad c_2 = \frac{5}{3}, \quad c_3 = \frac{23}{7} \quad \text{and} \quad c_4 = \frac{7}{3}.
\]
Once again, a fast convergence to the equilibrium state

\[
y^* = \lim_{t \to \infty} y(t) = c_1 \begin{pmatrix} 0 \\ 1 \\ 1 \\ 0 \\ 0 \\ 0 \\ 2 \end{pmatrix} + c_2 \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 2 \\ 120 \\ 70 \end{pmatrix} = \frac{1}{21} \begin{pmatrix} 7 \\ 90 \\ 120 \end{pmatrix}
\]

takes place. The course of the solution together with the two linear invariants are shown in Figure 5.9.

![Figure 5.9: The exact solution (5.124) of the initial value problem (5.123) and the associated two linear invariants \(1^T y\) and \(n^T y\) with \(n^T = (1, 2, 2, 1)\).](image)

At this point we want to note that the presented test cases represent stiff problems due to the occurrence of large absolute values of the corresponding eigenvalues. Hence, it is not surprising that the exact solution satisfies the inequality \(\|y(t) - y^*\|_2 < 2 \cdot 10^{-2}\) at time \(t = 0.02\) for all of three problems.

**Test Problem with mixed Eigenvalues**

Finally, we consider the initial value problem

\[
y' = \Lambda y, \quad y(0) = y^0 = (0, 3, 3, 4)^T, \quad (5.125)
\]

where \(\Lambda\) is the \(5 \times 5\) Metzler matrix

\[
\Lambda = \begin{pmatrix}
-4 & 2 & 1 & 2 & 2 \\
1 & -4 & 1 & 0 & 2 \\
0 & 0 & -4 & 2 & 0 \\
2 & 2 & 2 & -4 & 0 \\
1 & 0 & 0 & 0 & -4
\end{pmatrix}.
\]

The spectrum of \(\Lambda\) is given by \(\sigma(\Lambda) = \{0, -5 - \sqrt{3}, -5 + \sqrt{3}, -5 - i, -5 + i\} \subseteq \mathbb{C}\) including real as well as non-real eigenvalues. Furthermore, the kernel of \(\Lambda^T\) is given by \(\ker(\Lambda^T) = \text{span}(\mathbf{n})\) with \(\mathbf{n} = (1, 1, 1, 1)^T\). Hence, the total mass \(\mathbf{n}^T y(t) = \mathbf{n}^T y^0 = 13\) is a linear invariant for the system, in correspondence of the initial value \(y(0) = y^0\). The reference solution of the problem is depicted in Figure 5.10 and satisfies \(\|y(t) - y^*\|_2 < 10^{-2}\) at time \(t = 1.61\).
We want to note that even though the stability functions of gBBKS and GeCo2 were obtained by analyzing a $2 \times 2$ system, we will see that the corresponding stability results are well reflected also for a larger system.

### 5.6.2 Investigation of MPRK Schemes

As in Chapter 5, we consider here MPRK schemes up to order three. The stability analysis and numerical experiments for the fourth order MPRK method are left for future work. In particular, the numerical experiments will be performed with MPE, MPRK22($\alpha$) for $\alpha \in \{0.5, 1, 5\}$, MPRK43(0.5, 0.75) and MPRK43(0.563), all of which are proven to be unconditionally stable and locally converging towards the steady state solution. Hence, we consider the problem (5.125) using a comparably large time step size of $\Delta t = 5$.

**MPE**

The results for MPE can be seen in Figure 5.11. As one can see, the method is stable and converging using the initial condition from (5.125). An error of around $10^{-14}$ is already obtained after $t = 100$, that is after 20 steps using $\Delta t = 5$. Note again that this is a comparably large $\Delta t$ as the analytic solution satisfies $\|y(t) - y^*\|_2 < 2 \cdot 10^{-2}$ at time $t = 1.61$. In Figure 5.12 on can see that the second linear invariant is also preserved.
Figure 5.12: Numerical approximation of (5.123) using MPE. The dashed lines represent the exact solution (5.124) and coincide for this example with the numerical solution. The second linear invariant is determined by \( n = (1, 2, 2, 1)^T \).

**MPRK22(\( \alpha \))**

In the Figures 5.13 and 5.14, we compare the MPRK22(\( \alpha \)) schemes for \( \alpha \in \left\{ \frac{1}{2}, 1, 5 \right\} \) and find that for \( \alpha = 1 \) or \( \alpha = 5 \) the methods produce errors near machine precision at \( t = 200 \), i.e. after around 40 steps, whereas for \( \alpha = \frac{1}{2} \) we cannot observe the convergence of the iterates towards \( y^* \) within \( t \in [0, 50] \). Nevertheless, the results depicted on the top right show that even for the case \( \alpha = \frac{1}{2} \), the stability and convergence proved in Corollaries 5.16 and 5.17 can be confirmed numerically by extending the observation period. Moreover, the second linear invariant is also preserved, see Figure 5.14.

**MPRK43(0.5, 0.75)**

Similarly as before, all theoretical claims for MPRK43(0.5, 0.75) are well reflected in the numerical approximation of (5.125), see Figure 5.15 and Figure 5.16.

**MPRK43(0.563)**

According to the investigation in [IÖT22], MPRK43(\( \gamma \)) has the largest \( \Delta t \) bound for fulfilling the necessary condition for avoiding oscillations, if \( \gamma \approx 0.563 \). This is why we restrict to this method hereafter. Since this method is also proven to be unconditionally stable, we proceed as for the previously discussed methods. The results can be found in Figure 5.17 and Figure 5.18 and reflect well our theoretical claims from Corollary 5.20.

### 5.6.3 Investigation of SSPMPRK Schemes

Hereafter, we confirm numerically that SSPMPRK schemes are stable as claimed in Corollary 5.23 and Corollary 5.27. Furthermore, we investigate the local convergence to the steady state solution as stated in Corollary 5.24 and Corollary 5.28 by choosing \( y^0 = y(0) \) and \( \Delta t = 5 \), if not stated otherwise. Indeed, in all experiments below the convergence in the stable case can be observed even for \( y^0 = y(0) \).

In particular, we are interested in the properties of SSPMPRK3(\( \frac{1}{3} \)) which is the preferred scheme presented in [HZS19]. Moreover, we investigate SSPMPRK2(\( \alpha, \beta \)) for three different pairs \( (\alpha, \beta) \) covering all cases mentioned in Proposition 5.22. For the case \( \alpha > \frac{1}{27} \) we choose the lower left vertex of the red rectangular from
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Figure 5.13: Numerical solution of (5.125) and error plots using MPRK22(\(\alpha\)) schemes. The dashed lines represent the reference solution.

Figure 5.2, i.e. \((\alpha, \beta) = (0.2, 3)\). In this case, we choose different time steps to demonstrate that the computed stability regions are correct. At this point we want to note that the eigenvalues of the system matrices from the test problems lie on the red or blue line depicted in Figure 5.19. We scale the time step size \(\Delta t\) in such a way that \(\Delta t \rho(Dg(y^*)) = z_i\) for \(i \in \{1, 2, 3, 4\}\), respectively, so that for all test cases we consider the cases of stable as well as unstable fixed points.

As a representative for the case \(\alpha = \frac{1}{2\beta}\) we use \((\alpha, \beta) = (\frac{1}{2}, 1)\) which is the preferred choice presented in [HS19]. Finally, we choose \((\alpha, \beta) = (0.1, 1)\) satisfying \(\alpha < \frac{1}{2\beta}\).
Figure 5.14: Numerical approximations of (5.123) using MPRK22(α) schemes. The dashed lines indicate the exact solution (5.124) and \( n = (1, 2, 2, 1)^T \).

Figure 5.15: Numerical solution of (5.125) and error plot using the third order MPRK43(0.5, 0.75) method. The dashed lines represent the reference solution.

**SSPMPRK2(α, β)**

In the subsequent figures, SSPMPRK2(α, β) schemes are used to solve the test problems. In all four figures 5.20, 5.21, 5.22 and 5.23, we can observe the same qualitative behavior. In Figure 5.20 and Figure 5.22, the preferred choice of \((α, β) = (\frac{1}{2}, 1)\) seems to be less damping than \((α, β) = (0.1, 1)\). However, in both cases a convergence towards the steady state solution can be observed. In Figure 5.21 and Figure 5.23, the pair \((α, β)\) lies in the critical region where the stability domain is bounded. If \(Δt\) is chosen in such a way that \(Δtρ(Dg(y^*)) = z_i\)
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Figure 5.16: Numerical approximation of (5.123) using MPRK43(0.5, 0.75). The dashed lines represent the exact solution (5.124) and \( \mathbf{n} = (1, 2, 2, 1)^T \).

Figure 5.17: Numerical solution of (5.125) and error plot using MPRK43(0.563). The dashed lines represent the reference solution.

Figure 5.18: Numerical approximation of (5.123) using MPRK43(0.563). The dashed lines represent the exact solution (5.124) and \( \mathbf{n} = (1, 2, 2, 1)^T \).

for \( i = 2 \) or \( i = 4 \), respectively, see Figure 5.19, the numerical approximations behave as expected converging towards the corresponding steady state which is a stable fixed point of the method. However, increasing \( \Delta t \) by approximately \( 2 \cdot 10^{-3} \), we find that \( \Delta t \rho(\mathbf{Dg}(\mathbf{y}^*)) = z_i \) for \( i = 1 \) or \( i = 3 \), respectively. As a result, even when we modify the starting vector to be \( \mathbf{y}^0 = \mathbf{y}^* + 10^{-5} \mathbf{v} \) with \( \mathbf{v} = (1, -2, 1)^T \), the numerical approximation diverges from the steady state as predicted by the presented theory, can be observed. All parameters however lead to a scheme that
Figure 5.19: The stability region for SSPMPRK2(0.2, 3). The red line is the set \( \{ a(-6 + i) \mid 2.5 \leq a \leq 0 \} \). In particular, the red marked complex numbers are \( z_1 = 2(-6 + i) \) and \( z_2 = \frac{11}{6}(-6 + i) \). The blue line is the interval \([-15, 0]\). In particular, the blue marked numbers are \( z_3 = -12.5 \) and \( z_4 = -11.5 \).

also preserve the second linear invariant as Figure 5.24 suggests.

**SSPMPRK3(\(\frac{1}{3}\))**

In Figure 5.25, the SSPMPRK3(\(\frac{1}{3}\)) scheme is used to integrate the test problems (5.125) with mixed eigenvalues and (5.123) with a second linear invariant. The numerical experiments support the theoretical claims, i.e. the fixed points seem to be stable and locally attracting. Moreover, all linear invariants are conserved by the method.

Altogether, the numerical experiments support very well the theoretical results from Section 5.4.2 on SSPMPRK methods.

### 5.6.4 Investigation of MPDeC Schemes

In this section we restrict to the investigation of MPDeC schemes with equidistant nodes and refer to [IÖ23] for the numerical experiments concerning MPDeCGL methods. As we have discovered in Figure 5.5, MPDeCEQ\((p)\) for \( p = 12 \) and \( p = 14 \) have a bounded stability domain for problems with exclusively real eigenvalues. Moreover, it was observed in [TÖR22, Figure B.9] that the iterates of MPDeCEQ(8) only locally converge towards the steady state. This is in accordance with the presented theory, however, we did not observe this behavior within the numerical experiments of the previously discussed schemes. Nevertheless, MPDeCEQ(8) is not the only scheme with that rather unpleasant property. Indeed, in [IKMS23], which is based on the master thesis [Sch23], the authors demonstrate that this phenomenon also occurs with MPRK22(\(\alpha\)) schemes for \( \alpha < \frac{1}{2} \). The common circumstance for both schemes is that both are based on RK methods with non-positive Butcher tableau. The resulting hypothesis was tested and supported with numerical experiments in [IKMS23].
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Figure 5.20: Numerical approximations of (5.119) using the SSPMPRK2 scheme. The dashed lines indicate the exact solution (5.120).

Nevertheless, we want to mention that if we violate the stability condition, we can start arbitrary close to the steady state solution, and still, the iterates will not converge to $y^*$.

Now, we reproduce the result from [TÖR22] investigating MPDeCEQ(8), see Figure 5.26. Furthermore, we present experiments with the 12th and 14th order method when applied to (5.119), see Figure 5.27 and Figure 5.28. In both cases the largest time step size is chosen such that $|R(\Delta t \pm \rho(\Lambda))| = 1 \pm 0.1$ for the stable and unstable scenario, respectively, see Figure 5.5 for the graph of the stability functions. Since $\rho(\Lambda) = 500$, the time step sizes for MPDeCEQ(12) are

$$\Delta t_{\text{EQ}(12)}^+ \approx \frac{59}{500} = 0.118 \quad \text{and} \quad \Delta t_{\text{EQ}(12)}^- \approx \frac{20}{500} = 0.04.$$  

In the case of MPDeCEQ(14) they are

$$\Delta t_{\text{EQ(14)}}^+ \approx \frac{12}{500} = 0.024 \quad \text{and} \quad \Delta t_{\text{EQ(14)}}^- \approx \frac{7.6}{500} = 0.0152.$$  

Overall, the expected behavior can be observed.
Figure 5.21: Numerical approximations of (5.119) using the SSPMPRK2(0.2, 3) scheme. The dashed lines indicate the exact solution (5.120). In 5.21c, we used $y^0 = y^* + 10^{-5}(1, -2, 1)^T$. 
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5.6.5 Investigation of GeCo Schemes

GeCo1

Numerical solutions obtained by GeCo1 and the corresponding error plots are shown in Figure 5.29. In error plot 5.29b, the convergence of the numerical solution to the steady state in the long run can be seen, despite the low accuracy in the short run with the comparatively large time step of $\Delta t = 5$. Hence, the result from Theorem 5.32 is well reflected here. Nevertheless, a shift of the numerical solution can be recognized for the chosen time step size. This can also be observed in Section 5.6.7, where we apply the method to increasingly stiff problems.

GeCo2

Based on the analysis for the system (5.4), we use the function

$$R(z) = 1 + z + \frac{1}{2} z^2 \varphi(\Delta t \text{trace}(S^-))$$

even in the context of (5.125) to determine the critical time step size $\Delta t_{GeCo2}$ of GeCo2. For the system matrix (5.126), we find $\text{trace}(S^-) = -\text{trace}(A) = 20$. A numerical calculation shows that $|R(\Delta t \lambda)| < 1$ for all $\lambda \in \sigma(A) \setminus \{0\}$ if $\Delta t < \Delta t_{GeCo2} \approx 0.3572$, where $\Delta t_{GeCo2}$ was rounded to five significant figures. Moreover, $|R(\Delta t(-5 - \sqrt{3}))| > 1$ if $\Delta t > \Delta t_{GeCo2}$.

Figure 5.22: Numerical approximations of (5.121) using the second order SSPM-PRK scheme. The dashed lines indicate the exact solution (5.122).
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Figure 5.23: Numerical approximations of (5.121) using the SSPMPRK22(0.2, 3) scheme. The dashed lines indicate the exact solution (5.122). In 5.23c, the initial vector \( y^0 = y^* + 10^{-5}(1, -2, 1)^T \) is chosen.

In order to numerically confirm the stability results from Theorem 5.34 even in the context of the model problem (5.125), we solve the initial value problem (5.125) using \( \Delta t = \Delta t_{\text{GeCo2}} \cdot (1 - 10^{-3}) \approx 0.3569 \). The expected stable behavior of GeCo2 and the convergence of the iterates can be observed in Figures 5.30a and 5.30b. In order to demonstrate the expected divergence of the iterates when \( \Delta t > \Delta t_{\text{GeCo2}} \) even for starting vectors that lie within a small neighborhood of the steady state solution, we choose \( \Delta t = \Delta t_{\text{GeCo2}} \cdot (1 + 10^{-3}) \approx 0.3576 \) and the initial value \( \tilde{y}^0 = y^* + 10^{-5} \cdot (-2, 1, 1, -1, 1)^T \).

In Figure 5.30c, a small decrease of the error can observed before it increases to an error of approximately \( 10^{-3} \). Altogether, the numerical experiments reflect the expected behavior independent of \( y^0 \), at least for the selected model problem.

5.6.6 Investigation of BBKS Schemes

The stability functions of BBKS1 and BBKS2(1) in the context of (5.4) are given by Theorem 5.37 and Theorem 5.39, respectively. We apply the schemes to the initial value problem (5.125) and test the stability for specific time step sizes. An elementary calculation reveals that the stability functions for both schemes satisfy \( |R(\Delta t \lambda)| < 1 \) for all \( \lambda \in \sigma(\Lambda) \setminus \{0\} \) if \( \Delta t < \Delta t_{\text{BBKS}} = \frac{5 - \sqrt{3}}{11} \), and \( |R(\Delta t(-5 - \sqrt{3}))| > 1 \) if \( \Delta t > \Delta t_{\text{BBKS}} \). As we did for GeCo2, we investigate the
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Figure 5.24: Numerical approximations of (5.123) using the second order SSPM-PRK scheme. The dashed lines indicate the exact solution (5.124), where $\mathbf{n} = (1, 2, 2, 1)^T$.

BBKS schemes by varying the time step size around $\Delta t_{\text{BBKS}}$ by multiplying with $1 \pm 10^{-3}$, respectively. Furthermore, we also choose $\mathbf{y}^0 = \mathbf{y}^* + 10^{-5} \cdot (-2, 1, 1, -1, 1)^T$ in the case $\Delta t > \Delta t_{\text{BBKS}}$ in order to highlight the expected divergence of the iterates.

In Figure 5.31 the numerical solutions of (5.125) and the error plots using BBKS1 are shown. In 5.31a, corresponding to the step size $\Delta t = \Delta t_{\text{BBKS}} \cdot (1 - 10^{-3}) \approx 0.2968$, all components of the numerical solution tend to the reference solution in the long run, with an error between $10^{-13}$ and $10^{-12}$. In the unstable case, see Figure 5.31c, when $\Delta t = \Delta t_{\text{BBKS}} \cdot (1 + 10^{-3}) \approx 0.2974$, the error increases almost to $10^{-3}$. Similar conclusions can be deduced by looking at Figure 5.32, where the numerical solutions and the error plots of BBKS2(1) are shown, in correspondence of the same step sizes used for BBKS1.

Altogether, the stability properties shown in Figures 5.31 and 5.32 are in accordance with the stability results expected from the theory presented in Section 5.4.5.
Figure 5.25: Numerical approximations of (5.125) with error plot and (5.123) using SSPMPRK\(3(\frac{1}{2})\) schemes and \(\Delta t = 5\). The dashed lines indicate the reference solutions and \(n = (1, 2, 2, 1)^T\).

Figure 5.26: Error of the numerical solution of (5.20) using the MPDeCEQ(8) scheme and \(y^0 = y^* + \epsilon(-1, 1)^T\).

5.6.7 Applicability of GeCo1 to Stiff Problems

Since the GeCo1 scheme is stable for arbitrary time step sizes, at least locally, this scheme might be able to solve stiff problems. Unfortunately, this is not true as demonstrated in [IKMM23]. In the following we present the investigation from Kopecz performed therein.

To assess the usability for stiff problems, Kopecz [IKMM23] proposed to
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Figure 5.27: Numerical approximations of (5.119) using the MPDeCEQ(12) scheme. The dashed lines indicate the exact solution (5.120). In Figure 5.27c, we used $y^0 = y^* + 10^{-5}(1,-2,1)^T$.

consider the linear initial value problem $y' = \Lambda y$, $y(0) = y^0$ with

$$\Lambda = \begin{pmatrix} -K & 0 & 0 \\ K & -1 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad y^0 = \begin{pmatrix} 0.98 \\ 0.01 \\ 0.01 \end{pmatrix}.$$  

(5.127)

This system becomes increasingly stiff as the value of $K > 0$ is increased. For $K \neq 1$ the solution reads

$$y_1(t) = \frac{49e^{-Kt}}{50}, \quad y_2(t) = \frac{(99K - 1)e^{-t}}{100(K - 1)} - \frac{49K e^{-Kt}}{50(K - 1)},$$

$$y_3(t) = 1 - \frac{(99K - 1)e^{-t}}{100(K - 1)} + \frac{49e^{-Kt}}{50(K - 1)}.$$

Defining $\hat{y}(t) = \lim_{K \to \infty} y(t)$ we find

$$\hat{y}_1(t) = 0, \quad \hat{y}_2(t) = \frac{99}{100} e^{-t}, \quad \hat{y}_3(t) = 1 - \frac{99}{100} e^{-t}$$

for $t > 0$. In the limit $K \to \infty$, $y_2$ and $y_3$ should therefore be equal at approximately $t = 0.7$. In Figure 5.33, we present the plots from [IKMM23] of GeCo1 solving (5.127) for different values of $K$. As already observed in our previous numerical
Figure 5.28: Numerical approximations of (5.119) using the MPDeCEQ14 scheme. The dashed lines indicate the exact solution (5.120). In 5.28c, the initial vector $y^0 = y^* + 10^{-5}(1, -2, 1)^T$ is chosen.

Experiments, there is a significant phase error so that $y_2$ and $y_3$ are equal at about $t = 7$ for $K = 10$ and about $t = 70$ for $K = 100$, which is far from $t = 0.7$. Hence, for increasingly stiff problems, GeCo1 gets less accurate if the time step size is not adapted correspondingly. Altogether, this means that GeCo1 can hardly be regarded as a stiff solver.
Figure 5.29: Numerical approximations of (5.125) and error plot using GeCo1.

Figure 5.30: Numerical approximation of (5.125) and error plots using GeCo2. In 5.30c the starting vector \( \mathbf{y}^0 = \mathbf{y}^* + 10^{-3} \cdot (-2, 1, 1, -1, 1)^T \) was used.
Figure 5.31: Numerical approximations of (5.125) and error plots using BBKS1. The starting vector $\vec{y}^0 = y^* + 10^{-5} \cdot (−2, 1, 1, −1, 1)^T$ was chosen in 5.31c.
Figure 5.32: Numerical approximations of (5.125) and error plots using BBKS2(1). In 5.32c the starting vector $\tilde{y}^0 = y^* + 10^{-5} \cdot (-2, 1, 1, -1, 1)^T$ was chosen.
Figure 5.33: Numerical solutions of (5.127) computed with GeCo1 for different values of $K$ [IKMM23]. The step size used is $\Delta t = 0.1$. The dashed lines indicate the reference solution.
Chapter 6

Conclusion and Outlook

The present work dealt with two major topics concerning the numerical analysis of Runge–Kutta-like methods, namely their stability and order of convergence.

We motivated and introduced modified Patankar schemes as a subclass of Runge–Kutta-like methods and emphasized their importance. The first major part of this thesis was then dedicated to providing a tool for deriving order conditions for MP methods. The proposed approach may yields implicit order conditions, which can be rewritten in explicit form using the NB-series of the stages [IKM23b]. The obtained explicit order conditions can be further reduced using Gröbner bases computations. With the presented approach, it was possible for the first time to obtain conditions for the construction of 3rd and 4th order GeCo as well as 4th order MPRK schemes. Moreover, we constructed a new 4th order MPRK method using our theory and validated the order of convergence numerically. Future work within this topic include the adaptation of this approach for further nonlinear methods such as SSPMPRK schemes and the construction of higher order schemes. In particular, constructing 4th order MPRK methods with a minimal number of stages is of interest. Furthermore, to investigate the order of GeCo and gBBKS methods in the context of non-autonomous problems is to the authors best knowledge still an open task.

The second major part was concerned with the stability of nonlinear time integrators preserving at least one linear invariant. We discussed how the given approach generalizes the notion of A-stability. The main difficulty in the analysis comes from the presence of linear invariants, so that any steady state of the corresponding linear system of ODEs resulted in a non-hyperbolic fixed point of the steady state preserving nonlinear method. Even though the investigation of non-hyperbolic fixed points in general is a case by case study, we were able to find an exception for steady states forming a subspace, as is the case for the linear test problem we considered. As a result, we were able to prove that investigating the Jacobian of the generating map is sufficient to understand the stability of the nonlinear method in a neighborhood of the steady state. This approach allowed for the first time the investigation of several modified Patankar schemes such as MPRK, SSPMPRK, MPDeC, GeCo and gBBKS methods which was performed in [IKM22b, HIK’23, IÖ23, IKMM23], also presented and extended within this work. In particular, we tackled the question of unconditional stability for all of the above mentioned methods and summarized our findings in Table 5.2. In addition to that, we demonstrated that GeCo2 and gBBKS methods are not in C^2 and proved asymptotic stability for GeCo1 schemes and, for some PDRS, also for MPRK methods. The investigation of MPRK schemes together with the analysis
for gBBKS and GeCo2 methods applied to general linear systems represents a
future research topic. In the particular case of MPRK schemes, we computed the
stability function for arbitrary MPRK schemes in a way that can be easily adapted
to the case of PDRS while we pointed out ideas how to generalize our findings
for GeCo2 and gBBKS. Finally, our findings support the numerically observed
robustness of MP methods while we were able to provide sharp bounds on the
time step in the case of conditional stability. Moreover, it might be interesting to
apply the presented stability theory in the context of linear multistep methods.

We also connected the approach coming from dynamical systems with that of
[TÖR22] concerning oscillatory behavior of nonlinear methods. Here, the zeros
of the respective stability function are interlinked with a necessary condition for
avoiding oscillatory behavior, which was numerically validated in [IÖT22].

Although the proven stability properties are initially local in nature, the work
[IKMS23] suggests that they can be provably global if the underlying Butcher
tableau contains only non-negative entries, while there are schemes with negative
Butcher entries for which the stability properties are only local. To further
investigate or even prove this claim is of high importance and will be part of my
future research.

Also, the implications of this approach for the analysis of numerical methods
in the context of partial differential equations (PDEs) is of interest. In particular,
generalizing the main stability result, Theorem 5.4, to the infinite dimensional
case promises interesting applications in the field of numerical analysis of PDEs,
as refining the grid in space of the semi-discrete system corresponds to increasingly
larger systems of ODEs.

It is also worth mentioning that there are two further tasks arsing naturally as
future research topics.

First, there is not much work available concerning the efficiency of modified
Patankar schemes using a time step controller. To the authors knowledge, there is
only [KMP21], where standard step size controller were applied to Patankar–Runge–
Kutta methods. However, also considering more general controllers from digital
signal processing [Söd06, SW06, Söd02, Söd03, GLS88, Gus91, Gus94, Zon64]
might result in even better performances. The exploration of such controllers is
one of my future research topics.

A second aspect related to efficiency is the construction of dense output formulae
for MP schemes. The major task here is to provide not only an approximation for
any point in time within a given order of accuracy but to force the approximation
to be also positive and conservative, or linear invariant preserving in general.
Following the idea from [KLJK17], it seems to be possible to construct second
order dense output formulae, i.e. for third order MP methods, using our approach of
NB-series. However, in the same work the authors find a negative result, i.e. using
their approach there is no third order dense output formula for MP scheme based
on a Butcher tableau with non-negative entries [KLJK17, Theorem 1]. However,
as we wish to use only non-negative Butcher arrays for reasons of stability, we
are forced to take a different approach for constructing even third order dense
output formulae for MP methods. To construct such a formula together with
the above mentioned properties is to my best knowledge still an open problem,
yet of high importance. If such formulae are available they might be also useful
to construct higher order MPRK methods since the PWDs need to be positive
approximations to classical Runge–Kutta stages, that is to the exact solution at
intermediate times.
Appendix A

Intermediate Results for the Stability Analysis

In this appendix, we present results with rather technical proofs.

**Lemma A.1.** Let $R(z) = \sum_{j=0}^{4} n_j z^j$ with $d_0 = 1$. Then $|R(re^{i\varphi})| < 1$ with $r > 0$ and $\varphi \in [0, 2\pi)$ is equivalent to

$$p_{\varphi}(r) = (-d_4^2 + n_3^2) r^8 + 2(-d_3 d_4 + n_3 n_4) \cos(\varphi) r^7$$

$$+ (4(-d_2 d_4 + n_2 n_4) \cos(\varphi)^2 + 2d_2 d_4 - d_3^2 - 2n_2 n_4 + n_3^2) r^6$$

$$+ (8(-d_1 d_4 + n_1 n_4) \cos(\varphi)^3 + 2(3d_1 d_4 - d_2 d_3 - 3n_1 n_4 + n_2 n_3) \cos(\varphi)) r^5$$

$$+ (16(n_0 n_4 - d_4) \cos(\varphi)^4 + 4(-d_1 d_3 - 4n_0 n_4 + n_1 n_3 + 4d_4) \cos(\varphi)^2$$

$$+ 2d_1 d_3 - d_2^2 + 2n_0 n_4 - 2n_1 n_3 + n_2^2 - 2d_4) r^4$$

$$+ (8(n_0 n_3 - d_3) \cos(\varphi)^3 + 2(-d_1 d_2 - 3n_0 n_3 + n_1 n_2 + 3d_3) \cos(\varphi)) r^3$$

$$+ (4(n_0 n_2 - d_2) \cos(\varphi)^2 - d_1^2 - 2n_0 n_2 + n_1^2 + 2d_2) r^2$$

$$+ 2(n_0 n_1 - d_1) \cos(\varphi) + n_0^2 - 1 < 0$$

Furthermore, $|R(re^{i\varphi})| > 1$ is equivalent to $p_{\varphi}(r) > 0$.

**Proof.** A straightforward calculation rewriting

$$1 > |R(re^{i\varphi})|^2 = \frac{\left(\sum_{j=0}^{4} r^j n_j \cos(j\varphi)\right)^2 + \left(\sum_{j=0}^{4} r^j n_j \sin(j\varphi)\right)^2}{\left(\sum_{j=0}^{4} r^j d_j \cos(j\varphi)\right)^2 + \left(\sum_{j=0}^{4} r^j d_j \sin(j\varphi)\right)^2}$$

yields the result. \qed

The next statement provides us conditions under which the product of a scalar continuous function and a partially differentiable vector field is partially differentiable again, and conditions under which a partial derivative of the product does not exist.
Lemma A.2. Let $\Psi: D \subseteq \mathbb{R}^N$ be open and $e_i$ denote the $i$th unit vector in $\mathbb{R}^N$. Furthermore, let $\Phi: D \to \mathbb{R}^N$ be partially differentiable in $x_0 \in D$ with $\Phi(x_0) = 0$ and let $\Psi: D \to \mathbb{R}$.

a) If $\Psi$ is continuous in $x_0$, then the product $\Psi \cdot \Phi: D \to \mathbb{R}^N$ is partially differentiable in $x_0$ with

$$D(\Psi \cdot \Phi)(x_0) = \Psi(x_0)D\Phi(x_0).$$

b) If $\Psi(x_0 + e_i h)$ has several accumulation points as $h \to 0$ and $\partial_i \Phi(x_0) \neq 0$, then the $i$th partial derivative of $\Psi \cdot \Phi$ does not exist.

Proof. a) Since $\Phi(x_0) = 0$ we have

$$\frac{\Psi(x_0 + h e_i)\Phi(x_0 + h e_i) - \Psi(x_0)\Phi(x_0)}{h} = \frac{\Psi(x_0 + h e_i)\Phi(x_0 + h e_i) - \Psi(x_0 + h e_i)\Phi(x_0)}{h} = \Psi(x_0 + h e_i) \cdot \frac{\Phi(x_0 + h e_i) - \Phi(x_0)}{h}.$$ (A.1)

Passing to the limit $h \to 0$ on both sides shows

$$\frac{\partial(\Psi \Phi)}{\partial x_i}(x_0) = \Psi(x_0)\frac{\partial \Phi}{\partial x_i}(x_0), \quad i = 1, \ldots, N,$$

and hence

$$D(\Psi \Phi)(x_0) = \Psi(x_0)D\Phi(x_0).$$

b) If $\Psi(x_0 + e_i h)$ possesses several accumulation points as $h \to 0$, then this is also true for

$$\Psi(x_0 + h e_i) \cdot \frac{\Phi(x_0 + h e_i) - \Phi(x_0)}{h}$$

as $\frac{\partial \Phi}{\partial x_i}(x_0) \neq 0$. As a result of (A.1) we thus obtain that $\frac{\partial(\Psi \Phi)}{\partial x_i}(x_0)$ does not exist.

The last result of this section is concerned with sufficient conditions for a map $T: \mathbb{R}_{\geq 0}^2 \to \mathbb{R}$ to be locally Lipschitz continuous even though it is not in $C^1$ on its entire domain.

Lemma A.3. Let $A \in \mathbb{R}^{2 \times 2}$ be given by (5.4) and set $D_1 = \{x \in \mathbb{R}_{\geq 0}^2 \mid x_1 > \frac{b}{a} x_2\}$, $D_2 = \{x \in \mathbb{R}_{\geq 0}^2 \mid x_1 < \frac{b}{a} x_2\}$ and $C = \ker(A) \cap \mathbb{R}_{\geq 0}^2$. Let $T: \mathbb{R}_{\geq 0}^2 \to \mathbb{R}$ be continuous with $T|_C = \text{const}$ and $T|_{D_i} \in C^1$ for $i = 1, 2$. If $\lim_{x \to c} \nabla T(x)$ exists for any $c \in C$, then $T$ is locally Lipschitz continuous.

Proof. Note that $C = \partial D_1 = \partial D_2$ and that $T$ is locally Lipschitz on $D_1$ and $D_2$ because $T|_{D_i} \in C^1$ for $i = 1, 2$. As a first step, we prove that $T$ is also locally Lipschitz on $D_i = D_i \cup C$. For this, we consider closed half balls

$$H_{\epsilon, i}(v) = B_{\epsilon}(v) \cap D,$$

where $v \in C$ and $B_{\epsilon}(v)$ denotes the open ball with center $v$ and radius $\epsilon > 0$. 


As the limit \( \lim_{x \to c} \nabla T(x) \) exists for any \( c \in C \), we can consider the continuous extension of \( \nabla T \) to the set \( H_{i,i}(v) \), denoted by \( T \). Thus, the mean value theorem and the Cauchy–Schwarz inequality yield

\[
|T(x_1) - T(x_2)| \leq \sup_{x \in \overline{B_i(v)} \cap D_i} \| \nabla T(x) \|_2 \| x_1 - x_2 \|_2 = \max_{x \in H_{i,i}(v)} \| T(x) \|_2 \| x_1 - x_2 \|_2
\]

(A.2)

for \( x_1, x_2 \in \overline{B_i(v)} \cap D_i \), which means that \( T \) is Lipschitz continuous on \( \overline{B_i(v)} \cap D_i \) for \( i \in \{1, 2\} \).

Note that \( T|_C = \text{const} \) implies that \( T \) is Lipschitz continuous on \( C \). Hence, to prove the Lipschitz continuity on the closed half ball \( H_{i,i}(v) \) it remains to consider the case \( x_1 \in C \) and \( x_2 \in \overline{B_i(v)} \cap D_i \) with \( i \in \{1, 2\} \). For this, we introduce a sequence \( (x^n)_{n \in \mathbb{N}} \subseteq \overline{B_i(v)} \cap D_i \) with \( \lim_{n \to \infty} x^n = x_1 \). As \( T \) is continuous we therefore find \( N_0 \in \mathbb{N} \) such that for all \( n \geq N_0 \) we have

\[
|T(x_1) - T(x^n)| < \frac{1}{n}.
\]

(A.3)

Altogether, using \( L_i = \max_{x \in H_{i,i}(v)} \| T(x) \|_2 \) we obtain from (A.2) and (A.3)

\[
|T(x_1) - T(x_2)| \leq |T(x_1) - T(x^n)| + |T(x^n) - T(x_2)| < \frac{1}{n} + L_i \| x^n - x_2 \|_2,
\]

and passing to the limit, we see that \( T \) is even Lipschitz continuous on the closed half ball with a Lipschitz constant \( L_i \).

Next, we prove that for any \( x \in D_1 \) and \( y \in D_2 \) there exists a \( z \in C \) such that

\[
\| x - y \|_2 = \| x - z \|_2 + \| z - y \|_2.
\]

(A.4)

That is to say that \( z \) lies on the straight line between \( x \) and \( y \). Indeed, setting

\[
z = x + c(y - x), \quad c = \frac{x_1 - \frac{b}{a} x_2}{x_1 - \frac{b}{a} x_2 + \frac{a}{b} y_2 - y_1},
\]

we find \( c \in (0, 1) \) as \( x \in D_1 \) and \( y \in D_2 \). Additionally, \( z \in \ker(A) \) since

\[
z_1 - \frac{b}{a} z_2 = x_1 + c(y_1 - x_1) - \frac{b}{a} (x_2 + c(y_2 - x_2))
\]

\[
= x_1 - \frac{b}{a} x_2 - c \left( x_1 - y_1 + \frac{b}{a} y_2 - \frac{a}{b} x_2 \right) = 0,
\]

and \( z > 0 \) since it is on the line between \( x > 0 \) and \( y > 0 \).

Let us now prove that \( T \) is Lipschitz continuous on \( \overline{B_i(v)} \). For this, let \( x \in D_1 \) and \( y \in D_2 \), then choose \( z \in C \) such that (A.4) is satisfied. As a result we obtain

\[
|T(x) - T(y)| \leq |T(x) - T(z)| + |T(z) - T(y)|
\]

\[
\leq \max \{ L_1, L_2 \} (\| x - z \|_2 + \| z - y \|_2) = \max \{ L_1, L_2 \} \| x - y \|_2,
\]

and since \( v \in C \) and \( \epsilon > 0 \) are arbitrary, we have proven that \( T \) is locally Lipschitz continuous.
Appendix B

Intermediate Results for Nonstandard NB-Series

In this appendix we present and prove intermediate results that are analogous to statements in [But16]. We start by recalling Theorem 308A from [But16], for which we briefly introduce the notation.

Let \( m \in \mathbb{N} \) and \( I \) be a non-decreasing and finite sequence of integers from the set \( \{1, 2, \ldots, m\} \) and \( J_m \) the set of all such \( I \), whereby we also include the empty sequence \( \emptyset \in J_m \). If \( I \) contains \( k_j \) occurrences of \( j \) for each \( j = 1, \ldots, m \) then we define

\[
\hat{\sigma}(I) = \prod_{j=1}^{m} k_j!
\]

and set \( \hat{\sigma}(\emptyset) = 1 \). Now let \( \delta^{(1)}, \ldots, \delta^{(m)} \in \mathbb{R}^d \) and define for \( I = (i_1, \ldots, i_l) \in J_m \) the quantity \( |I| = l \) as well as

\[
\delta^I = (\delta^{(i_1)}, \ldots, \delta^{(i_l)}) \in (\mathbb{R}^d)^l,
\]

and we set \( \delta^\emptyset = \emptyset \) as well as \( |\emptyset| = 0 \). Next, for a map \( f \in C^{p+1}(\mathbb{R}^d, \mathbb{R}^d) \) we define

\[
f^{(l)}(y)\delta = \sum_{j_1, \ldots, j_l=1}^{d} \partial_{j_1 \ldots j_l}f(y)\delta_{j_1}^{(i_1)} \cdots \delta_{j_l}^{(i_l)}, \quad 1 \leq l \leq p + 1,
\]

which allows us to formulate [But16, Theorem 308A], where we truncate the series using the Lagrangian remainder.

**Theorem B.1.** Let \( p \in \mathbb{N} \) and \( f \in C^{p+1}(\mathbb{R}^d, \mathbb{R}) \) as well as \( y, \delta^{(1)}, \ldots, \delta^{(m)} \in \mathbb{R}^d \). Then

\[
f \left( y + \sum_{i=1}^{m} \delta^{(i)} \right) = \sum_{I \in J_m \atop |I| \leq p} \frac{1}{\hat{\sigma}(I)} f^{(|I|)}(y)\delta^I + R_p \left( y + \sum_{i=1}^{m} \delta^{(i)}, \sum_{i=1}^{m} \delta^{(i)} \right),
\]

where, using the multi index notation, we have

\[
R_p (x, a) = \sum_{|\alpha| = p+1} \frac{\partial^\alpha f(\xi)}{\alpha!} (x - a)^\alpha
\]

with \( \alpha \in \mathbb{N}_0^d \) and \( \xi_j \) between \( x_j \) and \( a_j \).
The key observation is that this equality holds true for any values of $\delta^{(i)}$, that is also for solution-dependent vectors $\delta^{(i)} = \delta^{(i)}(y^n, \Delta t)$.

Our aim is to apply Theorem B.1 to each addend of the right-hand side of the differential equations (2.5). Following the idea from [But16, Lemma 310B], we prove the following result.

**Lemma B.2.** Let $p \in \mathbb{N}$ and $f^{[\nu]} \in C^{p+1}$ for $\nu = 1, \ldots, N$. Then

$$
\Delta t f^{[\nu]} \left( y^n + \sum_{\tau \in NT_{p-1}} \theta(\tau, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau)} F(\tau)(y^n) + O(\Delta t^p) \right)
= \sum_{\tau \in NT_p} \tilde{\theta}_\nu(\tau, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau)} F(\tau)(y^n) + O(\Delta t^{p+1}),
$$

where

$$
\tilde{\theta}_\nu(\tau, y^n, \Delta t) = \begin{cases} 
\delta_{\nu \mu}, & \tau = [\nu], \\
\delta_{\nu \mu} \prod_{i=1}^\nu \theta(\tau_i, y^n, \Delta t), & \tau = [\tau_1, \ldots, \tau_\nu]\end{cases}
$$

and $\delta_{\nu \mu}$ denotes the Kronecker delta.

**Proof.** Let $NT_{p-1} = \{ \tau^{(i)} \mid i = 1, \ldots, |NT_{p-1}| \}$. We want to apply Theorem B.1 to each component of $f^{[\nu]}$ by first writing

$$
\Delta t f^{[\nu]} \left( y^n + \sum_{\tau \in NT_{p-1}} \theta(\tau, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau)} F(\tau)(y^n) + O(\Delta t^p) \right)
= \Delta t f^{[\nu]} \left( y^n + \sum_{j=1}^{|NT_{p-1}|} \delta^{(j)} + O(\Delta t^p) \right)
= \Delta t f^{[\nu]} \left( y^n + \sum_{j=1}^{|NT_{p-1}|} \delta^{(j)} \right) + O(\Delta t^{p+1})
$$

with

$$
\delta^{(j)} = \theta(\tau^{(j)}, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau^{(j)})} F(\tau^{(j)})(y^n).
$$

To that end, we first introduce for $I = (i_1, \ldots, i_r) \in J_m$ with $m = |NT_{p-1}|$ the quantity $\Sigma_I = \sum_{j=1}^r \tau^{(i_j)}$ and set $\Sigma_\emptyset = 0$. With that, Theorem B.1 and (B.2) yield

$$
\Delta t f^{[\nu]} \left( y^n + \sum_{\tau \in NT_{p-1}} \theta(\tau, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau)} F(\tau)(y^n) + O(\Delta t^p) \right)
= \sum_{\substack{I \in J_m \\Sigma_I \leq p-1 \Sigma_I \leq p-1 \\Sigma_I \leq p-1}} \frac{\Delta t}{\sigma(I)} (f^{[\nu]})(|I|)(y^n) \delta I + O(\Delta t^{p+1}).
$$

To prove the claim, we show that

$$
\sum_{\substack{I \in J_m \\Sigma_I \leq p-1}} \frac{\Delta t}{\sigma(I)} (f^{[\nu]})(|I|)(y^n) \delta I = \sum_{\tau \in NT_p} \tilde{\theta}_\nu(\tau, y^n, \Delta t) \frac{\Delta t^{[\nu]}}{\sigma^{[\nu]}(\tau)} F(\tau)(y^n)
$$
by means of an induction.

If \( p = 1 \), we find \( \frac{\Delta t}{\sigma(\emptyset)} (f^{[\nu]})(y^n) \emptyset = \Delta t f^{[\nu]}(y^n) \) and

\[
\sum_{\mu = 1}^{N} \hat{\theta}_\nu([\mu], y^n, \Delta t) \frac{\Delta t}{\sigma([\mu])} F([\mu])(y^n) = \sum_{\mu = 1}^{N} \delta_{\nu\mu} \Delta t f^{[\nu]}(y^n) = \Delta t f^{[\nu]}(y^n),
\]

so that

\[
\sum_{\ell \in J_{\mu} \atop \Sigma_{\ell} \leq \emptyset} \frac{\Delta t}{\tilde{\sigma}(\ell)} (f^{[\nu]})(\ell)(y^n) \delta^{\ell} = \frac{\Delta t}{\tilde{\sigma}(\emptyset)} (f^{[\nu]})(y^n) \emptyset = \Delta t f^{[\nu]}(y^n)
\]

\[
= \sum_{\mu = 1}^{N} \hat{\theta}_\nu([\mu], y^n, \Delta t) \frac{\Delta t}{\sigma([\mu])} F([\mu])(y^n)
\]

\[
= \sum_{\tau \in NT_{1}} \tilde{\theta}(\tau, y^n, \Delta t) \frac{\Delta t}{\sigma(\tau)} F(\tau)(y^n)
\]

is true. By induction we can now assume that

\[
\sum_{\ell \in J_{m} \atop \Sigma_{\ell} \leq \emptyset} \frac{\Delta t}{\tilde{\sigma}(\ell)} (f^{[\nu]})(\ell)(y^n) \delta^{\ell} = \sum_{\tau \in NT_{p-1}} \tilde{\theta}(\tau, y^n, \Delta t) \frac{\Delta t}{\sigma(\tau)} F(\tau)(y^n)
\]

holds true for some \( p \geq 2 \), so that it remains to show

\[
\sum_{\ell \in J_{m} \atop \Sigma_{\ell} \leq p-2} \frac{\Delta t}{\tilde{\sigma}(\ell)} (f^{[\nu]})(\ell)(y^n) \delta^{\ell} = \sum_{\tau \in NT_{p-1} \setminus NT_{p-2}} \tilde{\theta}(\tau, y^n, \Delta t) \frac{\Delta t}{\sigma(\tau)} F(\tau)(y^n) \tag{B.3}
\]

to finish the proof by induction. For this, let us consider an arbitrary element \( \tau \in NT_{p} \setminus NT_{p-1} \), which can be written as

\[
\tau = [\tau_1, \ldots, \tau_j][\mu] = [(\tau^{(i_1)})^{m_1}, \ldots, (\tau^{(i_j)})^{m_j}][\mu], \quad \sum_{r=1}^{j} |\tau^{(i_r)}| m_r = p - 1^{1},
\]

where we point out that \( \tau^{(i_r)} \in NT_{p-1} \) for \( r = 1, \ldots, j \). Without loss of generality, we can assume that \( i_1 < i_2 < \ldots < i_j \). For each such \( \tau \) we can define the uniquely determined and non-decreasing sequence

\[
\hat{I} = (i_1, \ldots, i_1, i_2, \ldots, i_2, \ldots, i_j, \ldots, i_j)
\]

satisfying \( \hat{I} \in J_m \) and \( \Sigma_{\hat{I}} = \sum_{r=1}^{j} |\tau_r| = \sum_{r=1}^{j} |\tau^{(i_r)}| m_r = p - 1 \), so that equation (B.3) follows by proving

\[
\frac{\Delta t}{\tilde{\sigma}(\hat{I})} (f^{[\nu]})(\hat{I})(y^n) \delta^{\hat{I}} = \sum_{\mu = 1}^{N} \Delta t \tilde{\theta}_\nu([\tau_1, \ldots, \tau_j][\mu], y^n, \Delta t) \sigma([\tau^{(i_1)})^{m_1}, \ldots, (\tau^{(i_j)})^{m_j}][\mu]) F([\tau_1, \ldots, \tau_j][\mu])(y^n),
\]

since then any addend on the left-hand side of (B.3) is uniquely associated with

\[1\] The root node is not counted here.
the sum over the different root colors of a tree $\tau \in NT_p \setminus NT_{p-1}$. Using (B.2) and the definitions of $\sigma$, $\mathcal{F}$ and $\tilde{\theta}_\nu$ from (2.11), (2.12) and (B.1), we indeed find

$$\frac{\Delta t}{\hat{\sigma}(I)} (f^{[\nu]}((\hat{I}) (y^n)) \delta^i$$

$$= \Delta t \prod_{l=1}^{l_f} \frac{\left( \frac{\left( \frac{\left( \frac{\theta(\tau^{(s)}) y^{n}, \Delta t) \Delta \tau^{(s)}}{\sigma(\tau^{(s)})} \right)^{m_r}}{m_r} \right)^{m_r \nu \tau^{(s)}}}{\nu \tau^{(s)}} \right) (f^{[\nu]}((I) (y^n) (\mathcal{F}(\tau_1) (y^n), \ldots, \mathcal{F}(\tau_l) (y^n)))$$

$$= \Delta t^p \tilde{\theta}_\nu \left( \frac{(\tau^{(i_1)})_{m_1}, \ldots, (\tau^{(i_j)})_{m_j})^{[\nu]} y^n, \Delta t}{\sigma((\tau^{(i_1)])[m_1], \ldots, (\tau^{(i_j)})[m_j])^{[\nu]}} \right) \mathcal{F}((\tau_1, \ldots, \tau_l)^{[\nu]} (y^n)$$

$$= \sum_{\mu=1}^{N} \Delta t^p \tilde{\theta}_\mu \left( [\tau_1, \ldots, \tau_l]^{[\mu]} y^n, \Delta t \right) \mathcal{F}((\tau_1, \ldots, \tau_l)^{[\mu]} (y^n)$$

finishing the proof.

With Lemma B.2 we can prove the following result, which is the analogue to Lemma 313A in [But16].

**Lemma B.3.** Define $d_i$ and $g^{[\nu]}_i$ for $i = 1, \ldots, s$ and $\nu = 1, \ldots, N$ as in (4.1). Furthermore, let $p \in \mathbb{N}$ and $f^{[\nu]} \in \mathcal{C}^{p+1}$ for $\nu = 1, \ldots, N$. If

$$y^{(i)} = y^n + \sum_{\tau \in NT_{p-1}} \frac{\Delta \tau^{[\nu]}}{\sigma(\tau)} d_i(\tau, y^n, \Delta t) \mathcal{F}(\tau)(y^n) + O(\Delta t^p)$$

then

$$\Delta t f^{[\nu]}(y^{(i)}) = \sum_{\tau \in NT_p} \frac{\Delta \tau^{[\nu]}}{\sigma(\tau)} g^{[\nu]}_i(\tau, y^n, \Delta t) \mathcal{F}(\tau)(y^n) + O(\Delta t^{p+1}).$$

**Proof.** The claim follows using Lemma B.2 with $\theta(\tau, y^n, \Delta t) = d_i(\tau, y^n, \Delta t)$, which gives us

$$\tilde{\theta}_\nu(\tau, y^n, \Delta t) = \begin{cases} \delta_{\nu \mu}, & \tau = [\mu], \\ \delta_{\nu \mu} \prod_{l=1}^{l_f} d_i(\tau, y^n, \Delta t), & \tau = [\tau_1, \ldots, \tau_l]^{[\mu]} \\ g^{[\nu]}_i(\tau, y^n, \Delta t). \end{cases}$$

\[\square\]

### B.1 Results for Reducing Order Conditions of NSARK methods

As final intermediate results, we prove the following lemmas which are helpful to reduce the conditions for 3rd and 4th order MPRK and GeCo methods. Both families of schemes can be written in the form of an NSARK method with

$$a^{[\nu]}_{ij} = a_{ij} \gamma^{(i)}_{\nu}, \quad b^{[\nu]}_i = b_i \delta_\mu$$

for suitable solution-dependent functions $\delta_\mu$ and $\gamma^{(i)}_{\nu}$, which we previously referred to as NS weights. In the following we use these general functions to reduce the order conditions (4.8) and (4.9) for 3rd and 4th order, respectively. As we assume
for Theorem 4.1 that $a_{ij}^{[v]} = O(1)$ as $\Delta t \to 0$, it suffices to prove the following results.

**Lemma B.4.** Let $A, b, c$ be the coefficients of an explicit 3-stage RK scheme of order 3, and let $\gamma^{(i)}_\nu = O(1)$ as $\Delta t \to 0$. Then the conditions

\[
\delta_\mu = 1 + O(\Delta t^3), \quad \mu = 1, \ldots, N, \quad (B.4a)
\]

\[
\sum_{i=2}^{3} b_i c_i \gamma^{(i)}_\nu = \frac{1}{2} + O(\Delta t^2), \quad \nu = 1, \ldots, N, \quad (B.4b)
\]

\[
\sum_{i=2}^{3} b_i c_i^2 \gamma^{(i)}_\nu \gamma^{(i)}_c = \frac{1}{3} + O(\Delta t), \quad \nu, \xi = 1, \ldots, N, \quad (B.4c)
\]

\[
\sum_{i,j=2}^{3} b_i a_{ij} c_j \gamma^{(i)}_\nu \gamma^{(j)}_c = \frac{1}{6} + O(\Delta t), \quad \nu, \xi = 1, \ldots, N \quad (B.4d)
\]

and

\[
\delta_\mu = 1 + O(\Delta t^3), \quad \mu = 1, \ldots, N,
\]

\[
\sum_{i=2}^{3} b_i c_i \gamma^{(i)}_\nu = \frac{1}{2} + O(\Delta t^2), \quad \nu = 1, \ldots, N, \quad (B.5)
\]

\[
\gamma^{(i)}_\nu = 1 + O(\Delta t), \quad \nu = 1, \ldots, N, \quad i = 2, 3
\]

are equivalent for any solution and step-size dependent values of $\delta_\mu$ and $\gamma^{(i)}_\nu$ for $i = 2, 3$ and $\mu, \nu = 1, \ldots, N$.

**Proof.** It is easy to see that the conditions (B.4) are fulfilled by any solution of (B.5). To see that any solution of (B.4) must satisfy (B.5), consider the conditions from (B.4) as $\Delta t \to 0$. From $a_{ij}^{[v]} = O(1)$, any accumulation point of $\gamma^{(i)}_\nu$ is neither $\infty$ nor $-\infty$. In the following, we denote by $\Gamma^{(i)}_\nu$ an arbitrary accumulation point of $\gamma^{(i)}_\nu$ as $\Delta t \to 0$. Moreover, since the underlying RK scheme is explicit with three stages, the only addend remaining on the left-hand side of (B.4d) is $b_3 a_{32} c_2 \gamma^{(3)}_\nu \gamma^{(2)}_c = \frac{1}{6} \gamma^{(3)}_\nu \gamma^{(2)}_c$. Hence, for any accumulation point $\Gamma^{(i)}_\nu$, the conditions (B.4b), (B.4c) with $\nu = \xi$, and (B.4d) together with $c_1 = 0$ imply

\[
\sum_{i=2}^{3} b_i c_i \Gamma^{(i)}_\nu = \frac{1}{2}, \quad \nu = 1, \ldots, N,
\]

\[
\sum_{i=2}^{3} b_i c_i^2 (\Gamma^{(i)}_\nu)^2 = \frac{1}{3}, \quad \nu = 1, \ldots, N,
\]

\[
\Gamma^{(3)}_\nu \Gamma^{(2)}_\xi = 1, \quad \nu, \xi = 1, \ldots, N.
\]

This system of equations possesses for any pair $(\nu, \xi)$ the unique solution $\Gamma^{(2)}_\xi = 1$ and $\Gamma^{(3)}_\nu = 1$ for all $\xi, \nu = 1, \ldots, N$, see [KM18b, Lemma 7]. Finally, (B.4c) with $\nu = \xi$ thus implies that $\gamma^{(i)}_\nu = 1 + O(\Delta t)$ proving that (B.4) and (B.5) are equivalent.

To come up with an analogue for 4-stage RK methods of 4th order, we can follow the same ideas as in the last proof, however, this time we need to come up with a substitute for [KM18b, Lemma 7]. The precise procedure is based on Gröbner bases computations as we will see in the proof of the following lemma.
Lemma B.5. Let $A, b, c$ be the coefficients of an explicit 4-stage RK scheme of order 4, and let $\gamma^{(i)}_\nu = O(1)$ as $\Delta t \to 0$. Then the conditions

\begin{align}
\delta_\mu &= 1 + O(\Delta t^4), \quad \mu = 1, \ldots, N, \quad (B.6a) \\
\sum_{i=2}^{4} b_i c_i \gamma^{(i)}_\nu &= \frac{1}{2} + O(\Delta t^3), \quad \nu = 1, \ldots, N, \quad (B.6b) \\
\sum_{i=2}^{4} b_i c_i^2 \gamma^{(i)}_\nu \gamma^{(i)}_\xi &= \frac{1}{3} + O(\Delta t^2), \quad \nu, \xi = 1, \ldots, N, \quad (B.6c) \\
\sum_{i,j=2}^{4} b_i c_j a_{ij} \gamma^{(i)}_\nu \gamma^{(j)}_\nu &= \frac{1}{6} + O(\Delta t^2), \quad \nu, \xi = 1, \ldots, N, \quad (B.6d) \\
\sum_{i,j=2}^{4} b_i c_j a_{ij} \gamma^{(i)}_\nu \gamma^{(j)}_\xi \gamma^{(j)}_\eta &= \frac{1}{8} + O(\Delta t), \quad \nu, \xi, \eta = 1, \ldots, N, \quad (B.6e) \\
\sum_{i=2}^{4} b_i c_i^3 \gamma^{(i)}_\nu \gamma^{(i)}_\xi \gamma^{(i)}_\eta &= \frac{1}{4} + O(\Delta t), \quad \nu, \xi, \eta = 1, \ldots, N, \quad (B.6f) \\
\sum_{i,j,k=2}^{4} b_i c_j c_k \gamma^{(i)}_\nu \gamma^{(j)}_\xi \gamma^{(k)}_\eta &= \frac{1}{4!} + O(\Delta t), \quad \nu, \xi, \eta = 1, \ldots, N, \quad (B.6g) \\
\sum_{i,j=2}^{4} b_i c_j^2 \gamma^{(i)}_\nu \gamma^{(j)}_\xi \gamma^{(j)}_\eta &= \frac{1}{12} + O(\Delta t), \quad \nu, \xi, \eta = 1, \ldots, N, \quad (B.6h)
\end{align}

and

\begin{align}
\delta_\mu &= 1 + O(\Delta t^4), \quad \mu = 1, \ldots, N, \\
\sum_{i=2}^{4} b_i c_i \gamma^{(i)}_\nu &= \frac{1}{2} + O(\Delta t^3), \quad \nu = 1, \ldots, N, \quad (B.7) \\
\gamma^{(i)}_\nu &= 1 + O(\Delta t^2), \quad \nu = 1, \ldots, N, \quad i = 2, 3, 4
\end{align}

are equivalent for any solution and step-size dependent values of $\delta_\mu$ and $\gamma^{(i)}_\nu$ for $i = 2, 3, 4$ and $\mu, \nu = 1, \ldots, N$.

Proof. We first note that the conditions (B.6) are fulfilled by any solution of (B.7). To see that any solution of (B.6) must satisfy (B.7), consider the conditions from (B.6) as $\Delta t \to 0$. From $a^{[\nu]}_ij = O(1)$, any accumulation point of $\gamma^{(i)}_\nu$ is neither $\infty$ nor $-\infty$. In the following, we denote by $\Gamma^{(i)}_\nu$ an arbitrary accumulation point of $\gamma^{(i)}_\nu$ as $\Delta t \to 0$. Moreover, since the underlying RK scheme is explicit with four stages, the only addend remaining on the left-hand side of (B.6g) is

$$b_4 a_{13} c_3 \gamma^{(4)}_\nu \gamma^{(3)}_\xi \gamma^{(2)}_\eta = \frac{1}{4!} \gamma^{(4)}_\nu \gamma^{(3)}_\xi \gamma^{(2)}_\eta.$$

Hence, for any accumulation point $\Gamma^{(i)}_\nu$, the conditions (B.6) together with the order conditions for the underlying RK method and $\nu = \xi = \eta$ imply

$$\sum_{i=2}^{4} b_i c_i \left(\Gamma^{(i)}_\nu - 1\right) = 0, \quad \nu = 1, \ldots, N,$$
We again compute a reduced Gröbner basis of the ideal generated by the left-hand side polynomials from \((B.9)\) in the polynomial ring \(\mathbb{R}[\Gamma^{(2)}_{\nu}, \Gamma^{(3)}_{\nu}, \Gamma^{(4)}_{\nu}]\), yielding \(\{\Gamma^{(2)}_{\nu} - 1, \Gamma^{(3)}_{\nu} - 1, \Gamma^{(4)}_{\nu} - 1\}\). Hence, \(\Gamma^{(i)}_{\nu} = 1\) for \(\nu = 1, \ldots, N\) and \(i = 2, 3, 4\) is the unique solution to \((B.8)\). As a result, \((B.6f)\) with \(\nu = \xi = \eta\) implies that \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t)\). This already allows us to neglect the conditions \((B.6e)\) to \((B.6h)\) in the following as they are now fulfilled by \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t)\). Substituting the ansatz\(^2\) \(\gamma^{(i)}_{\nu} = 1 + x^{(i)}_{\nu} \Delta t + \mathcal{O}(\Delta t^2)\) into the remaining conditions \((B.6b)\) to \((B.6d)\), the resulting coefficients of \(\Delta t\) must vanish, that is

\[
\begin{align*}
\sum_{i=2}^{4} b_i c_i^2 \left( (\Gamma^{(i)}_{\nu})^2 - 1 \right) &= 0, \quad \nu = 1, \ldots, N, \\
\sum_{i,j=2}^{4} b_i a_{ij} c_j \left( \Gamma^{(i)}_{\nu} \Gamma^{(j)}_{\nu} - 1 \right) &= 0, \quad \nu = 1, \ldots, N, \\
\sum_{i,j=2}^{4} b_i c_i a_{ij} c_j \left( (\Gamma^{(i)}_{\nu})^2 \Gamma^{(j)}_{\nu} - 1 \right) &= 0, \quad \nu = 1, \ldots, N, \quad (B.8) \\
\sum_{i=2}^{4} b_i c_i^3 \left( (\Gamma^{(i)}_{\nu})^3 - 1 \right) &= 0, \quad \nu = 1, \ldots, N, \\
\Gamma^{(4)}_{\nu} \Gamma^{(3)}_{\nu} \Gamma^{(2)}_{\nu} - 1 &= 0, \quad \nu = 1, \ldots, N, \\
\sum_{i,j=2}^{4} b_i a_{ij} c_j \left( x^{(i)}_{\nu} + x^{(j)}_{\nu} \right) &= 0. \quad \nu = 1, \ldots, N.
\end{align*}
\]

In what follows we fix \(\nu \in \{1, \ldots, N\}\). Then, we compute a reduced Gröbner basis\(^2\) of the corresponding polynomial ideal generated by the polynomials on the left-hand sides of \((B.8)\) in the ring \(\mathbb{R}[\Gamma^{(2)}_{\nu}, \Gamma^{(3)}_{\nu}, \Gamma^{(4)}_{\nu}]\), yielding \(\{\Gamma^{(2)}_{\nu} - 1, \Gamma^{(3)}_{\nu} - 1, \Gamma^{(4)}_{\nu} - 1\}\). Hence, \(\Gamma^{(i)}_{\nu} = 1\) for \(\nu = 1, \ldots, N\) and \(i = 2, 3, 4\) is the unique solution to \((B.8)\). As a result, \((B.6f)\) with \(\nu = \xi = \eta\) implies that \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t)\). This already allows us to neglect the conditions \((B.6e)\) to \((B.6h)\) in the following as they are now fulfilled by \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t)\). Substituting the ansatz\(^3\) \(\gamma^{(i)}_{\nu} = 1 + x^{(i)}_{\nu} \Delta t + \mathcal{O}(\Delta t^2)\) into the remaining conditions \((B.6b)\) to \((B.6d)\), the resulting coefficients of \(\Delta t\) must vanish, that is

\[
\begin{align*}
\sum_{i=2}^{4} b_i c_i x^{(i)}_{\nu} &= 0, \\
\sum_{i=2}^{4} b_i c_i^2 2 x^{(i)}_{\nu} &= 0, \\
\sum_{i,j=2}^{4} b_i a_{ij} c_j \left( x^{(i)}_{\nu} + x^{(j)}_{\nu} \right) &= 0. \\
\end{align*}
\]

We again compute a reduced Gröbner basis of the ideal generated by the left-hand side polynomials from \((B.9)\) in the polynomial ring \(\mathbb{R}[x^{(2)}_{\nu}, x^{(3)}_{\nu}, x^{(4)}_{\nu}]\). The resulting Gröbner basis reads \(\{x^{(2)}_{\nu}, x^{(3)}_{\nu}, x^{(4)}_{\nu}\}\) proving that the unique solution to the above polynomial system is given by \(x^{(i)}_{\nu} = 0\) for \(\nu = 1, \ldots, N\) and \(i = 2, 3, 4\). With that we have demonstrated that \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t^2)\) which finishes the proof. \(\square\)

\(^2\)We refer to our Maple repository \([IKM23a]\) for the computation of the Gröbner bases for this work.

\(^3\)Formally, \(x^{(i)}_{\nu}\) is an arbitrary accumulation point of \(\frac{x^{(i)}_{\nu} - 1}{\Delta t}\) as \(\Delta t \to 0\), which due to \(\gamma^{(i)}_{\nu} = 1 + \mathcal{O}(\Delta t)\) cannot be \(\pm \infty\). However, for the sake of simplicity, we refrain to introduce several \(\gamma_{\nu}^{(i)}\) for every occurring accumulation point.
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