
 

 

 

Promises and Pitfalls of Machine Learning Modeling  

in Psychological Research 

 

 

Kumulative Dissertation zur Erlangung des akademischen Grades  

Doktor der Philosophie (Dr. phil.) 

 

 

Vorgelegt im Fachbereich 01 Humanwissenschaften der Universität Kassel 

Von Kristin Jankowsky, M.Sc. 

 

 

 

 

 

 

 

Eingereicht im Januar 2024 

 

 

Tag der Disputation: 25.04.2024



 

 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gutachter:    Prof. Dr. Ulrich Schroeders (Universität Kassel) 

     Prof. Dr. Johannes Zimmermann (Universität Kassel) 

   PD Dr. Timo Gnambs (Leibniz-Institut für Bildungsverläufe)



 

 

 

  



 

 

 

Acknowledgements 

Writing a dissertation has the potential to be a lonely endeavor, so I would like to 

thank the people who made sure that this was not the case for me. 

First, I would like to thank my supervisor Ulrich Schroeders for the great company 

and guidance on the way down the machine learning rabbit hole. I learned a lot, always felt 

encouraged and supported, and it never got boring.  

Second, I want to thank Johannes Zimmermann for the valuable feedback on 

manuscript drafts and research ideas and the willingness to review this thesis. For this, I also 

thank Timo Gnambs.  

Additionally, I am grateful for the wonderful group of colleagues and friends I met at 

the office over the years. I especially want to thank Gabriel Olaru for being a partner in crime 

in fun side projects and Priscilla Achaa-Amankwaa, Geraldine Jung, Steffen Müller, Florian 

Scharf, Kim Speck, Diana Steger, and Leon Wendt for making the office a great place to be. I 

also want to thank all permanent or sporadic members of our journal club for the opportunity 

to discuss the current literature and research ideas with a group of highly motivated people.  

Further, I would like to thank my family, starting with my sister Simone Wiedemann 

(for being the best big sister one could have) and my brother-in-law Sebastian Wiedemann 

(for the introduction to parallel programming that accelerated my analyses by years). Finally, 

I want to thank my parents Agnes and Günter Jankowsky who have always been my biggest 

supporters in everything I set my mind to.  



 

 

 

Abstract 

Machine learning algorithms are becoming increasingly popular across psychology 

and its subdisciplines. They are often praised for their ability to efficiently deal with 

collinearity of predictors and complex relationships between predictors and outcomes. Despite 

their advantages, there are also critical voices pointing out the current limitations of machine 

learning predictions and questioning whether the algorithms live up to the expectations. In 

particular, there are increasing reports of incorrect model validation contributing to 

inflationary results. In this thesis, I investigate the usefulness of machine learning across four 

prediction use cases, namely the prediction of attrition in longitudinal studies (manuscript 1), 

of suicide attempts of adolescents (manuscript 2), of treatment response in psychotherapy 

(manuscript 3), and of psychotherapy dropout (manuscript 4). In each of these research areas, 

machine learning algorithms are increasingly being used with the aim to proactively prevent 

negative outcomes. In the prologue and in the four studies, I present and address typical 

pitfalls in machine learning modeling common for each of these areas. In the epilogue, I 

discuss different aspects (time, settings, cultures, measures, and methods) that can affect the 

generalizability of predictive models and that have not been sufficiently considered in the 

psychological research literature so far. In addition, I address several aspects where there is 

still room for improvement not only in machine learning modeling in psychological research 

in general, but also with respect to the prediction models included in this thesis (e.g., a more 

stringent feature selection or a more rigorous combination of machine learning modeling and 

open science practices). 

 

 

 

 



 

 

 

Zusammenfassung 

Algorithmen des maschinellen Lernens werden in der Psychologie und ihren 

Teildisziplinen immer beliebter. Sie werden häufig dafür angepriesen, dass sie mit der 

Multikollinearität von Prädiktorvariablen und komplexen Beziehungen zwischen Prädiktoren 

und Kriterien effizient umgehen können. Trotz ihrer Vorteile werden auch immer mehr 

kritische Stimmen laut, die auf die derzeitigen Grenzen von Vorhersagen durch maschinelles 

Lernen hinweisen und die Frage aufwerfen, ob die Algorithmen den Erwartungen gerecht 

werden. Insbesondere gibt es immer mehr Berichte über fehlerhafte Modellvalidierungen, die 

wiederum inflationäre Ergebnisse bedingen. In dieser Dissertation untersuche ich die 

Nützlichkeit von Algorithmen des maschinellen Lernens für die Vorhersage von Abbrüchen 

in längsschnittlichen Studien (Manuskript 1), Suizidversuchen von Jugendlichen (Manuskript 

2), dem Ansprechen auf eine Psychotherapie (Manuskript 3) und dem Abbruch einer 

Psychotherapie (Manuskript 4). In jedem dieser Gebiete werden Machine Learning 

Algorithmen immer häufiger mit dem Ziel genutzt, negative Ergebnisse proaktiv zu 

vermindern. Innerhalb des Prologs gehe ich jeweils auf typische Probleme bei der Machine 

Learning Modellierung innerhalb dieser Gebiete ein und adressiere diese innerhalb der vier 

Studien. Im Epilog diskutiere ich verschiedene Aspekte (Zeit, Umgebung, Kultur, 

Messinstrumente und -verfahren, und Methoden), die sich auf die Generalisierbarkeit von 

Vorhersagemodellen auswirken können und bisher bei dessen Betrachtung innerhalb der 

psychologischen Forschung zu kurz kommen. Darüber hinaus thematisiere ich verschiedene 

Aspekte, bei denen es innerhalb von Machine Learning Modellierung in der psychologischen 

Forschung allgemein, aber auch für meine Vorhersagemodelle noch Verbesserungspotential 

gibt (z.B. eine strengere Variablenvorabauswahl oder die stärkere Verknüpfung von Machine 

Learning Modellierung und Open Science Praktiken).  
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Prologue
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A decade ago, Kosinski et al. (2013) showed that it was possible to predict a person’s 

demographics, personality, intelligence, and happiness based on their somewhat inattentively 

generated digital traces (i.e., Facebook Likes). In a follow-up study, Youyou et al. (2015) 

demonstrated that machine learning (ML) models using Facebook Likes were even more 

accurate at judging a target’s personality than their friends or colleagues. Despite potential 

privacy issues, these and similar findings were notable in that they reactivated the debate 

about statistical modeling cultures (Breiman, 2001; Shmueli, 2010; Yarkoni & Westfall, 

2017) and likely spurred the rise of ML modeling in psychological science. Currently, ML-

based predictive models are gaining popularity across psychology and its subdisciplines: For 

example, they have been used to improve the assessment and the prediction of personality 

traits (Stachl et al., 2020), to exploit the nuances of questionnaire items to improve the 

prediction of life outcomes (Mõttus et al., 2017; Seeboth & Mõttus, 2018; Stewart et al., 

2022), for personalized models of psychotherapy outcomes (Lutz et al., 2018; Schwartz et al., 

2020) or to flag who is at high risk of dropping out of university (Behr et al., 2020). 

ML algorithms are often praised for their ability to efficiently deal with large numbers 

of heterogeneous predictors and complex relationships (i.e., non-linear, and interactive) 

between predictors and outcomes (e.g., Zou & Hastie, 2005) without having to specify them a 

priori. In psychological research, the underlying belief is that ML algorithms can help to 

prepare and process new types of data for psychologically relevant research questions (e.g., 

Adjerid & Kelley, 2018), but also enable novel insights and improved predictive 

performances in re-analyses of existing data. So far, the findings on whether the algorithms 

are living up to these expectations are mixed: There is anecdotal evidence that ML algorithms 

are superior to more traditional modeling approaches in some cases (e.g., Ali & Ang, 2022), 

but these positive reports are accompanied by just as many criticisms of questionable or even 

flawed implementation of the methods (Kapoor & Narayanan, 2023).  
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The following prologue to this thesis is divided into three parts: First, I will discuss the 

(philosophical) differences between explanatory and predictive analyses in psychological 

research. Second, I will give an overview of the typical ML modeling process and some of the 

most common algorithms used in the literature I discuss and in the four manuscripts included 

in this thesis. Third, I will present the four manuscripts of this thesis, which span three 

different prediction use cases, a) the prediction of longitudinal attrition, b) the prediction of 

suicidal behavior, and c) the prediction of therapy outcomes. In each of these areas, predictive 

modeling has been used to proactively classify individuals at risk for undesirable outcomes, 

with the ultimate goal of prevention. By addressing field-specific pitfalls of ML modeling, I 

aim to further explore the value of ML in psychological research using rigorous model 

validation approaches in a computationally reproducible and accessible manner. 

Explanation vs. Prediction: A Tale as Old as Time? 

Although the topic of explanation vs. prediction in the behavioral sciences seems to 

have been reactivated by the increasing use and power of complex ML models, the underlying 

debate has been going on for much longer. Shmueli (2010) dates the “conflation of 

explanation and prediction” (p. 292) in the philosophy of science back to the 1940s. While 

Breiman (2001) distinguishes between data models (which assume that data are generated by 

some stochastic model) and algorithmic models (which treat the data generation process as a 

“black box” and focus on predictive accuracy) and clearly argues for the latter to solve 

relevant application problems, Shmueli (2010) takes on a more diplomatic role: The author 

emphasizes the need for both explanatory and predictive modeling, criticizes a lack of 

understanding of the differences between the two, and outlines the extent to which predictive 

models can even be useful for theory building and testing. In contrast to Breiman (2001), 

Shmueli (2010) does not rely on any black box analogy, but rather defines explanatory 

modeling as the use of statistical models to test causal hypotheses about theoretical constructs 
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and predictive modeling as the use of statistical models to predict new or future observations. 

Somewhat ironically, a current research topic within the ML community is causal machine 

learning, which, as the name suggests, attempts to combine predictive modeling with causal 

inference (e.g., Kaddour et al., 2022; Knaus et al., 2021). Which statistical culture prevailed 

has long been linked to the discipline in question (e.g., in the behavioral sciences, the focus 

has been on explaining behavior and testing theoretical models, whereas bioinformaticians, 

for example, have been more interested in prediction), but it seems that ML methods are 

increasingly blurring these boundaries. 

More recently, Yarkoni and Westfall (2017) point out in an influential paper that 

psychologists ultimately have to choose between developing simplified models that may be 

theoretically elegant but cannot adequately predict human behavior, and complex models that 

can predict human behavior but are not easily understood or communicated. They even break 

down the replication crisis in psychology (e.g., Open Science Collaboration, 2015) to overfit 

of explanatory models, that is, models that were supposedly able to explain a phenomenon 

failed to perform similarly when tested on new samples. In contrast, in predictive modeling, 

the performance of a model should be measured by its ability to predict an outcome in new 

data, not by its performance in the sample on which it was trained, which is one of the key 

conceptual differences between the two approaches. In terms of the bias-variance-tradeoff in 

modeling, explanatory approaches clearly seek to minimize bias (Yarkoni & Westfall, 2017), 

whereas in predictive modeling using ML, the goal is to minimize prediction error by finding 

an optimal balance between introducing bias (using regularization techniques) and reducing 

explained variance (in model training) to some extent.  

Model Training and (Cross-)Validation 

Depending on the specific ML algorithm, different so-called hyperparameters can be 

tuned during model training in order to maximize the predictive performance. In the 
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following, I will give a brief overview of the three ML algorithms that I used in the analyses 

included in this thesis and that are also widely used in the literature on predictive modeling in 

psychological research: elastic net regression, random forests, and gradient boosting 

machines.  

Elastic net regression is a regression variant that incorporates an additional penalty 

term, balancing between ridge and least absolute shrinkage and selection operator (LASSO) 

regression (Zou & Hastie, 2005). In ridge regression, the regression coefficients are 

constrained by adding the sum of the squared weights weighted by the tunable shrinkage 

factor λ. In doing so, coefficients of less important predictors are shrunk toward (but not set 

to) 0, and coefficients of correlated predictors are shrunk toward each other. In LASSO 

regressions, the sum of the absolute weights is used for the penalty term (as opposed to 

squared weights), and features can be eliminated from the model by settings coefficients to 

exactly 0, resulting in potentially more parsimonious models. By using a tunable penalty 

parameter  (ranging from 0 to 1), elastic net regression compromises between the two 

approaches in a data-driven manner to improve predictive performance. Note that elastic net 

regressions are often (and also in this thesis) used as a regularized point of comparison to 

unregularized linear regressions, but it would also be possible to additionally include any 

other form of association one is interested in (i.e., nonlinear or interaction effects) in the 

model formula, potentially obviating the need for more complex models if it would be doable 

to specify any relevant effects a priori. 

Random forests is an ensemble algorithm that constructs a multitude of decision trees 

during model training (e.g., Probst et al., 2019). Like individual decision trees, it allows 

nonlinear and interaction effects to be incorporated into modeling without having to specify 

them in advance. The "random" refers to two aspects: the random selection of data points for 

each tree and the random subset of features considered when splitting nodes. Each tree in the 
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forest independently predicts the outcome, and the final prediction is often the average (for 

regression tasks) or the majority vote (for classification tasks) of all the trees. Tunable 

hyperparameters include the number of trees, the number of variables (often called mtry) and 

sample size to be considered at each split, the minimum node size, and the splitting rule. The 

optimal settings for these parameters depend on the respective data, but the number of trees 

should be set sufficiently high (a reasonable strategy would be to test different numbers and 

use the one where the predictive performance does not increase with an increasing number of 

trees, since more trees also increase the computational complexity of the analyses). 

Gradient boosting machines (GBM) is another tree-based ensemble technique that also 

incorporates nonlinear and interaction effects into the modeling, but instead of constructing 

multiple trees independently, it constructs trees sequentially, with each subsequent tree aiming 

to fit the residual errors of the previous ones. It minimizes a loss function using a technique 

called boosting, in which weak learners (usually shallow trees) are combined to create a 

strong learner (James et al., 2017). Unlike in random forests, the entire data set is considered 

when splitting nodes. Due to the sequential approach, models tend to become complex which 

can be mitigated (in order to avoid overfitting) by judicious tuning of hyperparameters such as 

the number of trees, learning rate, or minimum leaf size (McNamara et al., 2022).  

According to Hong et al. (2020), comparisons between increasingly complex models 

can be used to determine whether nonlinear or interaction effects are present in the data. In the 

analyses included in this thesis, I compare at least unregularized regressions, elastic net 

regression and an additional tree-based algorithm to be, in principle, able to make such 

statements about the incremental value of allowing for more complex associations. However, 

this approach is only valid if the data are suitable for it, that is, if the sample size is 

sufficiently large and the indicators are reliably measured so that complex patterns can be 

detected at all (Jacobucci & Grimm, 2020).  
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Model Validation 

In predictive modeling, there are different approaches to model development and 

validation, ranging in its rigor from developing a model using all available data and 

evaluating its performance on the same data to validating the model using completely unseen 

data from an independent study (Collins et al., 2024; Dwyer et al., 2018). Often, the latter is 

not feasible due to limited resources or lack of truly independent samples, so researchers 

resort to workarounds such as splitting the sample into training and testing data, using k-fold-

cross-validation or a combination of both. In order to strictly separate the hyperparameter 

tuning from the model validation, it is recommended to use some form of nested resampling 

approach (Bischl et al., 2012; Pargent et al., 2023). Figure 1 illustrates a simplified version1 of 

such a nested resampling process: In general, the full dataset is split into a training (e.g., 80%) 

and a testing data set (the remaining 20%) in each iteration of the outer validation loop. Any 

data preprocessing steps (such as imputation of missing values) are performed separately on 

the training and testing data to avoid biasing the model validation by introducing information 

leakage. In the inner validation loop, the model is trained using k-fold-cross-validation (5-fold 

in Figure 1).  

The tuned hyperparameters taken from the inner loop model training are then used to 

estimate the predictive performance in the unseen testing data of the outer validation loop. 

Finally, the outer loop test performances are averaged across all iterations to obtain a realistic 

estimate of the model’s predictive performance in unseen data (assuming that these unseen 

data are from the same population). Nested resampling has two advantages over other 

validation schemes such as using the averaged testing performances from k-fold-cross-

validation: First, hyperparameter tuning and model validation are strictly separated and 

 
1 For example, in our analyses, we used 10-fold-cross-validation in the inner validation loop and at least 100 up 

to 1,000 iterations of the outer validation loop. 
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second, it is possible to depict the variation of predictive performance due to person sampling 

in the outer loop. However, in my reading of the literature on ML modeling in psychological 

research, with a few exceptions, model validation is often done in a less extensive or 

thoughtful manner. In the following section, which introduces the four manuscripts included 

in this thesis, I will elaborate on this point for each research area.  

Figure 1 

Schematic Illustration of a Nested Resampling Process Including 5 Folds in the Inner 

Validation Loop and 5 Iterations of the Outer Validation Loop 
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Predicting Attrition in Longitudinal Studies 

Attrition, especially if it is systematic and not properly accounted for in the analysis of 

data, poses a serious threat to the validity of findings from longitudinal studies (Little & 

Rubin, 2002). Common approaches to dealing with attrition in longitudinal studies require 

either strong assumptions about the underlying attrition-generating process (e.g., multiple 

imputation; Schafer & Graham, 2002) or additional resources (e.g., refreshment sampling; 

Deng et al., 2013). Since the best solution to the problem of missing data “is not to have 

missing data” (e.g., Little, 2021, p.105), it would be ideal to know in advance which 

participants are at risk of dropping out of the study in order to be able to implement retention 

measures. Therefore, study attrition represents a fitting use case for algorithms that focus on 

prediction rather than explanation of phenomena, since any model of attrition would only be 

useful in real-world applications if it could improve predictive performance with respect to 

future behavior in subsequent measurement waves. 

There have been a few studies that have used ML algorithms to predict longitudinal 

attrition with promising results (e.g., Jacobsen et al., 2021; Kern et al., 2021; Zinn & Gnambs, 

2020). In particular, the superior predictive performance of complex models over simple 

regression analyses suggests that ML could add real value to survey research, prompting me 

to take a closer look at model training and validation in these studies. For example, Kern et al. 

(2021) used different sets of predictors with various ML algorithms (i.e., penalized logistic 

regression, decision trees, random forest, extremely randomized trees, and extreme gradient 

boosting) to predict longitudinal attrition within the GESIS panel (Bosnjak et al., 2018). To 

validate their prediction models, the authors performed temporal cross-validation across the 

survey waves (see the top row in Figure 2) as follows: A prediction model was built using 

data from all active participants at survey wave 1 to predict the participation status at wave 2. 

The resulting model was then tested using all active wave 2 participants to predict 
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participation status at wave 3. Participation status was a dichotomous variable distinguishing 

active participants from temporary or permanent dropouts. Using baseline variables (including 

sociodemographics and variables about survey cooperation), the highest predictive accuracy 

with an average Area Under the Curve (AUC) of .759 across all 18 survey waves (from 2014 

to 2017) was reported for the random forest algorithms. In comparison, using logistic 

regressions yielded an average AUC of .645.  

Figure 2 

Different Longitudinal Cross-Validation Approaches  

 

Note. Excluded participants at Wave 2 are represented by the vertically dashed sections of the 

rectangle.  

On the face of it, Kern et al.’s argument for trying to predict the unknown participation 

status of a future wave is perfectly reasonable, but the potential problems with this model 

validation lie in the details: Due to the temporal cross-validation scheme used by the authors, 

most participants and their values of all baseline predictor variables in the test data are the 

same as in the training data for all waves. The only differences between the training and 
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testing data are a slightly smaller sample size in the testing data (because all permanently 

inactive participants were excluded across time / survey waves) and a change in the outcome 

for a minority of participants (e.g., 11% between wave 3 and 4 in 2015). Thus, it is reasonable 

to assume that the superior performance of the random forests was inflated in the same way as 

in studies using upsampling before splitting the data into testing and validation data (e.g., 

Vandewiele et al., 2021).  

To examine the effects of three different validation strategies for predicting 

longitudinal attrition in more detail, I reanalyzed data from the six 2015 GESIS waves. The 

first strategy I used was the temporal cross-validation performed on the full datasets also used 

by Kern et al. (2021). A second strategy was to discard the temporal validation approach and 

split the data from each wave into a training data (80 %) and testing data (20 %; see the 

second row in Figure 2), thus testing the model trained on wave 2 data to predict participation 

status at wave 3. A third strategy combined temporal validation and splitting data into disjoint 

training and testing data (see the bottom row in Figure 2). For this, the model was trained on 

80 % of the data from survey wave 1 to predict status at wave 2, and tested on the active 

participants from the remaining 20 % of wave 2 to predict participation status at wave 3. I 

used the same baseline variables from the recruitment interview as Kern et al. (2021) and 

compared elastic net regressions and random forest algorithms across these three validation 

approaches.  

Figure 3 shows two main findings: The reproduced temporal method leads to a large 

overestimation of predictive accuracy for tree-based algorithms such as random forests in 

every wave I analyzed. This spuriously higher accuracy may lead researchers to infer 

interactions or nonlinear effects where none exist. Second, the upwardly biased AUC 

estimates are not caused by the temporal cross-validation approach per se––as the AUC are 
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not systematically different between the 80/20 and the temporal 80/20 approach––but rather 

by the failure to use independent holdout data for model testing.  

In summary, validation in a longitudinal setting carries the risk of using overlapping 

samples for the training and the test data, which should be avoided. The intention to develop 

and empirically evaluate models in a longitudinal setting is reasonable and the literal goal of 

prediction, as it should yield more realistic/ecologically valid results than cross-sectional 

model evaluation. To achieve this, temporal cross-validation can be applied, but only as a 

possible complement to the splitting of the sample into disjoint training and validation data. 

Figure 3 

AUC for the Different Longitudinal Validation Approaches of Each GESIS Wave of 2015 

 

 

 In Manuscript 1: Validation and generalizability of machine learning prediction 

models on attrition in longitudinal studies, to further demonstrate the application of the two 

model validation strategies described above (rows 2 and 3 of Figure 2), we apply them to 

validate models for predicting longitudinal attrition in two survey panels, namely the Midlife 

in the United States (MIDUS; Brim et al., 2004) and Panel Analysis of Intimate Relationships 
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and Family Dynamics (pairfam; Huinink et al., 2011). Using baseline indicators from both 

panel studies (including demographics, health indicators, and personality) as predictor 

variables, we compare the accuracy of logistic regressions and GBM. We also discuss 

common approaches to dealing with panel attrition, where they may fall short, and the ways in 

which predictive modeling can provide added value. Additionally, we examine the 

generalizability of our prediction models across both studies, methods, and measurement 

waves. 

Predicting Suicidal Behavior 

In recent studies on the prediction of suicidal behavior, authors often argue for the use 

of complex ML algorithms. Many point to the comprehensive meta-analysis of risk factors for 

suicidal thoughts and behaviors by Franklin et al. (2017) which summarized 365 studies from 

the last 50 years and found that the individual effects of 16 different predictor categories were 

small, that the prediction of suicide attempts was only better than chance, and that few studies 

combined multiple assumed risk factors for their modeling. Franklin et al. (2017) prominently 

stated that their results “suggest the need for a shift in focus from risk factors to ML-based 

risk algorithms” (p. 187). Whether or not they were actually responsible, it is fair to say that 

the authors' call was heard. Figure 4 shows the clearly increasing number of publications 

related to ML-based modeling and suicide.  

Some studies using ML to predict suicidal thoughts and behaviors have found 

algorithms that allow for interactions and nonlinear effects, such as random forests, to be 

substantially superior to “traditional” methodological approaches such as logistic regression. 

For example, Walsh et al. (2018) predicted suicide attempts in adolescents and found a ΔAUC 

of > .20 for each reported comparison between logistic regressions and random forests (using 

which models classifying suicidal adolescents versus a general hospital control group at 7 

days prior to the respective suicide attempts achieved an impressive AUC of .97). Fox et al. 
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(2019) predicted self-harming behaviors in an adult sample and also reported better predictive 

performance of random forests (AUC = .87-.90 across different time points) compared to 

logistic regressions (AUC = .70-.72). Huang et al. (2020) distinguished between suicide 

ideators and suicide attempters; across five samples, logistic regression models achieved AUC 

values between .65 and .72 as compared to random forests with AUC values ranging between 

.87 and .90. It is not surprising that these results were widely recognized, since it seems 

entirely plausible that suicidal behaviors may be complex, and such high-performing 

predictive models would represent a breakthrough in the creation of clinically useful risk 

assessment tools.  

Figure 4 

Number of Publications From 2010 to 2022 Related to the Search Terms “Machine 

Learning” and Suicide 

 

 

A reanalysis and simulation study by Jacobucci et al. (2021) showed that these results 

were, unfortunately, due to a similar model validation problem as discussed above for 

predicting attrition, that is, non-distinct training and testing data led to information leakage 

that fully explained the better performance of the random forests. Specifically, in the 
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respective studies, the authors used optimism bootstrap sampling (Harrell et al., 1996), which 

involves building a model on the full sample, then building it on several bootstrap samples––

evidently containing some observations multiple times––and then testing each of these models 

again on the full original sample. The averaged difference between these “test” performances 

and the accuracy obtained with the bootstrap samples is called “optimism”. In a final step, the 

optimism estimate is subtracted from the accuracy of the first model built using the full 

sample. While optimism bootstrap sampling leads to significant overestimation of predictive 

performance in tree-based ML algorithms (e.g., random forests or gradient boosting), 

simulations show that it has a less dramatic effect on (regularized) linear regression models 

(e.g., Tantithamthavorn et al., 2017). Thus, the falsely high predictive accuracy of tree-based 

models could lead to the erroneous assumption that complex interactions or nonlinear 

relationships exist in the data. Note that this bias is not only present in small samples but was 

recently demonstrated by Coley et al. (2023) for suicide prediction models incorporating data 

from more than 13 million health care visits.  

Apart from studies using optimism bootstrap sampling, more reliable statements about 

the incremental value of ML algorithms for predicting suicidal behaviors are generally hard to 

come by. For example, according to a review of ML-based suicide prediction by Burke et al. 

(2019), studies that explicitly aimed to improve predictive performance showed an overall 

higher accuracy than the previous literature using less-complex methods. However, the 

authors also highlight the overall nontransparent and inconsistent reporting of model training 

and validation approaches, which––combined with the rarity of studies presenting simpler 

regression analyses as performance baselines––complicates comparisons between algorithms 

and across studies. In addition, it has been found that the majority of ML-based predictive 

models use adult clinical samples (e.g., Bernert et al., 2020). On the one hand, this is to be 

expected, as the average suicide risk in these samples is expected to be higher than in 
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community samples, rendering them particularly relevant for prevention efforts. On the other 

hand, from an early prevention perspective (as past suicide ideation and suicidal behavior are 

the strongest predictors of subsequent suicidal behavior; Beckmann et al., 2018; Geulayov et 

al., 2019), it would be worthwhile to examine the utility of ML algorithms more closely for 

predicting suicidal behaviors in younger community samples. 

In Manuscript 2: Predicting lifetime suicide attempts in a community sample of 

adolescents using machine learning algorithms, we predict self-reported lifetime suicide 

attempts among 17-year-olds in the Millennium Cohort Study (N = 7,347). We review recent 

studies using ML algorithms for the prediction of suicide ideation and suicidal behaviors in 

community samples of adolescents and young adults and discuss their strengths and 

limitations. For the prediction of lifetime suicide attempts, we include a diverse set of self- or 

other-reported (usually by the adolescent’s caregiver) predictor variables (638 in total) across 

14 different categories (e.g., attitudes, demographics, drug use, mental health, offenses, or 

victimization). By comparing the predictive accuracy of two ML algorithms (elastic net 

regressions and GBM) to logistic regressions, we investigate to what extent it is possible to 

predict self-reported lifetime suicide attempts in a community sample of adolescents and 

whether ML algorithms can be used to improve predictive performance. We also compare the 

predictions of models using either variables measured 3 years prior to the measurement wave 

in which the suicide attempts were reported or using variables taken from the same 

measurement wave. In doing so, we aim to assess the possible effect of different time 

intervals between the measurement of predictors and outcome on model performance and the 

effect of different adolescent developmental stages on variable importances. 

Predicting Psychotherapy Dropout and Treatment Response 

 Predictive modeling via ML algorithms has been increasingly used in psychotherapy 

research, for example, to personalize treatment (Cohen et al., 2020; Gómez Penedo et al., 
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2022; Schwartz et al., 2020), to predict treatment response (Hilbert et al., 2021; Webb et al., 

2020) or therapy dropout (e.g., Bennemann et al., 2022), and to build feedback systems based 

on these predictions (e.g., Lutz et al., 2019). The overall goal of these personalized 

predictions (often summarized under the interdisciplinary umbrella term precision medicine) 

is to be able to prevent treatment failures and to provide valuable feedback on the therapeutic 

process to patients and therapists alike. Predicting therapy dropout represents a classification 

task similar to predicting longitudinal attrition (and logically includes the same ultimate goal 

of reducing the number of events, i.e., dropouts), however, depending on the setting, there are 

additional challenges. First, in clinical contexts, researchers may be more prone to mislabeling 

the outcome or creating a group of “dropouts” that is too heterogeneous. In longitudinal 

attrition, the case is fairly straightforward, a participant either provides responses or is absent 

at a given time. In psychotherapies, termination of therapies may be initiated by the therapist, 

the patient, or both, and dropout is usually (but not always) defined as the termination of a 

therapy by the patient against the therapist’s advice. There is also the question of whether a 

person who drops out after one week can be grouped with another person who almost 

successfully completes the outpatient therapy or a stay at a clinic for the initially planned 

length of time. Therefore, when reporting results and comparing findings across studies, it is 

important to take into account exactly how the outcome was labeled in each study. Second, 

studies that use baseline indicators to predict therapy outcomes often have small samples and 

a relatively large number of predictor variables (Chekroud et al., 2021) which––in 

combination with a rare event being predicted––can lead to overfitting and nongeneralizable 

models. While this is an issue that has received some attention in the medical community 

(e.g., Van Calster et al., 2020), the magnitude of the problem has not yet been fully 

recognized within psychological research (e.g., Giesemann et al., 2023). 
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In Manuscript 3: First impressions count: Therapists’ impression on patients’ 

motivation and helping alliance predicts psychotherapy dropout, we predict therapy 

dropout in two German inpatient psychotherapy clinics (N = 1,691 in Sample 1 and N = 

12,473 in Sample 2) using baseline indicators (e.g., demographics or variables on previous 

treatments and symptom severity). We compare the predictive accuracy of linear regressions, 

elastic net regressions, and GBM. Using data from two different clinics, we also look for 

similarities and differences in predictive accuracy and variable importances across settings to 

be able to make statements about model generalizability. In additional analyses, we examine 

the interrelated and potentially detrimental effects of unequal group sizes, number of events 

(i.e., dropouts), and number of predictor variables on predictive accuracy in classification 

tasks and explore the extent to which regularization by ML algorithms can mitigate them. As 

a sensitivity check, we also compare predictions for patients who dropped out of the therapy 

within the first week of treatment with predictions for patients who dropped out at a later date.  

 In addition to criticisms on poorer interpretability of complex ML models (Siddaway 

et al., 2020) compared to simpler models and a general lack of external model validation 

(Wilkinson et al., 2020), which dampen the precision medicine hype in psychotherapy 

research, there are also reviews reporting a lack of transparency and model presentation 

norms that make it difficult to evaluate ML models in clinical research (Lee et al., 2018).  

In Manuscript 4: Predicting treatment response using machine learning: A Registered 

Report, we aim to address these criticisms by conducting one of the first (and to our 

knowledge, the first in clinical psychology) registered reports using ML algorithms in 

psychological research. The process of a registered report differs from other studies in that the 

theoretical background and proposed analyses are reviewed in a first step, and the study 

including all analyses is conducted only after the submitted manuscript has been accepted in 

principle. In this way, the exploitation of the researchers’ degrees of freedom should be 
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minimized and the modeling steps should ideally be presented in a transparent and 

reproducible way. In stage 1, we proposed to compare linear regressions, elastic net 

regressions, and GBM for predicting treatment response (as operationalized by the Patient 

Health Questionnaire Anxiety and Depression Scale) in a German inpatient sample (N = 723) 

using a variety of baseline indicators. The first part of the review process led to a fine-tuning 

of the algorithms’ hyperparameter grids and to the creation of four predictor variable groups 

(demographics, variables on physical and mental health, and treatment-related variables) 

based on which we will perform sub-analyses (using all possible group combinations) in order 

to examine the unique and joint contribution of the predictor categories to the predictive 

performance.



 

20 

 

References 

Adjerid, I., & Kelley, K. (2018). Big data in psychology: A framework for research 

advancement. American Psychologist, 73(7), 899–917. 

https://doi.org/10.1037/amp0000190 

Ali, F., & Ang, R. P. (2022). Predicting how well adolescents get along with peers and 

teachers: A machine learning approach. Journal of Youth and Adolescence, 51(8), 

1241–1256. https://doi.org/10.1007/s10964-022-01605-5 

Beckman, K., Mittendorfer-Rutz, E., Waern, M., Larsson, H., Runeson, B., & Dahlin, M. 

(2018). Method of self-harm in adolescents and young adults and risk of subsequent 

suicide. Journal of Child Psychology and Psychiatry, 59(9), 948-956. 

https://doi.org/10.1111/jcpp.12883 

Behr, A., Giese, M., Teguim K, H. D., & Theune, K. (2020). Early prediction of university 

dropouts – A Random Forest approach. Jahrbücher für Nationalökonomie und 

Statistik, 240, 743-789. https://doi.org/10.1515/jbnst-2019-0006 

Bennemann, B., Schwartz, B., Giesemann, J., & Lutz, W. (2022). Predicting patients who will 

drop out of out-patient psychotherapy using machine learning algorithms. The British 

Journal of Psychiatry, 1–10. Advance online publication. 

https://doi.org/10.1192/bjp.2022.17 

Bernert, R. A., Hilberg, A. M., Melia, R., Kim, J. P., Shah, N. H., & Abnousi, F. (2020). 

Artificial intelligence and suicide prevention: A systematic review of machine 

learning investigations. International Journal of Environmental Research and Public 

Health, 17(16), 5929. https://doi.org/10.3390/ijerph17165929 

Bischl, B., Mersmann, O., Trautmann, H., & Weihs, C. (2012). Resampling methods for 

meta-model validation with recommendations for evolutionary computation. 

Evolutionary Computation, 20(2), 249–275. https://doi.org/10.1162/EVCO_a_00069 

https://doi.org/10.1037/amp0000190
https://doi.org/10.1007/s10964-022-01605-5
https://doi.org/10.1111/jcpp.12883
https://doi.org/10.1515/jbnst-2019-0006
https://doi.org/10.1192/bjp.2022.17
https://doi.org/10.3390/ijerph17165929
https://doi.org/10.1162/EVCO_a_00069


 

21 

 

Bosnjak, M., Dannwolf, T., Enderle, T., Schaurer, I., Struminskaya, B., Tanner, A., & 

Weyandt, K. W. (2018). Establishing an open probability-based mixed-mode panel 

of the general population in Germany: The GESIS Panel. Social Science Computer 

Review, 36(1), 103-115. https://doi.org/10.1177/0894439317697949 

Breiman, L. (2001). Statistical Modeling: The Two Cultures (with comments and a rejoinder 

by the author). Statistical Science, 16(3). https://doi.org/10.1214/ss/1009213726 

Brim O. G., Ryff C. D., Kessler R. C. (2004). The MIDUS national survey: An overview. In 

Brim O. G., Ryff C. D., Kessler R. C. (Eds.), How healthy are we? A national study 

of well-being at midlife (pp. 1–34). University of Chicago Press. 

Burke, T. A., Ammerman, B. A., & Jacobucci, R. (2019). The use of machine learning in the 

study of suicidal and non-suicidal self-injurious thoughts and behaviors: A 

systematic review. Journal of Affective Disorders, 245, 869-884. 

https://doi.org/10.1016/j.jad.2018.11.073 

Chekroud, A. M., Bondar, J., Delgadillo, J., Doherty, G., Wasil, A., Fokkema, M., Cohen, Z., 

Belgrave, D., DeRubeis, R., Iniesta, R., Dwyer, D., & Choi, K. (2021). The promise 

of machine learning in predicting treatment outcomes in psychiatry. World 

Psychiatry, 20(2), 154–170. https://doi.org/10.1002/wps.20882 

Christodoulou, E., Ma, J., Collins, G. S., Steyerberg, E. W., Verbakel, J. Y., & Van Calster, 

B. (2019). A systematic review shows no performance benefit of machine learning 

over logistic regression for clinical prediction models. Journal of Clinical 

Epidemiology, 110, 12–22. https://doi.org/10.1016/j.jclinepi.2019.02.004 

https://doi.org/10.1177/0894439317697949
https://doi.org/10.1214/ss/1009213726
https://doi.org/10.1016/j.jad.2018.11.073
https://doi.org/10.1016/j.jclinepi.2019.02.004


 

22 

 

Cohen, Z. D., Kim, T. T., Van, H. L., Dekker, J. J. M., & Driessen, E. (2020). A 

demonstration of a multi-method variable selection approach for treatment selection: 

Recommending cognitive-behavioral versus psychodynamic therapy for mild to 

moderate adult depression. Psychotherapy Research, 30(2), 137–150. 

https://doi.org/10.1080/10503307.2018.1563312 

Coley, R. Y., Liao, Q., Simon, N., & Shortreed, S. M. (2023). Empirical evaluation of internal 

validation methods for prediction in large-scale clinical data with rare-event 

outcomes: a case study in suicide risk prediction. BMC Medical Research 

Methodology, 23(1), 33. https://doi.org/10.1186/s12874-023-01844-5 

Collins, G. S., Dhiman, P., Ma, J., Schlussel, M. M., Archer, L., Van Calster, B., et al. (2024). 

Evaluation of clinical prediction models (part 1): from development to external 

validation. BMJ, 384, e074819. https://doi.org/10.1136/bmj-2023-074819 

Deng Y., Hillygus D. S., Reiter J. P., Si Y., Zheng S. (2013). Handling attrition in 

longitudinal studies: The case for refreshment samples. Statistical Science, 28(2), 

238–256. https://doi.org/10.1214/13-sts414 

Dwyer, D. B., Falkai, P., & Koutsouleris, N. (2018). Machine learning approaches for clinical 

psychology and psychiatry. Annual Review of Clinical Psychology, 14(1), 91–118. 

https://doi.org/10.1146/annurev-clinpsy-032816-045037 

Fox, K. R., Huang, X., Linthicum, K. P., Wang, S. B., Franklin, J. C., & Ribeiro, J. D. (2019). 

Model complexity improves the prediction of nonsuicidal self-injury. Journal of 

Consulting and Clinical Psychology, 87(8), 684–692. 

https://doi.org/10.1037/ccp0000421 

https://doi.org/10.1186/s12874-023-01844-5
https://doi.org/10.1136/bmj-2023-074819
https://doi.org/10.1214/13-sts414
https://doi.org/10.1146/annurev-clinpsy-032816-045037
https://psycnet.apa.org/doi/10.1037/ccp0000421


 

23 

 

Franklin, J. C., Ribeiro, J. D., Fox, K. R., Bentley, K. H., Kleiman, E. M., Huang, X., 

Musacchio, K. M., Jaroszewski, A. C., Chang, B. P., & Nock, M. K. (2017). Risk 

factors for suicidal thoughts and behaviors: A meta-analysis of 50 years of research. 

Psychological Bulletin, 143(2), 187-232. https://doi.org/10.1037/bul0000084 

Geulayov, G., Casey, D., Bale, L., Brand, F., Clements, C., Farooq, B., Kapur, N., Ness, J., 

Waters, K., Tsiachristas, A., & Hawton, K. (2019). Suicide following presentation to 

hospital for non-fatal self-harm in the multicentre study of self-harm: a long-term 

follow-up study. The Lancet Psychiatry, 6(12), 1021-1030. 

https://doi.org/10.1016/S2215-0366(19)30402-X 

Giesemann, J., Delgadillo, J., Schwartz, B., Bennemann, B., & Lutz, W. (2023). Predicting 

dropout from psychological treatment using different machine learning algorithms, 

resampling methods, and sample sizes. Psychotherapy Research, 33(6), 683–695. 

https://doi.org/10.1080/10503307.2022.2161432 

Gómez Penedo, J. M., Schwartz, B., Giesemann, J., Rubel, J. A., Deisenhofer, A. K., & Lutz, 

W. (2022). For whom should psychotherapy focus on problem coping? A machine 

learning algorithm for treatment personalization. Psychotherapy Research, 32(2), 

151–164. https://doi.org/10.1080/10503307.2021.1930242 

Harrell, F. E., Lee, K. L., & Mark, D. B. (1996). Multivariable prognostic models: issues in 

developing models, evaluating assumptions and adequacy, and measuring and 

reducing errors. Statistics in Medicine, 15(4), 361–387. 

https://doi.org/10.1002/(SICI)1097-0258(19960229)15:4<361::AID-

SIM168>3.0.CO;2-4 

https://doi.org/10.1037/bul0000084
https://doi.org/10.1016/S2215-0366(19)30402-X


 

24 

 

Hilbert, K., Jacobi, T., Kunas, S. L., Elsner, B., Reuter, B., Lueken, U., & Kathmann, N. 

(2021). Identifying CBT non-response among OCD outpatients: A machine-learning 

approach. Psychotherapy Research, 31(1), 52–62. 

https://doi.org/10.1080/10503307.2020.1839140 

Hong, M., Jacobucci, R., & Lubke, G. (2020). Deductive data mining. Psychological 

Methods, 25(6), 691–707. https://doi.org/10.1037/met0000252 

Huang, X., Ribeiro, J. D., & Franklin, J. C. (2020). The differences between suicide ideators 

and suicide attempters: Simple, complicated, or complex? Journal of Consulting and 

Clinical Psychology, 88(6), 554–569. https://doi.org/10.1037/ccp0000498 

Huinink J., Brüderl J., Nauck B., Walper S., Castiglioni L., Feldhaus M. (2011). Panel 

Analysis of Intimate Relationships and Family Dynamics (pairfam): Conceptual 

Framework and Design. Zeitschrift für Familienforschung, 23(1), 77–101. 

https://madoc.bib.uni-mannheim.de/30017/ 

Jacobsen, E., Ran, X., Liu, A., Chang, C. H., & Ganguli, M. (2021). Predictors of attrition in a 

longitudinal population-based study of aging. International Psychogeriatrics, 33(8), 

767–778. https://doi.org/10.1017/S1041610220000447 

Jacobucci, R., & Grimm, K. J. (2020). Machine learning and psychological research: The 

unexplored effect of measurement. Perspectives on Psychological Science, 15(3), 

809–816. https://doi.org/10.1177/1745691620902467 

Jacobucci, R., Littlefield, A. K., Millner, A. J., Kleiman, E. M., & Steinley, D. (2021). 

Evidence of inflated prediction performance: A commentary on machine learning 

and suicide research. Clinical Psychological Science, 9(1), 129–134. 

https://doi.org/10.1177/2167702620954216 

James, G., Witten, D., Hastie, T., & Tibshirani, R. (2017). An introduction to statistical 

learning. Springer. 

https://psycnet.apa.org/doi/10.1037/met0000252
https://psycnet.apa.org/doi/10.1037/ccp0000498
https://madoc.bib.uni-mannheim.de/30017/
https://doi.org/10.1017/S1041610220000447
https://doi.org/10.1177/1745691620902467
https://doi.org/10.1177/2167702620954216


 

25 

 

Kaddour, J., Lynch, A., Liu, Q., Kusner, M. J., & Silva, R. (2022). Causal Machine Learning: 

a survey and open problems. arXiv (Cornell University). 

https://doi.org/10.48550/arxiv.2206.15475 

Kapoor, S., & Narayanan, A. (2023). Leakage and the reproducibility crisis in machine-

learning-based science. Patterns, 4(9), 100804. 

https://doi.org/10.1016/j.patter.2023.100804S 

Kern, C., Weiß, B., & Kolb, J.-P. (2021). Predicting nonresponse in future waves of a 

probability-based mixed-mode panel with machine learning. Journal of Survey 

Statistics and Methodology, 11(1), 100–123. https://doi.org/10.1093/jssam/smab009 

Knaus, M. C., Lechner, M., & Strittmatter, A. (2021). Machine learning estimation of 

heterogeneous causal effects: Empirical Monte Carlo evidence. The Econometrics 

Journal, 24(1), 134–161. https://doi.org/10.1093/ectj/utaa014 

Kosinski, M., Stillwell, D., & Graepel, T. (2013). Private traits and attributes are predictable 

from digital records of human behavior. Proceedings of the National Academy of 

Sciences of the United States of America, 110(15), 5802–5805. 

https://doi.org/10.1073/pnas.1218772110 

Lee, Y., Ragguett, R. M., Mansur, R. B., Boutilier, J. J., Rosenblat, J. D., Trevizol, A., 

Brietzke, E., Lin, K., Pan, Z., Subramaniapillai, M., Chan, T. C. Y., Fus, D., Park, C., 

Musial, N., Zuckerman, H., Chen, V. C., Ho, R., Rong, C., & McIntyre, R. S. (2018). 

Applications of machine learning algorithms to predict therapeutic outcomes in 

depression: A meta-analysis and systematic review. Journal of Affective Disorders, 

241, 519–532. https://doi.org/10.1016/j.jad.2018.08.073 

Little, R. J. (2021). Missing data assumptions. Annual Review of Statistics and Its 

Application, 8(1), 89-107. https://doi.org/10.1146/annurev-statistics-040720-031104 

Little R. J. A., Rubin D. B. (2002). Statistical analysis with missing data (2nd ed.). Wiley. 

https://doi.org/10.1093/jssam/smab009
https://doi.org/10.1093/ectj/utaa014
https://doi.org/10.1073/pnas.1218772110
https://doi.org/10.1146/annurev-statistics-040720-031104


 

26 

 

Lutz, W., Rubel, J. A., Schwartz, B., Schilling, V., & Deisenhofer, A. K. (2019). Towards 

integrating personalized feedback research into clinical practice: Development of the 

Trier Treatment Navigator (TTN). Behaviour Research and Therapy, 120, 103438. 

https://doi.org/10.1016/j.brat.2019.103438 

Lutz, W., Schwartz, B., Hofmann, S. G., Fisher, A. J., Husen, K., & Rubel, J. A. (2018). 

Using network analysis for the prediction of treatment dropout in patients with mood 

and anxiety disorders: A methodological proof-of-concept study. Scientific Reports, 

8(1). https://doi.org/10.1038/s41598-018-25953-0 

McNamara, M. E., Zisser, M., Beevers, C. G., & Shumake, J. (2022). Not just “big” data: 

Importance of sample size, measurement error, and uninformative predictors for 

developing prognostic models for digital interventions. Behaviour Research and 

Therapy, 153, 104086. https://doi.org/10.1016/j.brat.2022.104086 

Mõttus, R., Kandler, C., Bleidorn, W., Riemann, R., & McCrae, R. R. (2017). Personality 

traits below facets: The consensual validity, longitudinal stability, heritability, and 

utility of personality nuances. Journal of Personality and Social Psychology, 112(3), 

474–490. https://doi.org/10.1037/pspp0000100 

Open Science Collaboration. (2015). Estimating the reproducibility of psychological science. 

Science, 349, aac4716. https://doi.org/10.1126/science.aac4716 

Pargent, F., Schoedel, R., & Stachl, C. (2023). Best practices in supervised machine learning: 

A tutorial for psychologists. Advances in Methods and Practices in Psychological 

Science, 6(3). https://doi.org/10.1177/25152459231162559 

Probst, P., Wright, M. N., & Boulesteix, A. (2019). Hyperparameters and tuning strategies for 

random forest. WIREs Data Mining and Knowledge Discovery, 9(3). 

https://doi.org/10.1002/widm.1301 

https://doi.org/10.1038/s41598-018-25953-0
https://doi.org/10.1016/j.brat.2022.104086
https://psycnet.apa.org/doi/10.1037/pspp0000100


 

27 

 

Rosenbusch, H., Soldner, F., Evans, A. M., & Zeelenberg, M. (2021). Supervised machine 

learning methods in psychology: A practical introduction with annotated R code. 

Social and Personality Psychology Compass. https://doi.org/10.1111/spc3.12579 

Schafer J. L., Graham J. W. (2002). Missing data: Our view of the state of the art. 

Psychological Methods, 7(2), 147–177. https://doi.orgg/10.1037//1082-989X.7.2.147 

Schwartz, B., Cohen, Z. D., Rubel, J. A., Zimmermann, D., Wittmann, W. W., & Lutz, W. 

(2020). Personalized treatment selection in routine care: Integrating machine learning 

and statistical algorithms to recommend cognitive behavioral or psychodynamic 

therapy. Psychotherapy Research, 31(1), 33–51. 

https://doi.org/10.1080/10503307.2020.1769219 

Seeboth, A., & Mõttus, R. (2018). Successful explanations start with accurate descriptions: 

Questionnaire items as personality markers for more accurate predictions. European 

Journal of Personality, 32(3), 186–201. https://doi.org/10.1002/per.2147 

Shmueli, G. (2010). To explain or to predict? Statistical Science, 25(3). 

https://doi.org/10.1214/10-sts330 

Siddaway, A. P., Quinlivan, L., Kapur, N., O'Connor, R. C., & de Beurs, D. (2020). Cautions, 

concerns, and future directions for using machine learning in relation to mental 

health problems and clinical and forensic risks: A brief comment on “model 

complexity improves the prediction of nonsuicidal self-injury” (Fox et al., 2019). 

Journal of Consulting and Clinical Psychology, 88(4), 384–387. 

https://doi.org/10.1037/ccp00 00485 

Stachl, C., Pargent, F., Hilbert, S., Harari, G. M., Schoedel, R., Vaid, S., Gosling, S. D., & 

Bühner, M. (2020). Personality research and assessment in the era of machine 

learning. European Journal of Personality, 34(5), 613–631. 

https://doi.org/10.1002/per.2257 

https://doi.org/10.1111/spc3.12579
https://doi.org/10.1080/10503307.2020.1769219
https://psycnet.apa.org/doi/10.1002/per.2147
https://doi.org/10.1002/per.2257


 

28 

 

Stewart, R. D., Mõttus, R., Seeboth, A., Soto, C. J., & Johnson, W. (2022). The finer details? 

The predictability of life outcomes from Big Five domains, facets, and nuances. 

Journal of personality, 90(2), 167–182. https://doi.org/10.1111/jopy.12660 

Tantithamthavorn, C., Mcintosh, S., Hassan, A. E., & Matsumoto, K. (2017). An empirical 

comparison of model validation techniques for defect prediction models. IEEE 

Transactions on Software Engineering, 43(1), 1–18. 

https://doi.org/10.1109/tse.2016.2584050 

Van Calster, B., van Smeden, M., De Cock, B., & Steyerberg, E. W. (2020). Regression 

shrinkage methods for clinical prediction models do not guarantee improved 

performance: Simulation study. Statistical Methods in Medical Research, 29(11), 

3166–3178. https://doi.org/10.1177/0962280220921415 

Vandewiele, G., Dehaene, I., Kovács, G., Sterckx, L., Janssens, O., Ongenae, F., De Backere, 

F., De Turck, F., Roelens, K., Decruyenaere, J., Van Hoecke, S., & Demeester, T. 

(2021). Overly optimistic prediction results on imbalanced data: a case study of flaws 

and benefits when applying over-sampling. Artificial Intelligence in Medicine, 111, 

101987. https://doi.org/10.1016/j.artmed.2020.101987 

Walsh, C. G., Ribeiro, J. D., & Franklin, J. C. (2018). Predicting suicide attempts in 

adolescents with longitudinal clinical data and machine learning. Journal of Child 

Psychology and Psychiatry, 59(12), 1261-1270. https://doi.org/10.1111/jcpp.12916 

Webb, C. A., Cohen, Z. D., Beard, C., Forgeard, M., Peckham, A. D., & Björgvinsson, T. 

(2020). Personalized prognostic prediction of treatment outcome for depressed 

patients in a naturalistic psychiatric hospital setting: A comparison of machine 

learning approaches. Journal of Consulting and Clinical Psychology, 88(1), 25–38. 

https://doi.org/10.1037/ccp0000451 

https://doi.org/10.1111/jopy.12660
https://doi.org/10.1109/tse.2016.2584050
https://doi.org/10.1177/0962280220921415
https://doi.org/10.1016/j.artmed.2020.101987
https://doi.org/10.1111/jcpp.12916
https://doi.org/10.1037/ccp0000451


 

29 

 

Wilkinson, J., Arnold, K. F., Murray, E. J., van Smeden, M., Carr, K., Sippy, R., de Kamps, 

M., Beam, A., Konigorski, S., Lippert, C., Gilthorpe, M. S., & Tennant, P. W. G. 

(2020). Time to reality check the promises of machine learning-powered precision 

medicine. The Lancet Digital Health, 2(12), e677–e680. 

https://doi.org/10.1016/S2589-7500(20)30200-4 

Yarkoni, T., & Westfall, J. (2017). Choosing prediction over explanation in psychology: 

Lessons from machine learning. Perspectives on Psychological Science, 12, 1100–

1122. https://doi.org/10.1177/1745691617693393 

Youyou, W., Kosinski, M., & Stillwell, D. (2015). Computer-based personality judgments are 

more accurate than those made by humans. Proceedings of the National Academy of 

Sciences of the United States of America, 112(4), 1036–1040. 

https://doi.org/10.1073/pnas.1418680112 

Zinn, S., & Gnambs, T. (2020). Analyzing nonresponse in longitudinal surveys using 

Bayesian Additive Regression Trees: A nonparametric event history analysis. Social  

Science Computer Review. https://doi.org/10.1177/0894439320928242 

Zou, H., & Hastie, T. (2005). Regularization and variable selection via the elastic net. Journal 

of the Royal Statistical Society: Series B (Statistical Methodology), 67, 301–320. 

https://doi.org/10.1111/j.1467-9868.2005.0050

https://doi.org/10.1177/1745691617693393
https://doi.org/10.1073/pnas.1418680112


 

30 

 

Validation and generalizability of machine 

learning prediction models on attrition in 

longitudinal studies 

Kristin Jankowsky1, Ulrich Schroeders1 

 

1: University of Kassel 

 

 

 

 

 

Status – accepted  

Jankowsky, K. & Schroeders, U. (2022). Validation and generalizability of machine learning 

prediction models on attrition in longitudinal studies. International Journal of Behavioral 

Development, 46(2), 169–176. https://doi.org/10.1177/01650254221075034 

https://doi.org/10.1177/01650254221075034


https://doi.org/10.1177/01650254221075034

International Journal of

Behavioral Development

2022, Vol. 46(2) 169 –176

© The Author(s) 2022

Article reuse guidelines: 

sagepub.com/journals-permissions

DOI: 10.1177/01650254221075034

journals.sagepub.com/home/jbd

Data of longitudinal panel surveys constitute an important 

resource for educational, psychological, sociological, and health-

related research (e.g., Behr et al., 2020; Rackoff & Newman, 

2020). In contrast to cross-sectional data, longitudinal data allow 

to study developmental trajectories or within-person change in 

addition to between-person differences (Voelkle et al., 2014). 

However, the strength of longitudinal designs—assessing the 

same individuals at multiple occasions—also entails the risk of 

attrition, which is defined as temporary or permanent dropout of 

participants. High attrition rates are a major problem in longitu-

dinal research affecting the validity of conclusions drawn from 

such data (Schoeni et al., 2012). More precisely, systematic  

dropout of participants sharing common characteristics (e.g., low 

socioeconomic status) renders the remaining sample unrepre-

sentative, which in turn can lead to biased results (Heffetz & 

Reeves, 2019; Little & Rubin, 2002). For example, a longitudinal 

study on the effects of counseling on depression in which partici-

pants with the highest depression scores are most likely to drop 

out of the sample would falsely indicate a therapy to be more 

effective (Nicholson et al., 2017).

With the current study, we try to predict attrition using data-

driven machine learning algorithms. Insights about relevant  

predictors can then be used to take potentially more effective 

measures to anticipate and prevent attrition such as targeted 

incentives for at-risk participants (Lynn, 2017; Pforr et al., 2015). 

We compare the predictive accuracy of logistic regressions mod-

els with a machine learning algorithm, namely, gradient boosting 

machines (GBM; Friedman, 2001) in two longitudinal panel 

studies: Midlife in the United States (MIDUS) and Panel Analysis 

of Intimate Relationships and Family Dynamics (pairfam). 

Finally, we evaluate our results in terms of generalizability across 

studies and survey waves, respectively.

Strategies in Dealing With Panel 

Attrition

In the following, we will shortly present methods that are used to 

ensure the representativeness of the sample—(a) statistical 

modeling, (b) poststratification weights, or (c) oversampling/

refreshment samples—and discuss their strengths and limita-

tions. First, to address wave nonresponse, that is, participants’ 

data completely missing for a study wave in longitudinal studies, 

one could use the same procedures that are recommended in the 

missing data literature for item nonresponse (e.g., Enders, 2010; 

Little & Rubin, 2002). However, imputation-based or model-

based approaches rely on the assumption of missing at random 

(Schafer & Graham, 2002), that is, the occurrence of missing 

values does not depend on the expression of the variable itself or 
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on the expression of other variables in the data set after control-

ling for other observed variables. This prerequisite is problem-

atic, as participants’ most likely drop out systematically (missing 

not at random) and variables that are associated with this process 

are often unknown in advance or difficult to measure. However, 

recently promising approaches on handling non-random missing 

data have been developed (for an overview, see Kleinke et al., 

2020; Van Buuren, 2018). Researchers often try to reduce poten-

tial bias by incorporating relevant auxiliary variables in multiple 

imputation that might produce robust results despite common 

concerns (Mustillo & Kwon, 2014), but not in all cases (Hardt 

et al., 2012). Simpler methods such as listwise or pairwise dele-

tion are used regularly and often lead to biased estimates (Jeličić 

et al., 2009).

A second approach to compensate for attrition bias is to use 

poststratification weights. Groups or individuals are assigned 

weights according to their inversed probability of participation 

(Seaman & White, 2013). Thus, the usefulness of weighting 

hinges on whether all relevant predictors of attrition are inte-

grated into the statistical model that is used to calculate these 

probabilities (Gelman, 2007). As weighting does not replace 

missing values and requires complete data, any occurring item 

nonresponse must be addressed beforehand (e.g., using multiple 

imputation). Consequently, the later waves’ sample sizes of a lon-

gitudinal study still lack statistical power. Also, weights often 

lead to an increased variance of estimators (Schmidt & Woll, 

2017) and must be adjusted depending on which study waves or 

variables are analyzed.

A third approach is oversampling, which refers to the coun-

termeasure of recruiting more participants who are likely to 

drop during a longitudinal study. Oversampling recognizes 

attrition as inevitable and tries to buffer the unavoidable unrep-

resentativeness of the data and to reduce selection bias by start-

ing with an unbalanced sample at baseline. Following a similar 

logic, refreshment samples consist of new participants added  

at subsequent measurement occasions that are often sampled 

using the same sampling procedure as for the initial recruit-

ment (Deng et al., 2013). Whereas additional participants gen-

erally enhance statistical power, it has been advised to select 

refreshment participants who share characteristics with non-

respondents to avoid introducing bias (Dorsett, 2010). Additional 

negative aspects of using oversampling or refreshment samples 

are their high costs and that they often not sufficiently compen-

sate bias and therefore have to be combined with other 

strategies.

Drawbacks of Common Approaches 

to Analyzing Panel Attrition

Previous studies often examined attrition with different variables 

that are routinely collected at baseline such as demographic vari-

ables using logistic regressions (Eisner et al., 2018). This research 

repeatedly reported that males, singles, people with migration 

background, less educated, and urban living participants are at 

higher risk of becoming nonrespondents (Radler & Ryff, 2010; 

Young et al., 2006). Given that longitudinal studies usually focus 

on a specific topic and that panels are time-restricted, the breadth 

and depth of these variables are somewhat limited. But it is plau-

sible to assume that the decision to (regularly) take part in longi-

tudinal studies can be influenced by several factors beyond 

demographics such as personality (e.g., Lugtig, 2014) or health 

(e.g., Jacobsen et al., 2021). However, studies on personality or 

health focus on specific sets of variables, neglecting others.

Taken together, the selection and quantity of predictors used 

in previous research to predict attrition are often limited. 

Moreover, the assumption of exclusively linear effects on attri-

tion is questionable. Radler and Ryff (2010) showed that, for 

example, age interacted with subjective health when predicting 

attrition in the second study wave of MIDUS: Elderly partici-

pants only had a higher attrition probability when they also rated 

their subjective health as poorly, whereas older participants in 

excellent health showed significantly lower attrition rates. Not 

addressing such interaction effects may result in less accurate 

models.

Another common drawback of traditional attrition modeling 

approaches is that it is unclear whether their results are generaliz-

able. The ability of a model to provide accurate and generalizable 

predictions is especially essential in applied research (Rocca & 

Yarkoni, 2020; Shmueli, 2010) such as study retention. To enable 

panel administrators to employ effective retention strategies 

(e.g., person-specific incentives at future waves), a prediction 

model also has to hold in future waves. In general, to quantify the 

unbiased predictive accuracy, any model must be evaluated on 

new data, which is often achieved by splitting a data set into a 

training-validation and a testing data set. However, the question 

whether a model predicting attrition will also hold in future 

waves or across different longitudinal studies goes beyond this 

form of internal cross-validation. Rather, it aims at the generaliz-

ability of the results. Generalizability concerns the extent to 

which the study results apply across different items assessing the 

same construct (item sampling), across different participants 

(person sampling), across different measurement occasions (time 

sampling), and across different analytical methods (method sam-

pling). As these aspects of longitudinal testing are of particular 

interest for study planning, researchers should ask to what extent 

their prediction models generalize across them.

Predicting Panel Attrition Using 

Machine Learning

A few recent studies have picked up on the notion of temporally 

validating their models of attrition and including nonlinear and 

interaction effects by using machine learning algorithms to pre-

dict attrition in longitudinal studies (Jacobsen et al., 2021; Kern 

et al., 2019; Zinn & Gnambs, 2020). Machine learning algo-

rithms are often recommended to efficiently deal with extensive 

data, collinearity of predictors, and complex relations between 

predictors and outcomes (e.g., Zou & Hastie, 2005). The assump-

tion in these studies is that the reasons for participants to drop are 

complex and that the complexity of the method should match this 

causal complexity. For example, Kern et al. (2019) used different 

sets of predictors with various machine learning algorithms to 

predict attrition in a longitudinal German panel study. To validate 

their prediction models, the authors performed temporal cross-

validation, which consisted of the following steps: A prediction 

model was built using data of all participants present at Wave 1 to 

predict the participation status at Wave 2. The resulting model is 

then tested using all active participants of Wave 2 to predict par-

ticipation status at Wave 3. This validation approach was repeated 

for all 18 survey waves.
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Using baseline variables and information on previous response 

behavior, a random forest algorithm achieved the highest pre-

dictive accuracy with an average area under the curve (AUC) of 

.875.1 However, these promising results must be taken with a 

grain of salt. First, participants were automatically excluded from 

the panel when they were inactive for three waves in a row which 

is problematic because the outcome is logically dependent on a 

set of predictors, leading to inflated accuracies. Second, due to 

the temporal cross-validation scheme, most participants in the 

training data remain in the test data at later waves. Although this 

might seem justified at first glance since the study results do not 

have to generalize to other participants outside the given study 

sample, from a statistical point of view, an overlap of participants 

in training and test data leads to inflated accuracies, especially 

for tree-based algorithms (e.g., Jacobucci et al., 2021).

The Present Study

The present study has three main objectives: First, we aim to 

empirically test the notion that attrition can be predicted more 

accurately by means of machine learning algorithms that are able 

to incorporate nonlinear or interaction effects of heterogeneous 

predictors. To this end, we compare the predictive accuracy of  

a tree-based machine learning algorithm, GBM, and a logistic 

regression model. GBM sequentially combine multiple single 

decision trees that usually have a comparably poor predictive accu-

racy (Breiman, 2001). One advantage of GBM is that researchers 

do not have to a priori parameterize the relationship between 

an outcome and its predictors, which makes them popular for 

supervised classification tasks (e.g., Schroeders et al., 2022).

Second, we are interested in the longitudinal predictive accu-

racy of models on attrition. To validate prediction models, we 

employ a temporal validation approach with strictly disjoint 

training and testing data. This model validation strategy repre-

sents a stricter and more realistic test of predictive accuracy for 

future survey waves that are not bound to a specific group of 

participants. The third goal of this study is to tackle this issue of 

generalizability. Thus, we compare the prediction of attrition 

across two longitudinal large-scale studies that differ greatly in 

their study aims, sample, time frame: While one study is primar-

ily concerned with midlife development of health and well-being 

in the United States with one wave every 9 years, the other is an 

annual German survey on partnership and family dynamics. Both 

studies measure similar constructs in their baseline assessment 

albeit sometimes using slightly different items. In terms of 

dimensions of generalizability, the items, persons, and time 

frame differ to a substantial degree allowing to gauge the gener-

alizability of results across studies.

Method

Sample and Design

MIDUS. MIDUS is an American national survey carried out by 

the MacArthur Midlife Research Network (Brim et al., 2004). 

Each survey wave consists of a phone interview and additional 

questionnaires that participants have to send back. Starting in 

1995, there was a random digit dialing sample of 4,244 partici-

pants as well as siblings of some of these participants (N = 950) 

and a twin sample (N = 1,914). Subsequent survey waves of 

MIDUS were conducted 9 years later in 2004 (second wave) and 

in 2013 (third wave). More information about MIDUS and the 

data of the first three waves can be found at http://www.midus.

wisc.edu/data/. We consider participants as responding if they 

completed all parts of a survey wave. Therefore, we only use the 

subset of participants who completed all parts of survey at the 

first study wave (N = 6,325).

Pairfam. Pairfam is an annually conducted national survey on 

partnership and family dynamics in Germany (Huinink et al., 

2011). It started in 2008 with a sample of 12,402 participants 

from three age cohorts (1971–1973, 1981–1983, and 1991–

1993). Information about the participants are gathered via com-

puter-assisted personal interviewing. Participants who were 

nonresponding in a previous wave, but did not explicitly decline 

their participation, are contacted again. After two nonresponses 

in a row, participants are excluded from the panel. The scientific 

use file and more information can be accessed at https://www.

pairfam.de/. The following analyses were conducted on a subset 

of N = 11,875, because we excluded 527 participants with implau-

sible values (BMI > 50).

Measures

We used core demographics, health, and personality related vari-

ables that have been shown to correlate with longitudinal attri-

tion in previous studies and were available at baseline, except 

for personality in the pairfam study (see Supplemental Table S1 

at https://osf.io/usjr7/). All categorical variables were dummy 

coded prior to the analysis using the first category as reference. 

The outcome participation status was dichotomously coded, 

irrespective of the reason.

Statistical Analyses

The current analyses are prediction models based on logistic 

regressions and gradient boosted machines. Irrespective of the 

algorithm, one important issue of any prediction is to reduce 

overfit, that is, to reduce the tendency of “statistical models to 

mistakenly fit sample-specific noise as if it were signal” (Yarkoni 

& Westfall, 2017, p. 3) while obtaining the highest predictive 

accuracy possible. To quantify the “true” or unbiased predictive 

accuracy, any prediction model has to be evaluated on new 

data—also called test data or withhold sample (Rocca & Yarkoni, 

2020; Yarkoni & Westfall, 2017). Validating a prediction model 

with new data of an independent study is the most rigorous way 

of testing its generalizability (Dwyer et al., 2018). However, this 

is not always a feasible option and researchers often resort to 

workarounds such as multiple splitting their data into a training 

and testing data set to obtain robust estimates that resolve 

overfitting.

We used the following two validation strategies for the first 

three survey waves of MIDUS and pairfam, respectively: First, 

we ignored the temporal aspect of predicting future events and 

split the data into training data (80%) and testing data (20%; see 

the upper part of Figure 1), that is, training and testing the predic-

tive model was done using the same measurement occasion 

(Wave 2). Second, we added a temporal validation strategy in 

which the aforementioned splitting of the data in strictly disjoint 

training and testing data is combined with temporal model 

http://www.midus.wisc.edu/data/
http://www.midus.wisc.edu/data/
https://www.pairfam.de/
https://www.pairfam.de/
https://osf.io/usjr7/
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validation (see the lower part of Figure 1). More precisely, we 

trained the model on 80% of the data at Wave 1 to predict status 

at Wave 2 and tested the resulting model using the active partici-

pants of the remaining 20% at Wave 2 to predict participation 

status at Wave 3. In doing so, we avoided any overlap of training 

and testing data and were also able to validate the prediction of 

the participation status of a future Wave 3.

To avoid biased predictions due to highly unbalanced data, 

we used up-sampling to match the sample size of nonrespondents 

to respondents in the training data. The testing data were not 

affected by this procedure. Missing values were imputed sepa-

rately for the training and testing data (i.e., after the 80/20 split) 

using the k-nearest neighbors algorithm implemented in caret. 

Nearest neighbor imputation procedures are hot-deck imputa-

tions in which a given number (k) of observations that are similar 

to the observation with a missing value (according to a distance 

metric, in this analysis the Euclidean distance) are used to replace 

missing values (e.g., Beretta & Santaniello, 2016). We used the 

default settings for imputation which were mean values of k = 5. 

For training the models, we used 10-fold cross-validation. To 

evaluate the classification into respondents and nonrespondents, 

we report balanced accuracy, that is, the mean of sensitivity and 

specificity. Sensitivity represents the ratio of correctly identified 

nonrespondents to all nonrespondents; specificity represents the 

ratio of correctly identified respondents to all respondents. 

Balanced accuracy was calculated for each testing data set of the 

1,000 iterations.

All analyses were conducted using the R package caret 

(Kuhn, 2008) as an interface for modeling and prediction. We 

compared the predictive accuracy of a logistic regression and the 

GBM algorithm of the R package gbm (Version 2.1.5; Greenwell 

et al., 2019). We used the following default settings for the gbm 

tuning parameters: interaction depth of 1, 2, or 3; a minimum leaf 

size of 10; a shrinkage of .10; and number of trees 50, 100, or 

150. As a sensitivity check of so-called hyperparameters on study 

results, we compared the default settings with a larger grid (inter-

action depth of 1, 2, 3, or 4, a minimum leaf size of 10, 20, or 50, 

a sequence of shrinkage values between .001 and .201 using steps 

of .01, and the number of trees 50, 100, 150, 300, or 500). The 

overall number of combinations in the larger grid was 1,260 as 

opposed to nine in the default settings. Considering that we 

split the data 1,000 times, we estimated 1,260,000 models with 

the larger grid compared with 9,000 with the default grid. 

Supplemental Figure S1 (see at https://osf.io/usjr7/) shows the 

balanced accuracies for MIDUS and pairfam and both validation 

strategies for both grids. The results show that the larger grid did 

not lead to any substantial improvement in the predictive accu-

racy. Thus, we focus the presentation and discussion of our 

results on those of the default grid. Annotated analyses scripts are 

available at https://osf.io/usjr7/.

Results

Following a suggestion of an anonymous reviewer, we checked 

whether the quality of the data at hand is eligible to be analyzed 

with the proposed methods. Results of this kind of “prestudy” 

showed that the data can be analyzed with logistic regression and 

GBM, that is, that the prediction accuracy can be reproduced 

given a known missing procedure. More information on these 

analyses can be found in a supplement in the OSF project at 

https://osf.io/usjr7/.

Both samples differ with respect to persons studied, items 

administered, and time frame considered. For example, partici-

pants of MIDUS were on average 21 years old, had an 11 percent-

age points lower share of migration background, and were more 

than twice as likely married than participants of the pairfam 

study. Education level and occupation status were measured dif-

ferently across both studies and MIDUS had more information 

on chronic health conditions and personality than pairfam. With 

respect to attrition, in MIDUS 38% dropped from first to second 

wave (i.e., 2,396 of initially 6,325 participants) and another 20% 

from the second to third wave (1,283). In pairfam, 27% dropped 

out from first to second wave (i.e., 3,174 of the initial 11,875 

participants) and another 9% from second to third wave. We pro-

vide an extensive Supplemental Table S1 showing descriptive 

statistics of all predictor variables for MIDUS and pairfam, 

respectively, and correlation plots of all predictor variables and 

participation status in the OSF project.

Figure 2 shows the balanced accuracies of 1,000 iterations for 

the logistic regressions and the GBM models for both studies and 

both validation approaches. Overall, it was not possible to accu-

rately differentiate between nonrespondents and respondents. In 

the following, we will consider the results of the traditional 80/20 

Figure 1. Different Cross-Validation Approaches in a Longitudinal Study Context. Excluded participants at Wave 2 are represented by the white 

section of the rectangle.

https://osf.io/usjr7/
https://osf.io/usjr7/
https://osf.io/usjr7/
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validation approach first. The amount of overfit (i.e., difference 

in the balanced accuracies between training and testing sample) 

was less pronounced for the logistic regressions (a difference in 

balanced accuracies of <.01 for MIDUS and .01 for pairfam) 

than for the GBM (.04 for MIDUS and .03 for pairfam). In general, 

both algorithms yielded almost identical balanced accuracies.

Next, we focus on the disjoint temporal cross-validation. As 

to the question whether GBM outperforms logistic regression, 

the findings are mixed: Logistic regression yielded averaged 

balanced accuracies of .56 (MIDUS) and .55 (pairfam), and 

GBM achieved .59 (MIDUS) and .55 (pairfam) in the 80/20 tem-

poral validation. Considering the much higher computational 

effort, the more complex (and ambiguous) model interpretation 

in GBM, and the mediocre overall balanced accuracies, the dif-

ferences were—as in the traditional 80/20 validation approach—

rather small and negligible.

To evaluate whether the respective models can be used for 

predicting attrition in future waves, the comparison of accura-

cies across both approaches are of particular interest. A decline 

in accuracies between the traditional 80/20 and the disjoint 

80/20 approach was observed: For MIDUS, the averaged bal-

anced accuracies of the 80/20 approach were higher (logistic 

regression: .61, GBM: .60) than those of the 80/20 temporal 

validation approach (.56 and .59, respectively). For pairfam, the 

nontemporal approach yielded higher averaged balanced accu-

racy values of .58 (logistic regression) and .59 (GBM) than the 

temporal validation with both .55. In summary, the already inac-

curate prediction models lost further predictive accuracy when 

validated in a longitudinal framework.

The corresponding specificities and sensitivities for all mod-

els can be found as Supplemental Figures S3 und S4 in the OSF 

project (see at https://osf.io/usjr7/). For MIDUS, the averaged 

sensitivities were .53 (logistic regression) and .55 (GBM) and 

thus lower than the averaged specificities (.59 and .62, respec-

tively). For pairfam, the averaged sensitivities were .55 (logistic 

regression) and .53 (GBM), hence nearly the same as the aver-

aged specificities (.54 and .57, respectively). To conclude, these 

differences are rather small, but for MIDUS, the group of 

respondents could be detected slightly more accurately com-

pared with the nonrespondents. These sensitivities translate to 

positive predictive values (i.e., the proportion of true nonre-

spondents of all participants who were flagged as nonrespond-

ents) of .39 (logistic regression) and .41 (GBM) for MIDUS and 

.21 (logistic regression) and .22 (GBM) for pairfam.

Which Variables Predict Attrition?

For an overview of variable importances, we present the standard-

ized regression coefficients of the logistic regression models aver-

aged across all 1,000 iterations in Table 1. Overall, there was little 

consistency in regression coefficients across both surveys. For 

example, in MIDUS, the highest level of education was the  

predictor with the largest effect on attrition, whereas the level of 

education was not among the most important predictor variables 

in pairfam. Age had a negative effect on attrition in MIDUS (i.e., 

older participants were more likely to participate again) and a 

positive one in pairfam. In pairfam, the migration background was 

the second-most important variable, whereas in MIDUS migra-

tion background played no significant role in predicting attrition.

Discussion

High rates of systematic attrition can lead to biased results of 

studies using longitudinal data (Heffetz & Reeves, 2019; Little & 

Rubin, 2002). We argued that the optimal way to deal with attri-

tion is to prevent it as best as possible, for example, with target-

specific incentives. To achieve this goal, predicting attrition in 

future survey waves is more important than explaining possible 

underlying causal relationships of attrition. Thus, we focus on the 

prediction of attrition using machine learning algorithms in a 

Figure 2. Balanced Accuracies for Predicting Attrition in MIDUS and pairfam. The boxplots represent the interquartile range, the solid line 

represents the median, and the whiskers 1.5 times the interquartile range. Balanced accuracy values of 200 randomly selected values are displayed as 

jittered distribution on the right with outliers as triangles. 

https://osf.io/usjr7/
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longitudinal validation framework. The results of this study 

showed that the issue of attrition cannot be easily solved by 

applying more complex statistical models, that is, GBM did not 

outperform logistic regression analyses in predictive accuracy.

From a practical point of view, a central question is which 

strategy in dealing with attrition—target-specific incentives, 

equal distribution of incentives, over- or refreshment sampling—

is most promising or cost-effective. The answer to this seemingly 

straightforward question depends on several parameters. For the 

following thought experiment, we focus on three of these param-

eters: (a) the overall available resources, (b) the percentage of 

participants who remained instead of dropping out, and (c) the 

positive predictive value of a prediction model. Let us assume 

that there is a budget of €20,000 available to implement retention 

measures to retain as much as possible of 1,000 (of 4,000) par-

ticipants that are at risk of dropping out at a next survey wave. As 

a first strategy, one could prophylactically provide all 4,000 par-

ticipants with incentives worth €5 such as sending thank you and 

birthday cards. With small investments per person, assuming a 

persuading effect of 5%, 50 of 1,000 at-risk participants could be 

converted.

A second approach could be to incentivize only those partici-

pants identified at risk of dropping out by a predictive model with 

€50 and assume that this will have the desired effect (staying 

active participants in the study) on 50% of them. The success of 

this second strategy depends on the predictive accuracy of the 

model. Within the budget of €20,000, using a perfect prediction 

model (positive predictive value = 1), it would be possible to  

persuade 200 participants to stay in the study (i.e., €20,000 / 

€50 = 400 participants, all of them get correctly flagged and 

funded, and half of them get convinced to stay). A model with a 

positive predictive value of .40 (as in our results for MIDUS) 

would still result in 80 participants (i.e., €20,000 / €50 = 400 par-

ticipants, 40% of them get correctly flagged and funded, and half 

of them get convinced to stay). With a dropout rate of 25%, a 

model that is as accurate as random guessing would have a posi-

tive predictive value of .25 and result in 50 convinced partici-

pants (i.e., €20,000 / €50 = 400 participants, 25% of them get 

correctly flagged and funded, and half of them get convinced to 

stay). Thus, even small increments in positive predictive value 

translate into more successful retention of participants. However, 

there is no one-size-fits-all strategy that researchers must apply, 

rather the conditions of the individual longitudinal study have to 

be taken into account.

A third approach to deal with attrition could be to renounce 

the attempt of persuading participants and to sample new partici-

pants to replace all dropouts (refreshment). The cost of this 

approach depends on the number of waves a participant has been 

active (because the participants’ “value” accumulates across 

study waves) and on the resources needed for an assessment 

(e.g., online surveys are more economical than extensive exami-

nations by medical professionals). However, retaining partici-

pants is always preferable over recruiting new ones (e.g., for 

analyzing intraindividual trajectories).

On the Generalizability of Prediction Models

The results concerning the variable importance were not general-

izable across studies. In the introduction, we proposed four 

dimensions of generalizability: item sampling, person sampling, 

time sampling, and method sampling. First, different items and 

operationalizations of the same constructs (e.g., education and 

occupation) could have led to differences in variable impor-

tances. But also different cultural contexts could have a moderat-

ing effect. For example, although the participants’ migration 

background was defined in the same way in both studies, it could 

have a diverging effect due to different cultural and political 

implications in the United States and Germany (e.g., Berry et al., 

2006). Second, the participants of MIDUS and pairfam already 

differed from each other at the respective baseline assessments. 

These different populations combined with the different topics of 

the panels also contributed to the nongeneralizability of effects: 

MIDUS is primarily concerned with midlife development of 

health and well-being, maybe leading to higher responding rates 

in older participants. In pairfam, younger nonsingle participants 

are more likely to participate again, which fits in with the fact 

that pairfam is a survey on partnership and family dynamics. 

Third, in MIDUS the survey waves are 9 years apart, whereas 

Table 1. Averaged Standardized Coefficients of the Logistic Regression Models.

No. MIDUS pairfam

Variable M SD Variable M SD

 1 Highest level of education −.30 .02 Full–time employment .24 .03

 2 Age −.27 .03 Migration background .19 .02

 3 Sex −.25 .02 Homemaker .15 .02

 4 Instrumental activities of daily living .19 .02 Number of household members −.13 .02

 5 Widow or widower .16 .02 Age .13 .03

 6 Separated .15 .02 Vocational training .11 .01

 7 Agreeableness .15 .02 Self-employed .11 .02

 8 Conscientiousness −.15 .02 Unemployed .11 .02

 9 Physical health, self-evaluated −.14 .02

10 Divorced .13 .02

11 Never been married .12 .02

12 Current employment—Retired −.12 .03

13 BMI −.12 .02

Note. MIDUS: Midlife in the United States; pairfam: Panel Analysis of Intimate Relationships and Family Dynamics. Regression coefficients <.10 are not displayed.
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pairfam has annual survey waves and therefore places a higher 

burden on the resources of participants. However, regardless of 

the mechanisms underlying these differences, a model developed 

using MIDUS data cannot be used to predict attrition in pairfam 

and vice versa.

In addition to this nongeneralizability across items and per-

sons, which also is true for cross-sectional studies, the nongener-

alizability across measurement occasions is a specific that 

complicates matters in longitudinal studies. There is a very plau-

sible explanation for this: If participants with certain characteris-

tics drop out more likely, some of them will be no longer active 

participants at the next survey wave, altering the population for 

which nonresponse is to be predicted at a following survey wave. 

Either the same predictors also contribute to the prediction of non-

response for the remaining individuals at future waves or their 

effects and importance also shift. The results of this study support 

the latter notion, that is, the reasons why people dropout change 

jointly with the participants. However, if one and the same model 

does not apply to or fit equally well for multiple survey waves, it 

is not useful for proactively planning survey retention strategies.

More Complex Models Are Not Better Suited 

to Predict Attrition

With respect to the last dimension of generalizability, the method 

sampling, the results are intriguing: The more complex data-

driven models did not lead to substantial incremental in predictive 

accuracy in comparison with simple, logistic models. From this, 

one can conclude that the effects are mostly linear and that for 

reasons of parsimony a less complex model is preferable over 

computationally extensive and harder to interpret algorithms. The 

question arises, however, why other recent studies using machine 

learning algorithms to predict survey attrition reported relatively 

high predictive accuracies (e.g., Kern et al., 2019; Zinn & 

Gnambs, 2020). There are two reasons: First, in studies reporting 

higher accuracies, the previous response status was used as a pre-

dictor variable that, on one hand, was the most important predictor 

variable. However, on the other hand, this information is not 

available in longitudinal surveys without temporal nonrespond-

ents (i.e., participants coming back at later study waves) as in this 

study. Second, it has been found that machine learning algorithms 

outperforming more simple models is often due to an insufficient 

distinction between training and testing samples (e.g., Jacobucci 

et al., 2021). In this study and in contrast to the traditional valida-

tion approach, we used a validation approach that also guarantees 

disjoint training and testing samples in a longitudinal context. 

Consequently, our predictive accuracies were lower.

To sum up, our rather strict approach at testing the accuracy of 

attrition models involving different survey occasions, two greatly 

differing longitudinal studies, and the comparison of a more 

basic modeling approach with a complex machine learning algo-

rithm shed light on seldom asked, let alone solved problems 

within survey retention research. Since attrition models could not 

be generalized across studies and measurement occasions and 

their predictive accuracies were low in general, there is no clear 

answer to the question how to best tackle the issue of longitudinal 

attrition. However, under specific assumptions, even models with 

relatively low accuracies could be a useful tool for targeted 

incentives and for survey planning.
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Predicting Lifetime Suicide Attempts in
a Community Sample of Adolescents
Using Machine Learning Algorithms
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Abstract

Suicide is a major global health concern and a prominent cause of death in adolescents. Previous research on suicide predic-

tion has mainly focused on clinical or adult samples. To prevent suicides at an early stage, however, it is important to screen

for risk factors in a community sample of adolescents. We compared the accuracy of logistic regressions, elastic net regres-
sions, and gradient boosting machines in predicting suicide attempts by 17-year-olds in the Millennium Cohort Study (N =

7,347), combining a large set of self- and other-reported variables from different categories. Both machine learning algo-

rithms outperformed logistic regressions and achieved similar balanced accuracies (.76 when using data 3 years before the
self-reported lifetime suicide attempts and .85 when using data from the same measurement wave). We identified essential

variables that should be considered when screening for suicidal behavior. Finally, we discuss the usefulness of complex

machine learning models in suicide prediction.
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According to the latest report of the World Health

Organization (WHO, 2021) on adolescent mental health,

suicide is the fourth leading cause of death in people

aged 15 to 29 years worldwide. A recent cross-cultural

meta-analysis including 686,672 children and adoles-

cents estimated the lifetime prevalence for suicide

attempts to be 6%, and for suicide ideation, 18% (Lim

et al., 2019). Even at the early age of 9–10 years, 8.4% of

7,944 children interviewed in the US-based Adolescent

Brain and Cognitive Development study reported having

past or current suicide ideation and 1.3% confirmed

attempted suicides (Janiri et al., 2020). Non-fatal self-

harm and previous suicide attempts considerably

increase the risk of subsequent suicide attempts

(Beckman et al., 2018; Geulayov et al., 2019; Iorfino

et al., 2020), making it crucial to better understand the

factors associated with suicidal behaviors at an early age

to prevent enhanced risk of deaths by suicides.

However, previous efforts to predict suicide were often

unsatisfactory, mainly because effect sizes of individual

factors that have been shown to correlate with suicidal

behaviors were only small to moderate (Franklin et al.,

2017).

To address the multitude of small factors contribut-

ing to suicidal behavior, more recent studies argued for

the use of advanced modeling techniques in the

prediction of suicidal behaviors and thoughts (e.g., Fox

et al., 2019; Huang et al., 2020). Machine learning (ML)

algorithms can incorporate many and potentially colli-

near predictors and, therefore, constitute a useful tool

for reflecting or condensing the complex processes

including a myriad of factors and multiple phases that

lead to suicide. Most previous studies using ML algo-

rithms to predict suicidal behaviors included adult or

clinical samples, whereas studies trying to predict suicide

risk in non-clinical adolescent samples are rare (e.g.,

Bernert et al., 2020). However, for assessing the occur-

rence of and potentially preventing further escalations

of adolescents’ suicidal behaviors, it would be pivotal to

understand which factors are associated with suicidal

behavior in the general population of adolescents rather

than those in treatment or hospitalized due to self-harm

(e.g., Beauchaine et al., 2019). With this study, we try to

predict self-reported lifetime suicide attempts in 17-year-

old adolescents using a representative community
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sample from the longitudinal Millennium Cohort Study

UK (MCS; Joshi & Fitzsimons, 2016). Besides logistic

regression as a baseline model, we used ML algorithms,

namely elastic net regressions (e.g., Zou & Hastie, 2005)

and gradient boosting machines (GBMs; Friedman, 2001)

to integrate a large number of variables in our prediction

model to account for the multitude of potential risk fac-

tors and compare classification accuracy and stability

across different time intervals. Furthermore, we examine

whether specific variable categories such as mental health,

drug use, personality, and so forth are important for the

prediction of lifetime suicide attempts, which would ren-

der them informative for public screening.

Suicide as a Complex Interplay of Various

Facilitating Factors and Acute Risk

In the following, we will discuss aspects impeding an

accurate prediction (and potential prevention) of suici-

dal behaviors in adolescents: (a) the very heterogeneous

pool of individual risk factors with small effects, (b) the

low prevalence of suicide attempts and deaths by sui-

cide, and (c) the difficulty in exactly pinpointing the tim-

ing of suicidal behaviors. Within a comprehensive meta-

analysis on risk factors for suicidal thoughts and beha-

viors by Franklin et al. (2017), previous self-harm has

been shown to be the strongest predictor of suicide

attempts across all age groups. The authors summarized

the research of the last 50 years, stating that individual

effects of various predictor variables across 16 categories

(including internal and external psychopathology, nor-

mative personality, demographics, physical illness or

social factors) have been small, and the prediction of sui-

cide attempts was unsatisfactory (with weighted area

under the curve [AUC] values of .49–.61). Nevertheless,

there is ample research including multiple meta-analyses

on so-called warning signs or risk factors of suicidal

behaviors. Factors that have been meta-analytically

shown to enhance the risk of suicidal behaviors include

accumulated childhood adversity (Björkenstam et al.,

2017), perfectionism (Smith et al., 2018), sleep problems

(Kearns et al., 2020), hopelessness and depression

(Ribeiro et al., 2018), anxiety sensitivity (Stanley et al.,

2018), as well as mental disorders in general (Too et al.,

2019).

Hawton et al. (2012) assigned previously identified

risk factors of self-harm and suicide in adolescents into

three broad categories: sociodemographic and educa-

tional (e.g., sexual orientation or low socioeconomic sta-

tus), negative life events and family adversity (e.g.,

parental death, parental mental disorder, or bullying),

and psychiatric and psychological (e.g., low self-esteem,

perfectionism, or hopelessness). Similar factors have

been reported for suicides of adolescents occurring

between April 2019 and April 2020 based on death

reviews (i.e., professional mandatory data collection on

causes of death of all children younger than 18 years in

England), namely household functioning, mental and

physical health, loss of or conflict with key relationships,

risk-taking behavior, drug misuse, problems with the

law, abuse and neglect, bullying, problems at school,

social media and internet use, and sexual orientation/

gender identity (National Child Mortality Database

[NCMD], 2021). The combination of small effects and a

low prevalence rate of suicides in children and adoles-

cents (e.g., 1.8 per 100,000 in children aged 9–17 years in

2019 in England; NCMD, 2021) renders modeling sui-

cide risk complicated, often resulting in low positive pre-

dictive values, that is, the proportion of true suicides or

suicide attempts of all cases that are classified as such

(e.g., Belsher et al., 2019). The prediction of suicide is

further complicated by the low specificity of potential

risk factors such as bullying, so that even among the

group of adolescents affected by multiple risk factors,

the vast majority will not attempt or die by suicide.

Another aspect worth considering in the prediction of

suicide attempts in adolescents is that rates of suicidal

behaviors differ across age within childhood and adoles-

cence. For example, in England during the period of

April 2019 to April 2020, 46% of all children’s and ado-

lescents’ suicides occurred in 17-year-olds (compared to

16% in 15- and 16-year-olds and 22% in the group of

14-year-olds and all younger children). An overview of

global deaths by suicide showed a similar trend

(Naghavi et al., 2019). In 10- to 14-year-olds, the rate

was 1.3 per 100,000. This number increases to 8.4 per

100,000 in 15- to 19-year-olds, demonstrating a sharp

increase in self-harming and suicidal behaviors in the

phase of later adolescence. Research on the developmen-

tal course of risk factors of suicide attempts suggests

that while there are factors (e.g., previous self-harm, psy-

chological distress) that enhance suicide risk across age

groups, there may also be factors that are particularly

relevant for specific age groups. For example, Lear et al.

(2020) examined whether risk factors for suicide ideation

and suicide attempts differed between middle school

(aged 11–14 years) and high school students (aged 14–18

years) and found that general psychological distress was

associated with suicide attempts in both groups, whereas

feeling unsafe at school, lacking family involvement,

and community disorganization were only significantly

associated with suicide attempts in middle school stu-

dents. The authors propose a higher dependence on fam-

ily or other adults in general for middle school students

as an explanation for this finding.

2 Assessment 00(0)



Predicting Suicidal Behaviors Using

Machine Learning Algorithms

The usefulness of ML algorithms in suicide research is

controversial (e.g., Siddaway et al., 2020). On one hand,

there is evidence for an enhanced predictive accuracy by

ML models on suicide compared to less complex models

such as logistic regressions (Burke et al., 2019). In addi-

tion, a recent meta-analysis encourages the notion that

ML algorithms outperformed theory-driven predictions

of suicide ideation, attempts, and deaths by suicide in

longitudinal studies (Schafer et al., 2021). On the other

hand, although statistical predictions overall slightly

outperform clinical predictions (e.g., Ægisdóttir et al.,

2006; Grove et al., 2000), this increased predictive accu-

racy comes at the cost of lower interpretability.

Moreover, the fact that positive predictive values are still

rather low, even in models using high-risk, clinical sam-

ples (Belsher et al., 2019; Kessler et al., 2019), raises

questions about their practical usability. In addition,

some researchers emphasized the methodological pitfalls

that can occur in estimating complex models including

non-linear and interaction effects, possibly leading to

biased results (e.g., Jacobucci et al., 2021). In summary,

ML algorithms might be useful for regularization in

data-driven analyses when there is a plethora of (inter-

twined) variables, but it is necessary to ensure the gener-

alizability of the ML-based results.

Table 1 provides an overview of five recent studies that

use ML algorithms to predict suicide attempts in commu-

nity samples including adolescents or young adults. Some

characteristics of these studies make it difficult to compare

and summarize the results. First, the studies operationa-

lize the outcome ‘‘suicide attempt’’ differently in terms of

time frame (e.g., last week, last 12 months, or lifetime) or

whether attempts are combined with suicidal thoughts.

Second, although we solely included studies with adoles-

cent or young adult samples, age varies widely within

studies (up to 16 years) and across studies. Third, different

methodological approaches regarding model validation,

handling of missing data, and handling of unequal group

sizes further complicate an unbiased comparison. Bearing

these constraints in mind, one main finding across all five

studies was the importance of previous suicidal thoughts,

suicide attempts, or self-harm when predicting suicidal

behaviors, which is in line with recent meta-analyses (e.g.,

Franklin et al., 2017). Variables reported as important

predictors beyond previous self-harm largely depended on

the settings of the respective study. For example, van

Mens et al. (2020) stated that their variable set was limited

insofar as it only comprises psychological risk factors

although demographics, lifestyle behaviors, or victimiza-

tion have been shown to be influential in the other four

studies.

Predictive accuracies varied across studies, modeling

approaches, and outcome type (e.g., balanced accuracies

between .51 and .87), and there was no clear picture as

to whether more complex algorithms that allow for non-

linear or interaction effects (e.g., random forest or gradi-

ent boosting) necessarily lead to more accurate predic-

tions than (regularized) linear regressions. This was

often due to a lack of explicit comparison between the

respective ML algorithms and simpler approaches.

Another methodological shortcoming of four out of five

studies presented in Table 1 concerns the lack of inde-

pendent or unbiased model validation. The most rigor-

ous way of quantifying the predictive accuracy of a

model–validation with independent data of an entirely

new study (Dwyer et al., 2018)—was not used in any of

the studies. In three of the five studies, the full data were

split into training and testing data sets, a less optimal

but still much-used strategy in ML (e.g., Christodoulou

et al., 2019). However, in two of those studies, the

authors divided their sample only once. In these cases,

ML models tend to fit to the noise in the training data,

especially when the features-sample size ratio is high

(e.g., Vabalas et al., 2019). Thus, predictive performance

and regression coefficients might unduly depend on

chance, that is, on which persons were sampled into

training or testing data. To minimize this bias and

obtain a more robust estimate of predictive accuracy,

the procedure needs to be repeated many times.

The Present Study

In this study, we aim to predict self-reported lifetime sui-

cide attempts by 17-year-old adolescents using data

from the longitudinal MCS. We rely on a large set of

predictor variables from self-reports and other reports

by adolescents and their families covering 14 categories

including physical and mental health, drug use, victimi-

zation, personality, or future goals (see Table 2).

Generally, we use the term predict in a statistical fashion,

that is, as a statistical abstraction of the relation between

a set of variables (predictor variables) and an outcome.

We do not imply a causal relationship or a strict tem-

poral order.
1

This study pursues three goals.

First, we investigated to what extent it is possible to

predict self-reported lifetime suicide attempts using ML

algorithms. In doing so, we compared the predictive

accuracy of elastic net regressions and GBM with logis-

tic regressions. The overarching goal of regularized

regressions is to avoid overfitting by penalizing too com-

plex models (e.g., Cox et al., 2020). Elastic net regression

finds a compromise between least absolute shrinkage

and selection operator and ridge regressions to strike a

balance between minimizing the sum of squared weights

(assigning variables small but non-zero weights) and the

Jankowsky et al. 3
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sum of absolute weights (leading to models with many

variables given weights of zero). In contrast to logistic

regressions and elastic net regressions, GBM algorithms

allow for the integration of non-linear and interaction

effects without making a priori assumptions on specific

functions between predictor variables and the outcome

(James et al., 2017; Schroeders et al., 2022). When pre-

dicting suicidal behaviors, many potential moderators

are conceivable. King et al. (2014), for example, advo-

cated the necessity of compiling and validating suicide

screenings separated by gender because they only found

a relation for suicide ideation and subsequent suicide

attempts within a year after hospitalization for girls. In

addition, initial findings from the MCS suggested that

there are inequalities in the prevalence of psychological

distress and suicidal behaviors across gender, ethnicity,

sexual orientation, and socioeconomic status for 17-

year-old adolescents (Patalay & Fitzsimons, 2020). In

this report, differences between gender groups and sex-

ual orientation were highlighted: More than twice as

many girls than boys confirmed a previous suicide

attempt (10.6% vs. 4.3%), and for LGB+ adolescents,

the rate was even higher (21.7%). It, therefore, seems

worthwhile to incorporate these and other potential

moderating effects into the prediction of suicidal beha-

viors in adolescents.

Second, we also investigated if it is possible to predict

lifetime suicide attempts 3 years before they were

reported. Although there was no information available

on the exact timing of the lifetime suicide attempts, given

the prevalences described above, we assume that the

large majority of suicide attempts occurred after the

adolescents turned 14 years of age. For the prediction of

future suicide attempts based on electronic health

records, Walsh et al. (2017) found that accuracy

improved as the assessment of predictors and suicide

attempts was closer in time. It is likely that this finding

generalizes to other longitudinal studies such as the

MCS. Thus, we also examined the extent to which pre-

dictions get more accurate when predictors and outcome

were assessed at the same measurement wave as com-

pared to 3 years ahead of time.

Third, we provided an overview of the relative vari-

able importances across models and discussed potential

patterns or groupings of predictors of suicide attempts

that could inform future theory-building or systematic

screenings. We also scrutinized if variable importances

shift between models using different variable sets and

time frames. Using a longitudinal data set, we avoided

typical problems of cross-sectional data, that is, poten-

tial changes in the variable importance would indicate

that models on suicide need to account for the specific

developmental stages of children and adolescents.

This study was not preregistered. All analyses are

exploratory; we had no specific prior hypotheses regard-

ing the three aforementioned goals or research questions

apart from the respective rationales we presented (see

also Wagenmakers et al., 2012).

Method

Sample

The MCS UK (Joshi & Fitzsimons, 2016) is a longitudi-

nal cohort study comprising 18,818 children born in the

United Kingdom in 2000–2001. Participants were

sampled from clusters of electoral wards, with ethnic

minorities being disproportionally stratified. We used

data from the sixth (conducted in 2015, n= 11,872) and

seventh (conducted in 2018; n = 10,757) measurement

Table 2. Predictor Categories With Example Items.

Category Topics of example items

Number of predictors

Model 1/2 Model 3

Activities Going to the cinema 24 31
Attitudes Attitudes concerning gender equality 12 19
Behavior Misbehaving in lessons 22 18
Demographics Current legal marital status 37 39
Drug use Smoking e-cigarettes 16 22
Emotion & motivation Hating oneself 34 40
Family Parent working long hours 50 48
Future goals Estimated likelihood of attending university 3 12
Mental health Currently treated for depression or anxiety 16 38
Offenses (illegal) Ever been arrested 21 27
Personality Conscientiousness 39 83
Physical health Having diabetes 59 58
Sexuality Having had sexual intercourse with another young person 17 20
Victimization Being hurt or picked on by other children 7 17

Jankowsky et al. 5



waves in which the participants were 14 and 17 years

old, respectively. Both measurement waves have been

approved by research ethics committees (ref 13/LO/1786

and 17/NE/0341). We used all cases for which the ado-

lescents’ interview at the seventh measurement wave was

available (n = 10,345), included only one child per fam-

ily (n = 10,238), and discarded all cases in which the

outcome variable (‘‘Have you ever hurt yourself on pur-

pose in an attempt to end your life?’’) was missing

(resulting in n = 9,723). Finally, we only included ado-

lescents whose self-reports and other reports (in 99.4%

reported by one of the parents) were available in both

Waves 6 and 7 to avoid issues of attrition (Jankowsky &

Schroeders, 2022). This resulted in a total of n = 7,347

participants. To check whether there were systematic

differences between these 7,347 and the excluded cases,

we compared the correlations of all variables in the ado-

lescents’ interview to the outcome across both disjoint

samples. The averaged absolute difference between per-

son correlation coefficients was .03 (SD = .02).

Absolute differences ranged from 0 to .31 with a median

of .02. About 83% of the correlation differences across

samples were smaller than .05%, and 99% were smaller

than .10, which is often used as a rough upper limit for

small effect sizes (Gignac & Szodorai, 2016).

The gender ratio of this subsample was balanced;

3,571 (48.6%) of the adolescents were male. Families

with higher incomes were overrepresented within the

sample: In the sixth measurement wave, 10.6% of the

families were categorized in the lowest income quantile,

13.9% in the second-lowest, 19.3% in the middle, 26.4%

in the second-highest, and 29.7% in the highest. The

majority of adolescents (86.3%) were White, 1.0% were

of mixed race, 2.6% were Indian, 3.8% were Pakistani,

1.4% were Bangladeshi, 1.0% were Black Caribbean,

1.7% were Black African, and the remaining 1.9% were

summarized into an ‘‘other’’ category. For a more

detailed overview on participants’ demography, please

see Supplemental Table S1.

Measures

We selected a broad range of variables to predict self-

reported lifetime suicide attempts (overall N = 638).

For an overview, we present the categorization scheme

used to classify the predictor variables, together with

some example items and the overall number of predic-

tors in each category (Table 2). We used the raw data at

item level wherever available to fully capture any poten-

tial item effects in suicide prediction (e.g., McClure

et al., 2021). We dummy-coded all categorical variables

before the analysis using the first category as reference.

The outcome measure we used in the present analysis

was a single variable of the seventh wave assessing

lifetime suicide attempts (‘‘Have you ever hurt yourself

on purpose in an attempt to end your life?’’) coded as 0

for no and 1 for yes.

Statistical Analyses

We compared three different models for the prediction

of lifetime suicide attempts: The first included 357 vari-

ables from the sixth survey wave of the MCS in which

adolescents were 14 years old. Of these variables,

49.02% were answered by the adolescents’ parents, of

which 42.86% were other reports about their children.

In the second model, we updated wherever possible the

information of the seventh survey wave in which the

adolescents were 17 years old (i.e., for 153 of the 357

variables of the first model or 42.86%). In case a vari-

able was not surveyed again, the original values of the

sixth wave were taken. In the seventh survey wave, some

variables previously answered by parents were answered

by the adolescents so that the share of variables

answered by parents decreased to 43.31%, out of which

35.57% were other reports. The third model comprised

the same variables as the second model supplemented

with 139 variables that were only available within the

seventh wave (which were all self-reports by adolescents,

decreasing the share of variables answered by parents

within the third model to overall 31.57%). These newly

available variables predominantly fall into the categories

future goals, mental health, personality, and victimiza-

tion (see also Table 2). By including both the second and

the third models in our analyses, we were able to disen-

tangle the effects of time (i.e., more current information

likely being more predictive assuming the respective sui-

cide attempts were recent) and content (i.e., incremental

validity of newly added variables). All analyses were

conducted using the R package caret (Kuhn, 2008) as a

wrapper interface for modeling and prediction. We com-

pared the predictive accuracy of logistic regressions,

elastic net regressions (using the package glmnet;

Friedman et al., 2001), and GBM (using the package

gbm; Greenwell et al., 2019). All supplemental materials

including analyses scripts, supplemental figures, and a

list of all categorized variables are available at https://

osf.io/bycvd/. The data reported in this manuscript are

publicly available data from the MCS and can be

accessed after registration with the UKData Service.

For an unbiased model evaluation, we split the full

data into a training data set (80%) and an independent

testing data set (20%). Missing values were imputed sep-

arately for the training and testing data sets (i.e., after

the 80/20 split) using the k-nearest neighbors algorithm

implemented in caret. For most of the variables (about

80%), the amount of missingness was small (\5%), and

the average missingness was 4% across all variable sets.
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For model training, we used 10-fold cross-validation with

upsampling, which means that persons from the minority

group (i.e., suicide attempters) were upsampled to match

the size of the non-attempters in the training data set.

Upsampling is a common and robust procedure often

used to handle imbalanced data sets (e.g., Garcı́a et al.,

2012). Parameters for the elastic net regressions (the

shrinkage parameter l and the penalty parameter a; Zou

& Hastie, 2005) were tuned using a tuning length of 21.

GBM are tree-based ML algorithms that sequentially

combine multiple decision trees, also called ‘‘weak lear-

ner,’’ into an ensemble. Every new tree aims at fitting the

residual error of the previous one, leading to a potentially

better predictive performance. However, they also run the

risk of overfitting, which should be counteracted with sen-

sible hyperparameter tuning (e.g., McNamara et al.,

2022). For the gbm tuning parameters, we used the fol-

lowing settings: interaction depth of 1, 2, 3, or 4; a mini-

mum leaf size of 5, 10, 20, or 50; a sequence of shrinkage

values between .051 and .201 using steps of .01; and five

different numbers of trees (50, 100, 150, 300, and 500).

To evaluate the classification into adolescents who

ever attempted suicide vs. adolescents who never

attempted suicide, we report the balanced accuracy

(the mean of sensitivity and specificity), sensitivity,

specificity, and the positive predictive value. In our

analyses, sensitivity represents the ratio of correctly

identified attempters to all attempters. Specificity rep-

resents the ratio of correctly identified non-attempters

to all non-attempters, and the positive predictive value

represents the proportion of true attempters out of all

adolescents who were flagged as attempters. All

indices were calculated for each testing data set across

100 iterations of splitting the data into training and

testing data.

Results

Overall, 502 of the 7,347 seventeen-year-old participants

(6.83%) indicated that they had hurt themselves on pur-

pose in an attempt to end their life at some point in their

life. In the following paragraphs, we first present how

accurately this outcome could be predicted by the three

different models described above. In a subsequent step,

we examine which variables predict these self-reported

lifetime suicide attempts and whether the set of the most

predictive variables varied across models.

Figure 1 shows the balanced accuracies of 100 itera-

tions of logistic regressions, elastic net regressions, and

GBM for three models. The first one used data from the

sixth wave of the MCS including 14-year-olds (Model 1:

14 years). In the second model (Model 2: 14 years

updated), all variables of the first model were updated if

the information was available in the seventh wave, oth-

erwise the original variable was kept in the data set.

Finally, the third model (Model 3: 17 years) used vari-

ables of the seventh wave that were not available in the

previous assessment in addition to the variables of

Model 2. Considering only the predictive accuracy

within the testing data sets across all models, elastic net

regressions and GBM models achieved similar averaged

balanced accuracies (ABAs) (.76 and .76 for Model 1,

.83 and .82 for Model 2, and .84 and .85 for Model 3,

respectively), whereas the predictions with logistic

regressions were clearly less accurate (ABA of .69 for

Model 1, .75 for Model 2, and .73 for Model 3). This

can be explained by the fact that, even with a relatively

large sample (with a testing sample of 1,470 adoles-

cents), the logistic regressions were highly overfitted

with differences of .19, .18, and .23 in ABA between

training and testing (see Figure 1, panel A). Overfit was

Figure 1. Balanced Accuracies for Predicting Suicide Attempts in Adolescents
Note. The boxplot reflects the interquartile range, the solid line represents the median, and the whiskers 1.5-times the interquartile range of 100

iterations. Balanced accuracies are displayed as jittered distribution on the right.
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less pronounced for the GBM models (differences of .07

for all models; Figure 1, panel C) and smallest for the

elastic net regressions (differences of .03, .02, and .03;

Figure 1, panel B), showing that both ML algorithms

efficiently used regularization to handle the large num-

ber of predictor variables.

Irrespective of the specific algorithm, the above-

described ABAs also show that predictions were more

accurate for models using variables that were assessed at

the same time as the self-report information on lifetime

suicide attempts than for models that relied on data

from the 14-year-olds only. There was only a negligible

difference in the averaged predictive accuracy between

Model 2 andModel 3 which both used data from the 17-

year-olds. Temporal proximal predictors thus led to

higher accuracies than distal ones (again, assuming that

the lifetime suicide attempts were more closer in time to

the second measurement wave we used in this study).

Adding variables that were only available in the assess-

ment of the 17-year-olds—predominantly variables

about future goals, mental health, personality, and

victimization—had overall little incremental predictive

value.

Figure 2 shows a comparison of the specificities, sen-

sitivities, negative predictive values, and positive predic-

tive values across the three modeling algorithms for

Model 3 (for a similar overview of Models 1 and 2, see

Figure S1 and S2). Averaged specificities in the testing

data set (.91 for logistic regression, .88 for elastic net

regression, and .90 for GBM) were generally higher than

sensitivities (.56 for logistic regression, .81 for elastic net

regressions, and .80 for GBM), meaning that the group

Figure 2. Specificity, Sensitivity, and Negative and Positive Predictive Values for Predicting Suicide Attempts in Adolescents in Model 3
Note. LogReg = logistic regression, Enet = elastic net regression, GBM = gradient boosting machines. The boxplot reflects the interquartile range, the solid

line represents the median, and the whiskers 1.5-times the interquartile range. Specificities (A), sensitivities (B), negative predictive values (C), and positive

predictive values (D) are displayed as jittered distribution on the right.
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of non-attempters could be detected more accurately

than those who did report suicide attempts irrespective

of the modeling approach. Although there were minor

differences in specificity between algorithms, sensitivity

was much lower for the logistic regression. Averaged

negative predictive values were high irrespective of mod-

eling algorithm (.97 for logistic regression, .97 for elastic

net regressions, and .98 for GBM), indicating that nearly

all who were classified as not at risk were correctly iden-

tified as such. The average positive predictive value or

precision was lowest for the logistic regressions (.30),

higher for the elastic net regressions (.33), and highest

for GBM (.36), indicating that, even in the best model,

only about one third of all flagged respondents is cor-

rectly identified as suicidal (i.e., the flagging was false in

two thirds of the cases).

To sum up, using all available variables for 17-year-

olds, it was possible to detect over 80% of adolescents

who ever attempted suicide. Moreover, there were no

significant differences in predictive accuracy between the

elastic net models and GBM models in our study, con-

tradicting earlier findings in suicide prediction. Because

the training model of the elastic net regressions showed

the least overfit (or in other words, is likely most trans-

ferable to unseen data) and tree-based ensemble models

tend to be less straightforward to interpret (Cox et al.,

2020), in the following paragraphs, we will focus on the

variable importance of the elastic net regressions.

However, we will also present variable importance of

the GBM models for comparison and as a robustness

check of our results.

Important Variables in Predicting Suicide Attempts

In Figure 3, we show the 10 largest averaged standar-

dized regression coefficients of the different elastic net

regressions to indicate their importance in the prediction

(for the 50 most important predictor variables per

model, see Figure S3–S5). Because the differences

between the effects of individual variables were often

small, the rank order should not be given too much

weight. Nonetheless, we provide a short overview of

which categories were most predictive. In the following

paragraphs, we will summarize three major points:

First, the most important variables across the three

models by far were indicators of previous self-harm. The

question arises as to what extent algorithms that can

incorporate several hundreds of variables have incre-

mental value over a simple decision rule that classifies

every adolescent who ever showed previous self-harming

behavior as ‘‘at risk’’ (e.g., Van Vuuren et al., 2021).

Using such a single-item decision rule (i.e., classifying

every 17-year-old who confirmed previous self-harm at

14 years of age as ‘‘at risk’’), balanced accuracy was only

slightly lower than that in the first model (.74 vs. .76),

but sensitivity was substantially lower (.59 vs .69). Thus,

in our study, such a simplified decision rule would be

less sensitive than using ML algorithms with all infor-

mation available.

Second, if we categorize the most important predic-

tors across all models, these were (in descending order),

mental health, emotion and motivation, drug use, sexu-

ality, demography, victimization, physical health, per-

sonality, attitudes, and behavior. Out of the category

emotion and motivation, ‘‘thinking not to be loved’’ and

Figure 3. Averaged Standardized Regression Coefficients as

Indicators of Variable Importance
Note. The variable’s category is given in parentheses following the

respective label. MENH = mental health; EMOT = emotion and

motivation; ATTI = attitudes; PERS = personality; BEHA = behavior;

DRUG = drug use; DEMO = demographics; SEXU = sexuality; PHYS =

physical health; VICT = victimization. The asterisk (*) denotes newly

added variables in Model 3.

Jankowsky et al. 9



‘‘feeling to be no good anymore’’ as indicators for loneli-

ness and low self-esteem were among the 10 most impor-

tant predictors irrespective of model. Of the 30 most

important predictors (10 per model), all but two vari-

ables of the first model (‘‘smoking’’ and ‘‘bullying’’) were

self-reports by adolescents. Third, for some variables, a

shift in importances across the three models can be

detected, that is, different categories of variables were

specifically important for the prediction of lifetime sui-

cide attempts at a specific point in time. For example, in

Model 3, variables of the categories mental health and

emotion and motivation were among the 10 most impor-

tant predictors, while these variables were not as impor-

tant at an earlier developmental stage. This shift can

probably be explained by the more fine-grained and reli-

able assessment of self-harm (cutting or stabbing and

taking an overdose were ranked first and third) and the

inclusion of the six items of the Kessler Psychological

Distress Scale (Kessler et al., 2002) in the assessment of

the 17-year-olds (see the variables asking about feelings

within the last 30 days in Figure 3). Looking at the 50

most important variables in each model (for an over-

view, see Supplemental Figures S3–S5), some variables

of the categories sexuality, drug use, illegal offenses, or

victimization also tended to gain significance across

adolescence. It should be noted that this is also due to

the fact that the prevalences of these behaviors signifi-

cantly increase within the given age range (e.g., sexual

intercourse with a peer).

Supplemental Figures S6–S9 show the 10 or 50 most

important variables for the GBM models. Overall, the

overlap in important variables was large across model-

ing approaches: Out of the 10 most important variables

of the elastic net models, 60% (Model 1), 70% (Model

2), and 90% (Model 3) were also among the 10 most

important variables of the GBM models, and all those

10 (for all models) were among the 50 most important

variables of the GBM models. Regarding the 50 most

important variables, overlap between elastic net and

GBM models was at 68% (Model 1), 80% (Model 2),

and 70% (Model 3), with more deviations for lesser

important variables (which can be expected due to the

very small differences in effects and, thus, unstable rank

order among the lesser important variables). All in all,

the conclusions we derived of the elastic net results

about important variable categories equally apply to the

GBMmodels.

Discussion

Every death by suicide in adolescence is a tragedy. Being

able to accurately model and better understand suicidal

behaviors in adolescents is literally a vital goal as factors

relevant in predicting lifetime suicide attempts of 17-

year-olds could also be relevant for preventive screening

tools when implemented at earlier ages. Beauchaine

et al. (2019, p. 643) argued for interventions to take

place even in childhood since ‘‘early starters exhibit

greater frequency of non-suicidal self-injury, use more

diverse and dangerous methods, and are hospitalized

more often than later starters.’’ Screenings with clear-cut

decision rules such as the Oxford Mental Illness and

Suicide Tool (Fazel et al., 2019) have been specifically

developed for adult and clinical samples. However, they

mainly address samples with severe mental disorders

(e.g., schizophrenia spectrum or bipolar disorder), and

they usually require some clinical expertise. In this study,

we tried to narrow down the range of potentially relevant

variables in predicting lifetime suicide attempts in 17-

year-olds in the United Kingdom using self-reports and

other reports as typically administered in large-scale panel

studies. Generally, the predictive accuracy in the current

investigation was higher than that in most other similar

studies analyzing adolescent community samples (see

Table 1 for a point of comparison). Overall, we evidenced

that it is possible to accurately model lifetime suicide

attempts using data from longitudinal (household) panels

although the variables were not specifically included for

this purpose (i.e., for assessing constructs known or

hypothesized to affect suicidal behaviors, such as in van

Mens et al., 2020). Results of studies like ours can provide

valuable information on what variables might enhance

lifetime suicide attempts screenings for adolescents.

In any classification task, researchers have to decide

whether to consider sensitivity and specificity equally—

as we did in the present study—or to optimize one

metric at the cost of the other. Regarding suicide

attempts by adolescents, undoubtedly the false negative

rate (= miss rate) should be as low as possible, which is

equal to having a high sensitivity. Overall, we found that

non-attempters could be predicted more accurately than

attempters, that is, specificity was higher than sensitivity

for all models. Adding new variables from the assess-

ment of the 17-years-olds (Model 2 vs. Model 3) did not

significantly change sensitivity but led to higher specifi-

city, thus reducing the number of false alarms. Whether

false alarms are problematic depends on the conse-

quences that will be drawn from the modeling. For

instance, low-cost brief-contact interventions or infor-

mation materials could easily be provided broadly to

adolescents with a high risk score, and false alarms

might pose less of an issue in these low-threshold offers.

However, it has been meta-analytically shown that brief-

contact interventions only slightly reduced the overall

number of repeated self-harm incidents per person and

not the odds of death by suicide (Milner et al., 2015). In

contrast, more extensive (and possibly more effective)

interventions such as individual cognitive therapies
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(Zalsman et al., 2016) are more expensive and are only

available to some individuals. To use personnel and

financial resources adequately, it is thus essential to offer

help to the most vulnerable adolescents, which is analo-

gous to high specificity and a positive predictive value.

On a side note, if researchers were to inform parents of

each adolescent with a (very) high risk score, false

alarms could also lead to additional burden on adoles-

cents and parents, irritation, or subsequent underreport-

ing of suicidal behaviors (see Kleiman et al., 2019 for a

similar argument in real-time monitoring).

The How and the When of Suicide Screening

In the present analyses, our prediction could not draw

upon data of a strict temporal order. Rather we modeled

any adolescents’ suicide attempts (depending on the

model either fully or partly past) and examined variable

categories that were especially informative, making them

promising candidates for the inclusion in screening

instruments for overall lifetime suicide risk. Our results

are in line with previous research on suicide risk (e.g.,

Franklin et al., 2017; Hawton et al., 2012), with the most

informative variables including previous self-harm, men-

tal and physical health problems, victimization, lack of

future goals, drug misuse, atypical or negative sexual

experiences (in relation to a specific developmental

phase), and psychological constructs covering distress

including feelings of hopelessness, loneliness, thwarted

belongingness, and low self-esteem. Reassuringly, the

predictors that were important in our study are overall

similar to those already included in established tools for

the assessment of suicide risk in adolescents (such as the

Tool for Assessment of Suicide Risk Adolescent Version

Modified; Kutcher, 2013), but our results also offer

some pointers as to how screenings for suicide risk in

adolescents could be improved. Broad screening tools

differ from typical suicide risk assessment: Risk assess-

ments in mental health facilities are often filled out by

clinicians. Moreover, the evaluation as to whether, for

example, an adolescent shows signs of anger or impul-

sivity is often done with a two- or three-level clinical rat-

ing scale. In contrast, we would recommend the

inclusion of a more fine-grained and often continuous

assessment of risk factors in self-report screening instru-

ments. Furthermore, including (more) open questions

about specific self-harming behaviors in broad screening

instruments might also add valuable information as we

found that different self-harming behaviors were associ-

ated with different risks of suicide attempts: Variables

such as cutting or stabbing oneself or taking an overdose

of pills were more informative than, for example, burn-

ing or bruising oneself. In line with this, Beckman et al.

(2018) also showed different odds for subsequent suicide

attempts depending on previous self-harming behaviors

(i.e., more ‘‘violent’’ methods such as hanging, drown-

ing, or jumping from a height led to higher subsequent

suicidal risk). In addition, the frequency of self-harming

behaviors should also be assessed as Ammermann et al.

(2017) found differences in relations to psychopathology

symptomology between individuals that self-harmed

more severely (i.e., more often) and those who report

five or less self-harming acts, even among individuals

who engaged in self-harming behaviors at least once.

The results of the present analyses are also interesting

with respect to what was not found: Apart from the

mental and physical health of parents, information given

by or about members of the adolescents’ family played

only a negligible role in the prediction of adolescents’

lifetime suicide attempts. The information provided

through other reports is thus not decisive in modeling

lifetime suicide attempts in adolescents, which is in line

with DeVille et al. (2020) who showed that caregivers

underreport suicidality and self-harming behavior in

their children: Eighty-eight percent of the caregivers had

no knowledge that their 9- to 10-year-olds reported pre-

vious suicide attempts. Thus, although self-reports per

se are prone to typical biases such as impression man-

agement, they are often a better source of information

when it comes to internal or self-evaluative processes,

especially in the absence of additional hard facts such as

clinical records. Previous studies on adults repeatedly

showed that diagnosed mental disorders are prominent

risk factors of suicide (e.g., Cavanagh et al., 2003),

which was not the case for the present sample of 14-

year-olds. A possible explanation is that mental disor-

ders are usually not diagnosed at this young age, a situa-

tion which especially holds true for the 14-year-olds and

might change in the future with the Diagnostic and

Statistical Manual of Mental Disorders, fifth edition, and

a stronger developmental perspective of mental disor-

ders (Clark et al., 2017). But it also shows that the signif-

icance of the predictor sets varies with age. Accordingly,

preventions should be tailored to specific phases of

development. Although there were many similarities in

the variable importances across models, specific vari-

ables on sexuality, victimization, offenses, or drug mis-

use were more important for the 17-year-olds or only

available for 17-year-olds. These behaviors have

largely different prevalence rates and, therefore, differ-

ent meanings for 14-year-olds compared to 17-year-

olds. Thus, it might be promising to include questions

that predominantly concern older adolescents (from a

normative view) in the assessment of younger adoles-

cents because they might point to an unusual or pro-

blematic behavior.
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Model Complexity Does Not Revolutionize Suicide

Prediction

A frequently highlighted advantage of tree-based ML

algorithms is the possibility of including non-linear

effects or interactions into prediction models without

the need for specifying a priori theoretical assumptions

about specific predictor variables and their relation to

the respective outcome. The idea that these algorithms

could lead to an increment in the prediction of suicide

behaviors is compelling and has already been put for-

ward by several recent studies (e.g., Fox et al., 2019;

Walsh et al., 2017). In our study, both ML algorithms

that use regularization (and are thus better equipped to

handle overfitting) achieved a higher predictive accuracy

than a simple logistic regression with all predictors. Our

results, thus, also emphasize that ML algorithms can

enhance accuracy in predicting suicide attempts.

However, using models that are capable of including

non-linear effects or higher-order interactions such as

GBM did not result in a more accurate prediction.

The lacking superiority of more complex models

might be attributed to different factors: First, we used a

model validation approach that strictly separates the

training data from an independent holdout testing data,

preventing information leakage between both data sets.

Jacobucci et al. (2021) convincingly demonstrated that

the higher predictive accuracies for suicidal behaviors in

tree-based algorithms such as random forests that have

previously been reported in the literature were largely

based on a specific validation approach called ‘‘opti-

mism bootstrapping’’ which can lead to inflated predic-

tive accuracies. In other words, previous results

demonstrating an advantage for more complex models

in suicide prediction should be treated cautiously, and

presumably the relations between predictor variables

and suicide attempts are mostly linear. Second, simula-

tion studies showed a measurement error can impact the

ability of tree-based algorithm to accurately depict the

non-linear effects or interactions contained in the true

model of simulated data. Accordingly, GBMmodels did

not achieve a higher prediction accuracy than linear

regressions when the measurement error was high (e.g.,

Jacobucci & Grimm, 2020; McNamara et al., 2022).

Given that we used many ‘‘fuzzy’’ psychological predic-

tors that are affected by measurement error (e.g., indica-

tors of emotions, feeling, or personality), similar issues

may have occurred in our data.

At first glance, our results might seem discouraging

for researchers aiming to use more-complex ML algo-

rithms to further the prediction of suicidal behaviors. In

fact, they only show that more complex models are no

silver bullet that will always guarantee enhanced predic-

tive accuracy but that ‘‘human’’ tasks such as trying to

reliably assess constructs of interest, conducting appro-

priate model validation, or selecting relevant predictors

are still important decisions for the researcher.

Limitations

We would like to discuss two limitations of our study

regarding the outcome variable, namely the single self-

reported indicator of lifetime suicide attempts (‘‘Have

you ever hurt yourself on purpose in an attempt to end

your life?’’). The first limitation concerns the fact that

lifetime suicide attempts were solely assessed for the 17-

year-olds without an indication of the exact time point.

Thus, it is not possible to rule out that some of these

self-reported suicide attempts happened even before the

first measurement wave we used for prediction, that is,

when participants were younger than 14 years.

However, suicide attempts become much more common

at later stages of adolescence (e.g., Naghavi et al., 2019).

For example, between 2019 and 2020, 78% of all adoles-

cents’ deaths by suicide in England occurred in 15- to

17-year-olds; thus, the majority of attempts in childhood

and adulthood will have occurred between the ages of 14

and 17 years. AlthoughModels 2 and 3 (which use infor-

mation only available after the respective suicide

attempts) clearly predict past suicide attempts, we

assume that Model 1 (which uses information from the

assessment of the 14-year-olds) largely predicts future

suicides. In addition, even predicting or rather modeling

past suicide attempts in adolescents can be a worthwhile

goal on its own and useful for prevention as it is a robust

finding that previous self-harming and suicidal behavior

is the strongest predictor of subsequent suicidal beha-

viors and, thus, enhances the risk of eventual deaths by

suicide.

The second limitation refers to using a single self-

report item. Hom et al. (2016) found that while all parti-

cipants of their study sample endorsed a previous suicide

attempt on a single-item self-report, only 60% had an

actual suicide attempt history when a multi-item assess-

ment and an in-person interview were conducted at fol-

low-up. In contrast, there are also studies highlighting

that some participants choose to not disclose their sui-

cide history but are at risk (e.g., Podlogar et al., 2016) or

underreport previous self-harming behavior (e.g.,

Khazem et al., 2021). Thus, correct disclosure of sensible

personal information in self-reports also impacts the

validity of the outcome variable. In addition, if suicidal

behaviors are assessed with a single item, the item word-

ing can substantially impact overall endorsement rates.

Ammerman et al. (2021) found that item wording

impacted endorsement consistency across a range of

questions on suicide ideation, planning, and attempts as

well as across different time frames. However, asking
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about lifetime suicide attempts such in our study was

least affected by item wording.

Potential Future Research Directions

With respect to the aforementioned limitations, it would

clearly be desirable to include additional information

such as a detailed medical record or the history of previ-

ous suicide attempts of an individual into the model.

Such information was not available in the present data

set but might exist for samples at risk of attempting sui-

cide (e.g., patients with post-traumatic stress disorder,

Bryan, 2016, or military personnel, Rozek et al., 2020).

In addition, regarding the prediction of the exact time of

suicidal behavior, the 3 years of the present study are

too wide an interval to achieve the ultimate goal of pre-

venting deaths by suicide on an individual level.

However, we argue that suicide prevention in children

or adolescents should be understood as a multi-stage

process. At a first stage, screening tools for broad com-

munity samples are helpful in providing a rough esti-

mate of the overall risk on an interindividual level. The

present study hopefully adds to the knowledge about

influential predictors in such an assessment. However, a

screening tool cannot be used for individual diagnoses at

a specific moment in time. Predicting a narrow time

frame with an elevated risk of suicidal behavior for an

individual requires a different assessment relying on

intraindividual data including fluctuating emotional

states, interpersonal problems, triggering situations, or

access to common means of suicide. The main reason

for this is that while there are some relatively robust fac-

tors enhancing the risk at general, acute risk of death by

suicide is defined by high levels of heterogeneity in indi-

vidual circumstances, calling for a more personalized

modeling of states across shorter time intervals (Kaurin

et al., 2022).

Thus, after selecting at-risk participants in commu-

nity screenings, a closer and more tailored monitoring

could be initiated at a second stage. For clinical samples,

adolescents have shown high adherence to ecological

momentary assessments perceiving them as positive and

helpful rather than burdensome (e.g., Glenn et al.,

2022). Also in these cases, prediction models that inte-

grate dynamic risk factors of suicidal thoughts in

recently discharged suicidal adolescence have evidenced

promising results. For example, Czyz et al. (2021) used

different combinations of the mean and variance of six

risk factors (e.g., hopelessness, connectedness, and psy-

chological pain) assessed via daily diaries for the detec-

tion of suicidal crisis. At a 1-month follow-up visit after

the discharge of adolescent psychiatric inpatients, they

achieved high classification performance (AUC = .91).

The extent to which those results can be transferred to

adolescents who have not been hospitalized after a

recent suicide attempt but have been flagged by broader

risk screenings, however, remains an open question that

could be addressed in future research.

Conclusion

The present analyses of longitudinal panel data showed

that it is possible to predict lifetime suicide attempts in a

community sample of adolescents. The results of such a

screening could help to find relevant factors that can be

used in an initial step of a two-stage suicide risk assessment

to initiate a more fine-grained evaluation or to provide

information on how to seek help. Besides previous self-

harm, indicators of poor mental health and negative emo-

tions were most indicative for lifetime suicide attempts.

Because using more complex ML algorithm did not lead

to improvements in predictive performance, reliably asses-

sing relevant longitudinal information seems more promis-

ing for the improvement of suicide prediction than using

even more complex statistical models. Furthermore, our

results indicated shifts of variable importances across dif-

ferent stages of adolescence, suggesting that the assessment

should be tailored to the developmental phase.
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Abstract 

Objective 

With meta-analytically estimated rates of about 25%, dropout in psychotherapies is a major 

concern for individuals, clinicians, and the healthcare system at large. To be able to counteract 

dropout in psychotherapy, accurate insights about its predictors are needed.  

Method 

We compared logistic regression models with two machine learning algorithms (elastic net 

regressions and gradient boosting machines) in the prediction of therapy dropout in two large 

inpatient samples (N = 1,691 and N = 12,473) using patient- and therapist-reported variables 

collected at the time of admission to the clinic. 

Results 

Predictive accuracies of the two machine learning algorithms were similar and higher than for 

logistic regressions: Therapy dropout could be predicted with an AUC of .73 and .83 for 

Sample 1 and 2, respectively. The initial evaluation of patients’ motivation and the therapeutic 

alliance rated by the respective therapist were the most important predictors of dropout.  

Conclusions 

Therapy dropout in naturalistic inpatient settings can be predicted to a considerable degree by 

using baseline indicators. Feature selection via regularization leads to higher predictive 

performances whereas non-linear or interaction effects are dispensable. The most promising 

point of intervention to reduce therapy dropouts seems to be patients’ motivation and the 

therapeutic alliance. 

 

Keywords: therapy dropout; predictive modeling; machine learning; inpatients; helping 

alliance  
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First impressions count: Therapists’ impression on patients’ motivation and helping 

alliance predicts psychotherapy dropout 

 More than one in four people are affected by mental illness at some point in their life 

(e.g., Steel et al., 2014). To reduce individual suffering and problematic consequences for 

society as a whole (e.g., due to a high number of sick leaves), it is particularly important to 

offer the best possible treatment. To this end, psychotherapy has been shown to be effective 

(Barth et al., 2013; Kamenov et al., 2017; Leichsenring et al. 2022), under the condition of its 

regular completion. However, with meta-analytically estimated rates of about 20-25%, 

dropout (usually defined as the termination of psychotherapy initiated by the patient against 

the therapist’s advice) is a major issue in psychotherapies (Fernandez et al., 2015; Hans & 

Hiller, 2013). On an individual level, dropout is problematic because patients respond worse 

to premature discontinued treatments (e.g., Barrett et al., 2008), which in turn might lead to 

disease chronification. On a societal level, dropout implies that limited health care resources 

are not optimally spent.  

 Previous studies found several patient characteristics to be associated with therapy 

dropout such as clinical variables (e.g., substance abuse, comorbidities, baseline symptom 

severity), demographics (e.g., lower education, younger age, being male, unemployment), 

personality traits, and attitudes or motivation toward therapy (Bucher et al., 2019; Fernandez 

et al., 2015; Karterud et al., 2003; Schmidt et al., 2019; Swift & Greenberg, 2012; 

Zimmermann et al., 2017). To reduce dropout rates, more recent studies proposed to predict 

patients’ risk of eventual dropout using the oftentimes large amount of patient data usually 

gathered within baseline documentations of psychotherapies (e.g., Bennemann et al., 2022; 

Gonzalez Salas Duhne et al., 2022). Complex machine learning algorithms might help to 

enhance the accuracy of such predictions because they handle multicollinearity between 

predictor variables and allow to integrate non-linear and (higher order) interaction effects 

without the need to a priori specify the associations between variables and the respective 
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outcome (James et al., 2017). Bennemann et al. (2022) recently compared 21 different 

machine learning algorithms for the prediction of therapy dropout of cognitive-behavioral 

therapy in an outpatient sample and found that an ensemble of a Random Forest and Nearest 

Neighbor Model achieved the overall moderate best predictive accuracy with an Area Under 

the Curve (AUC) of .66. Important predictors were education, age, and subscales of the 

Personality Style and Disorder Inventory (PSDI; Kuhl & Kazén, 2009) as well as the Brief 

Symptom Inventory (BSI; Derogatis, 1982). However, outpatients differ from inpatients 

regarding the frequency of therapy sessions, overall treatment timeframe, and dropout rates 

(e.g., Fernandez et al., 2015). Hence, it is unclear whether these results can be generalized 

across treatment settings.  

 In this study, we aim to answer three main questions on the prediction of therapy 

dropout in inpatients of two German psychotherapy clinics: First, we will investigate how 

accurately therapy dropout can be predicted for inpatient samples using variables collected 

within the standard baseline documentation. Second, we examine which self- or therapist-

reported variables are particularly indicative of subsequent therapy dropout. Third, we also 

study whether complex machine learning algorithms are superior to simpler unregularized 

logistic regression analyses at predicting therapy dropout. We will compare our results across 

two inpatient samples and discuss them regarding previous research on outpatients to be able 

to evaluate the generalizability of predictive accuracies and variable importances across 

samples and therapy settings. 

Method 

Samples  

 We reanalyzed anonymized routine outcome monitoring data assessed at admission 

from two psychotherapy clinics in [blinded for reviews]. All patients gave written informed 

consent. We assert that all procedures contributing to this work comply with the Helsinki 

Declaration of 1975, as revised in 2013. Sample 1 comprised 1,691 patients treated between 
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2007 and 2011 (62.12% women, age ranging from 17 to 71 years; M = 35.49, SD = 11.88). 

Length of stay was between 1 to 252 days (M = 79.81, SD = 35.75). Most common diagnoses 

were depressive or major depressive disorder, anxiety or stress-related disorders, and 

personality disorders. Patients suffering from acute psychosis, acute suicidality, dementia or 

withdrawal symptoms were generally not admitted. Treatment was tailored to the individuals, 

but psychoanalytical-interactional individual and group therapies were central elements of the 

clinic’s treatment concept (Leichsenring et al., 2016; Streeck & Leichsenring, 2010). Patients 

received on average two individual therapy sessions and three group therapy sessions per 

week.  

Sample 2 comprised 12,473 patients treated between 1995 and 2010 (72.18% women, 

age ranging from 17 to 80 years; M = 38.73, SD = 11.04). Length of stay was between 1 to 

224 days (M = 55.27, SD = 23.61). The clinic mainly focused on depression and anxiety 

disorders, personality disorders (especially borderline personality disorders), psychosomatic 

diseases, eating disorders, and substance use disorders. Patients suffering from severe internal 

or brain-organic diseases or with acute psychosis were not admitted. The clinic offered 

multimodal treatment (most prominent psychodynamic and humanistic therapies) including 

individual and group therapy. For a more detailed overview of patient characteristics, please 

see Table S1. 

Measures 

Outcome Variable 

For our analyses, we defined all patients within the category “regular completion” as 

patients who successfully completed their therapy and all cases in which the premature 

termination was initiated by the patient as dropouts. By only using patients of these 

categories, the resulting sample sizes were n = 1,691 and n = 12,473 for Sample 1 and 2, 

respectively (for the different reasons of discharge and their prevalence, see Table S2). Thus, 
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dropout was used as a dichotomous outcome: Patients either completed their therapy regularly 

(coded as 0) or patients prematurely terminated the therapy (coded as 1). 

Predictor Variables 

We used a broad range of variables to predict therapy dropout: 168 for Sample 1 and 

147 for Sample 2 after dummy-coding. All variables were assessed at baseline, that is, on the 

day of the initial interview within a short time after admission. Predictor variables included 

demographics (e.g., sex, age, marital status, number of children, education, employment, 

income), satisfaction with different areas of life (e.g., with relationships or financial situation), 

information on previous treatments and impairment (e.g., diagnoses, type of admission, 

suicidality, traumatization, number of previous stays at similar clinics), and scores from 

typical measures often assessed at the beginning of psychotherapies to enable progress 

evaluation such as the Symptom Checklist-90-R (Franke, 1995) or the Inventory of 

Interpersonal Problems (Alden et al., 1990). Most constructs were available for both samples 

albeit operationalized in a slightly different way. For a detailed overview, we present all 

predictor variables and descriptive statistics including information on the amount of 

missingness for the full datasets in Table S1.  

Statistical Analyses 

For all models, we employed a nested cross-validation approach combining an outer 

and inner validation loop (e.g., Pargent et al., 2022) to avoid any information leakage between 

the training and the testing data. In each iteration of the outer validation loop, the full data 

were split into training data (80% of the full data set) and testing data (the remaining 20%). In 

the inner loop, the models were trained using 10-fold cross-validation with separately imputed 

training datasets. We relied on up-sampling to address imbalanced datasets, where persons 

from the minority group (i.e., dropouts) were up-sampled to match the size of completers 

(e.g., Jacobucci & Li, 2022). Finally, we assessed the predictive performance of these models 

using the independent testing data. We performed 300 iterations of the outer validation loop 
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and averaged the results to obtain a robust estimate of the expected prediction performance 

when presented with unseen testing data. 

 All our analyses were conducted using the R package caret (Kuhn, 2008) as an 

interface for prediction and model evaluation. We evaluated three incremental complex 

modeling approaches to predict therapy dropout. We started with a logistic regression model 

as a baseline and then compared it to logistic elastic net regressions (Enet; using the R 

package glmnet; Friedman et al., 2010), and gradient boosting machines (GBM; using the 

package gbm; Greenwell et al., 2019). Elastic net regressions are regularized regressions that 

balance between ridge and least absolute shrinkage and selection operator (LASSO) 

regressions to create parsimonious models and to maximize predictive performance (e.g., Zou 

& Hastie, 2005). Gradient boosting machines (GBM) are tree-based algorithms that take into 

account nonlinear and higher-order interaction effects into the modeling process without 

requiring any prior specifications of the functions between predictor variables and the 

outcome (James et al., 2017). Annotated syntax for all analyses including the specific tuning 

parameter grids of the machine learning algorithms is available in an open project repository 

at https://osf.io/dr54h/?view_only=7f90ef2200e3402a8e9f6022633f2825. 

Model Evaluation 

 To evaluate the classification performance, we calculated several metrices that were 

averaged across 300 iterations of the outer loop. In more detail, we calculated the balanced 

accuracy (average of sensitivity and specificity), sensitivity, specificity, positive predictive 

value (PPV) and negative predictive value (NPV), and the Area Under Curve (AUC). For the 

best performing models, we also show ROC curves for each testing split and an averaged 

ROC curve across all 300 testing splits. Additionally, we report variable importance measures 

scaled from 0 to 100 using the varImp function. For the elastic net regressions, these variable 

importances represent a transformation of the respective absolute regressions’ coefficients of 
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the tuned training model. For the GBM, they represent the relative influence of a predictor 

averaged across all generated trees (Friedman, 2001).  

Results 

A total of 131 out of the 1,691 patients (7.8 %, Sample 1) and 640 out of 12,473 (5.1 

%, Sample 2) patients, respectively, terminated their therapy prematurely and against their 

therapists’ recommendation. For the patients who drop out, median length of treatment was 30 

days (Sample 1) and 16 days (Sample 2) in comparison to 85 days (Sample 1) and 56 days 

(Sample 2) for patients who regularly completed their clinic stay. 

In Table 1, we summarize common metrics of predictive performance across 300 

iterations of logistic regressions, elastic net regressions, and GBM for both samples. 

Considering only the averaged balanced accuracy (ABA) within the testing datasets in 

Sample 1, elastic net regressions and GBM achieved identical values (ABA = .67), whereas 

the predictions with logistic regressions were clearly less accurate (ABA = .59). The same 

pattern across algorithms occurred for AUC, an alternative measure of predictive 

performance. Compared to Sample 1, the ABA and AUC within Sample 2 were generally 

higher and the difference between the modeling approaches negligible (logistic regression: 

ABA = .74; Enet and GBM: ABA = .75). To further illustrate the differences in predictive 

performance across both samples and the two machine learning algorithms, Figure 1 shows 

ROC curves for each of the 300 testing iterations as well as averaged ROC curves for each 

sample. Differences between the performance of the algorithms within samples were 

moderate and unsystematic. However, it is evident that the larger sample size of Sample 2 led 

to less variation across different training-testing data splits. In other words, the person 

sampling implemented in the outer validation loop becomes less important.  

There are different potential explanations for the superior prediction performance in 

Sample 2: (a) there might be specific important or more reliable predictor variables in the data 

set, (b) the larger sample size, and (c) the larger overall number of dropout events. To shed 
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some light on this issue, we investigated the effect of sample size, number of events, and––as 

an additional exploratory condition––events fraction on predictive accuracy using elastic net 

regressions and all available predictor variables in Sample 2 (see Figure 2). There were two 

main findings of this supplementary analyses: First, when reducing the overall sample size 

(starting at the total sample size of Sample 2) and keeping the events fraction fixed at 5.13 % 

(Sample Size condition), balanced accuracies remained stable till N = 4,500, decreasing more 

steeply for N < 2,000. When the sample size is reduced to the one of Sample 1, the balanced 

accuracies of Sample 2 were still higher in comparison, but less pronounced (.70 and .67 

compared to .75 and .67 for the full samples). Second, the Dropouts condition showed that the 

effect of reducing the events fraction (i.e., keeping all completers in the sample and only 

reducing the number of events/dropouts) was even more crucial with an overall steeper 

decrease and lower accuracies for very small fractions scenarios. 

Irrespective of the sample or the algorithm, averaged sensitivities in the testing dataset 

were generally lower than specificities, meaning that the group of dropouts could be detected 

less accurately compared to those who completed their therapy, which is to be expected given 

the low percentage of overall dropouts in the samples. Positive Predictive Values (PPV) and 

Negative Predictive Values (NPV) were overall similar across algorithms: The relatively low 

PPV for all algorithms indicate that only 15-17% of all flagged patients were actual dropouts, 

whereas the relatively high NPV of .94-.98 indicate that nearly all patients identified as 

completers were correctly classified. Given the relatively low prevalence of therapy dropouts 

in both samples, these patterns were to be expected since PPV and NPV are very sensitive to 

imbalanced data (see also Belsher et al., 2019). 

As a kind of sensitivity check, we examined whether our models predominantly 

correctly classified early dropouts, that is, patients who dropped out during the first week of 

treatment, indicating that we would only be able to detect patients who probably were less 

inclined to participate from the onset. To do so, we excluded all early dropouts and reran the 
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elastic net regressions using all predictor variables. ABA slightly decreased in both samples 

(ΔABA = .01 in Sample 1 and .03 in Sample 2), but this decrease can be explained in part by 

the inherent reduction in the number of overall dropouts in these analyses. Hence, we did not 

find any indication for differences in the predictive accuracy dependent on the time of 

dropout. 

Which Variables Predict Therapy Dropout? 

Figure 2 shows the ten most important predictor variables for the machine learning 

models (i.e., elastic net regressions and GBM). In Sample 1, the mean score of the Helping 

Alliance Questionnaire (reported by the respective therapist at baseline in the initial 

interview) was by far the most important predictor across both modeling approaches, followed 

by the patients’ age. Both variables had a negative impact, that is, a good helping alliance and 

higher age were associated with a lower probability of dropping out. Further, albeit 

significantly less, important variables of the elastic net models were whether the patients had 

any affective/mood disorder diagnosis (section F3 in ICD-10), variables concerning their 

current employment, and satisfaction with their financial situation. Overall, elastic net 

regressions and GBM had five out of the ten most important predictors in common. However, 

due to their relatively low and small differences in variable importances, rankings beyond the 

two most important variables should be taken with a grain of salt.  

In Sample 2, patients’ motivation towards therapy as rated by the therapist was the 

most important variable across algorithms. Hence, the initial evaluation after the first 

interview was the most important predictor of eventual therapy dropout across samples and 

algorithms. Similar to the results of Sample 1, higher age was associated with a lower 

probability of dropping out for Sample 2 as well. Apart from that, higher therapist-rated 

impairments in structural integration (e.g., Zimmermann et al., 2012), a higher number of 

cigarettes per day, having any F3 diagnosis, receiving unemployment benefits and more 

previous stays in similar clinics were among the most important variables for both algorithms. 
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Comparing both samples, it should be noted that there was no information on the level of 

structural integration rating or on smoking available in Sample 1, so one cannot infer that 

these variables were not relevant in Sample 1.  

Given the outstanding importance of the initial impression regarding patients’ 

motivation or helping alliance as assessed by the therapist—irrespective of sample or 

algorithm—we additionally tested the predictive performance of elastic net regressions using 

all predictor variables except of helping alliance (Sample 1) or patients’ motivation 

(Sample 2). Excluding the most important predictor from the full model led to a substantial 

drop in overall predictive performance for both samples (ΔABA = .08). Using only the 

helping alliance as rated by the therapists in Sample 1 in a logistic regression model resulted 

in model performances nearly as good as the full elastic net regression model (see Table 1). 

Notably, this model even outperformed the highly overfitted logistic regressions that included 

all variables. In Sample 2, a model using solely patients’ motivation as a predictor has slightly 

lower ABA (ΔABA = .02) and AUC (ΔAUC = .05) compared to the elastic net regressions 

employing the full predictor set and also shifted sensitivity (-.07) and specificity (+.30). 

Because sensitivity is arguably more important in identifying potential dropouts than patients 

who are regularly continuing their therapy, using all available predictors still has incremental 

value over a simpler model based on the therapists’ initial assessment of patients (Sample 2). 

Comparing the predictor set in both samples, there is an interesting distinction: The therapist-

rated motivation variable (Sample 2) seems to detect completers better than dropouts, whereas 

the helping alliance (Sample 1) seems to discriminate better for higher risk individuals (as 

indicated by the higher decrease of sensitivity than specificity if the variable is dropped).  

Discussion 

 High rates of therapy dropout are disadvantageous for individual patients and the 

health care system. Thus, it is worthwhile to gain more insights into which patients are at a 

higher risk of subsequent dropout ultimately aiming to prevent dropout. In the current study, it 
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was possible to correctly classify 67% (Sample 1) and 75% (Sample 2) of all patients into 

either therapy dropouts or completers using machine learning prediction models including 

only baseline indicators of large naturalistic inpatient samples. As it is common for 

classification tasks with highly unequal group sizes (e.g., Belsher et al., 2019; Jankowsky et 

al., 2023), we found that members of the majority group, that is therapy completers, could be 

predicted more accurately. Compared to Bennemann et al. (2022) who predicted therapy 

dropout in a German outpatient sample, AUC were higher in our analyses (.74/.83 vs. .66) 

which might be attributed to several reasons such as the different dropout rations, predictor 

variables, length of therapies, or settings (inpatient vs. outpatients). 

The usefulness of any statistical model should ultimately be evaluated with a cost-

benefit calculation. Although treatment response is influenced by multiple, time-variant 

factors emphasizing the need for multi-modal and longitudinal data (e.g., Chekroud et al., 

2021), models such as the present ones can easily be implemented because they rely on the 

baseline assessment that is carried out in German psychotherapy clinics on a routine basis. 

Hence, using prediction models with baseline indicators provides valuable information on the 

risk of dropout for an individual patient early in the therapeutical process when intervention is 

still possible without imposing additional burden on therapists or patients. 

The Role of Therapists’ Impressions for the Prediction of Therapy Dropout 

 We found that the initial impression regarding patients’ helping alliance by the 

respective therapist was the most important predictor of eventual therapy dropout in 

Sample 1, that is, a low-quality alliance was associated with a higher probability of dropout. 

Previous research showed similar effects: In a recent meta-analysis covering 295 studies 

including more than 30,000 patients, the estimated correlation between alliance and therapy 

dropout was r = .18 (Flückiger et al., 2018). In principle, the importance of alliance could be 

encouraging news, because early intervention would be possible in the event of an 

unproductive alliance and therapist could act on their initial assessment. Repairment of so-
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called alliance ruptures has been shown to have a positive effect on treatment response (e.g., r 

= .29 in a meta-analysis by Eubanks et al., 2018).  

 In Sample 2, patients’ baseline motivation as rated by the therapist was the most 

important predictor of dropout; highly motivated patients had a lower probability of dropping 

out. The single-item assessment of patients’ motivation presumably tap a similar construct as 

the Helping Alliance Questionnaire used in Sample 1 (which includes questions such as “I 

believe that the patient is sufficiently motivated for treatment” or “I have the impression that 

the patient is affectively responsive to my therapeutic interventions”), again underlining the 

importance of motivational factors in therapy. Low motivation and/or dissatisfaction with the 

treatment has also been shown to be one of the main reasons for therapy dropout in 

outpatients (e.g., Bados et al., 2007) and to moderate the relationship between patient-rated 

therapeutic alliance and treatment outcomes in a cognitive-behavioral treatment (e.g., Rivera 

et al., 2023). Also, therapists might be adept at assessing which patients are suited for or able 

to adjust to the particular treatment concept of an inpatient setting, which might guide the 

impression in their assessment of patients’ overall motivation.  

 Another important variable for the prediction of dropout in both samples was patients’ 

age, that is, older patients were less likely to drop out of therapy. Older patients were also 

more often diagnosed with an affective disorder and usually have a higher level of structural 

integration (Zimmermann et al., 2020) which were both negatively associated with therapy 

dropout. Hence, the effect of age could be a combination of having a better “treatable” 

diagnosis and demographic factors such as fewer young children to take care of, a more stable 

financial situation etc. that would make it more accessible to be in treatment continuously for 

multiple weeks. In Sample 2, the number of cigarettes per day and past alcohol abuse were 

also relevant predictors of therapy dropout, indicating that addictive behaviors can be at odds 

with successfully following the structured treatment in inpatient clinics.  

On the Requirements of Reasonable Classification Models in Clinical Psychology 
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 There is an ongoing debate on the use(fulness) of machine learning prediction models 

in clinical psychology (e.g., Wilkinson et al, 2020). With the current study, we added to the 

critical literature arguing that more complex models allowing for interactions and non-linear 

effects (such as the GBM) did not always necessarily result in higher predictive accuracy 

when compared to regularized regression models. More critically, initial findings on the 

superiority of more complex machine learning models in clinical science have serious 

statistical flaws such as an incorrect cross-validation procedure (Jacobucci et al., 2021; 

Kapoor & Narayanan, 2022). Furthermore, such models usually require reliable indicators and 

large sample sizes to be able to correctly identify complex patterns in the data (e.g., Jacobucci 

& Grimm, 2020). In the context of medical/clinical classification tasks, however, small 

samples sizes and a low number of events (= the outcome to be predicted) are the rule, not the 

exception.  

Generally, the required sample size and number of events in classification tasks 

depend on multiple factors and specific recommendations should always be treated as limited 

to their respective context. For example, Giesemann et al. (2023) recommended at least 300 

patients for training samples when using machine learning algorithms to predict therapy 

dropout. However, they used less predictor variables (7) and had a higher event fraction 

(30%) as in this study. Three- or even four-hundred patients within the training sample would 

be similar to the smallest sample size of our simulation (see Figure 2) and thus clearly not 

advisable for this study. A common (and often criticized) rule of thumb is to use at least ten 

events per predictor to avoid biased estimates (e.g., Moons et al., 2014). More recent studies 

suggest that using regularized regression models allows for a relaxation of this rule (e.g., 

Pavlou et al., 2016) and that the number of predictors, overall sample size, and events fraction 

are all necessary to consider (Van Smeden et al., 2019). We underline with the present study 

the notion that a reduction of the events fraction leads to lower predictive performance even if 

the overall sample size is large (N > 11,000).   
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Limitations 

 Several limitations pertain to the setup of the study and the validation of the prediction 

models. First, no information was available whether and how therapists modified their 

behavior dependent on their initial impression of their patients’ motivation or of the helping 

alliance. To shed more light on this, future research should use assessments of therapists’ 

characteristics, strategies in dealing with non-optimal helping alliance, and the dynamics of 

the helping alliance (e.g., Flückiger et al., 2020) over the course of the therapy for the 

prediction of therapy dropout.  

 Second, we also were only able to use therapists’ ratings of the helping alliance and 

treatment motivation which does not capture the patients’ perspective. Since it has been meta-

analytically shown that patient- and therapist-ratings on alliance are only moderately 

correlated (r = .36; Tryon et al., 2007), the inclusion of the patients’ view would be important 

to get a more nuanced picture. Fortunately, this limitation might be less significant according 

to studies (on outpatients) evidencing that therapists’ variability as opposed to patients’ 

variability in alliance relates to treatment outcomes (e.g., Baldwin et al., 2007). 

 Third, the two data sets varied in many respects, among others in the composition of 

the patients, the implemented interventions, and the variables gathered upon admission to the 

clinic. We think that, on the one hand, the two naturalistic samples have high ecological 

validity and thus the resulting models are practically relevant, but on the other hand, some 

differences between the samples make a direct comparison difficult. It would therefore be 

highly beneficial to standardize baseline assessments across clinics—at least to a common 

core set of measures—to implement a more rigorous form of validation across independent 

samples in future studies (Dwyer et al., 2018). Concerning generalizability, it should be noted 

that treatment concepts and patient characteristics differ between in- and outpatients in 

Germany, but also internationally, so findings based on German inpatients are partly limited 

to this specific context. Thus, we encourage other researchers to conduct similar studies in 
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different contexts to study if the variables found in this study to be predictive do translate to 

other settings. On a methodological stance, we showed that more complex machine learning 

algorithms are not superior over simpler regularized algorithms in clinical datasets evaluating 

therapy success.
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Figure 1 

ROC Curves for Each of the 300 Testing Iterations Including an Averaged ROC Curve  

 

Note. For the averaged ROC curve (black bold line), ROC curve values were averaged across 

50 evenly distributed cutpoints.
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Table 1 

Averaged Performance Metrics Across 300 Testing Iterations 

  Sample 1  Sample 2 

  ABA Sensitivity Specificity PPV NPV AUC  ABA Sensitivity Specificity PPV NPV AUC 

Logistic 

Regression 

 

 .58  

[.05] 

.36  

[.10] 

.81  

[.03] 

.13 

[.03] 

.94 

[.01] 

.64 

[.06] 

 .74  

[.02] 

.68  

[.04] 

.80 

[.01] 

.15 

[.01] 

.98 

[.00] 

.81 

[.02] 

Elastic Net 

Regression 

 

 .67  

[.04] 

.64  

[.09] 

.71  

[.02] 

.15 

[.02] 

.96 

[.01] 

.74 

[.04] 

 .75  

[.02] 

.70  

[.04] 

.80  

[.01] 

.16 

[.01] 

.98 

[.00] 

.82 

[.02] 

Gradient 

Boosting 

 

 .67  

[.05] 

.64  

[.11] 

.70  

[.04] 

.15 

[.02] 

.96 

[.01] 

.72 

[.04] 

 .74  

[.03] 

.73  

[.07] 

.75  

[.10] 

.15 

[.03] 

.98 

[.01] 

.83 

[.02] 

Single 

Predictor  

 

 .66 

[.04] 

.63 

[.08] 

.70 

[.02] 

.15 

[.02] 

.96 

[.01] 

.73 

[.04] 

 .73 

[.02] 

.63 

[.04] 

.83 

[.01] 

.17 

[.01] 

 

.98 

[.00] 

.77 

[.02] 

All But One 

Predictor 

 .59 

[.04] 

 

.50 

[.09] 

.68 

[.04] 

.11 

[.02] 

.94 

[.01] 

.62 

[.05] 

 .67 

[.02] 

.61 

[.04] 

.73 

[.01] 

.11 

[.01] 

.97 

[.00] 

.74 

[.02] 

Note. ABA = Average Balanced Accuracy; Sensitivity = Ratio of correctly classified dropouts to all dropouts; Specificity = Ratio of correctly 

classified completers to all completers; PPV = Positive Predictive Value (Proportion of true dropouts out of all patients who were flagged as 

dropouts); NPV = Negative Predictive Value (Proportion of true completers out of all patients who were flagged as completers); AUC = Area Under 

the Curve. Standard deviations are given in brackets. In the single predictor model, only helping alliance (Sample 1) or patients’ motivation (Sample 
2) as rated by the therapists are included in a logistic regression model. In the all but one predictor model, those variables were excluded of an 

elastic net regression model, respectively.     
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Figure 2 

Balanced Accuracies in Sample 2 Depending on the Sample Size and Events (Dropouts) Fraction  

 

Note. In the Sample Size condition (black line), the overall sample size was reduced stepwise (full sample, 10,500, 8,500, 6,500, 5,500, 4,500, 

3,500, 2,500, 2,000, 1,700, 1,400, 1,100, 800, 500) but the events fraction was kept at the same level as in the full sample (= 5.13%). For the 

Dropouts condition (blue line), we always used all completers (N = 11,833) and added 5.13% of different sample size levels as dropouts, thereby 

reducing only the number of dropouts to that of the Sample Size condition. Ultimately, this reduces the events fraction (5.13, 4.36. 3.55, 2.75, 2.33, 

1.91, 1.50, 1.28, 1.07, .0.86, 0.73, 0.60, 0.47, 0.35, 0.22). Importantly, the number of dropouts is identical in both conditions at a given point on x-

axis. 
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Figure 3 

Averaged Variable Importances for the ten Most Important Predictor Variables 

 

 

Note. N = 1,691 (Sample 1) and N = 12,473 (Sample 2). 
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Abstract

Objective: Previous research on psychotherapy treatment 

response has mainly focused on outpatients or clinical trial 

data which may have low ecological validity regarding natu-

ralistic inpatient samples. To reduce treatment failures by 

proactively screening for patients at risk of low treatment 

response, gain more knowledge about risk factors and to 

evaluate treatments, accurate insights about predictors of 

treatment response in naturalistic inpatient samples are 

needed.

Methods: We compared the performance of different ma-

chine learning algorithms in predicting treatment response, 

operationalized as a substantial reduction in symptom sever-

ity as expressed in the Patient Health Questionnaire Anxiety 

and Depression Scale. To achieve this goal, we used different 

sets of variables—(a) demographics, (b) physical indicators, 

(c) psychological indicators and (d) treatment- related vari-

ables—in a naturalistic inpatient sample (N = 723) to specify 

their joint and unique contribution to treatment success.

Results: There was a strong link between symptom sever-

ity at baseline and post- treatment (R2 = .32). When using all 

available variables, both machine learning algorithms out-

performed the linear regressions and led to an increment 

in predictive performance of R2 = .12. Treatment- related 

variables were the most predictive, followed psychologi-

cal indicators. Physical indicators and demographics were 

negligible.

Conclusions: Treatment response in naturalistic inpa-

tient settings can be predicted to a considerable degree by 

using baseline indicators. Regularization via machine learn-

ing algorithms leads to higher predictive performances as 
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BACKGROUND

Multi- modal inpatient treatment is a valid and effective treatment option for patients with severe men-

tal disorders (Liebherz & Rabung, 2014). In Germany, psychosomatic treatment is offered both in 

an inpatient and day- clinic setting with psychotherapy as its main treatment modality complemented 

with additional somatic, psychopharmacological and specialized therapies (e.g., creative therapy). While 

patient samples and response rates are comparable between inpatient and day- clinic settings (Zeeck 

et al., 2015), not all patients respond equally well to treatment. Heterogeneous treatment responses have 

been well documented for outpatient treatment of depression (Kaiser et al., 2022), but several studies 

showed that the phenomenon also translates to other mental disorders (Altmann et al., 2020; Senger 

et al., 2021) and inpatient treatment settings (Hartmann et al., 2018; Zeeck et al., 2020).

To improve response rates, reduce relapse rates and avoid exposing patients to multiple treatment 

failures, researchers and clinicians have been interested in learning about risk factors of treatment non- 

response, adapting treatments to patient needs and understanding which treatment is best suited to an 

individual patient (Delgadillo, 2021; Delgadillo & Lutz, 2020; Zeeck et al., 2013). Patient, therapist and 

process factors have all been established to contribute to therapy outcomes (Luborsky et al., 1971; Lutz 

et al., 2021). Identifying reliable patient pretreatment characteristics would enable practitioners to adapt 

the treatment to individuals prior to starting treatment, thereby avoiding suboptimal attempts as well 

as saving financial, time and personnel resources. Despite considerable research effort, findings so far 

have been mixed with most of the prognostic markers identified making only a minor contribution in 

explaining treatment response (Chekroud et al., 2021). The most robust finding pertains to the impact 

opposed to including nonlinear and interaction effects. 

Heterogenous aspects of mental health have incremental 

predictive value and should be considered as prognostic 

markers when modelling treatment processes.

K E Y W O R D S

inpatients, machine learning, predictive modelling, prognostic markers, 

treatment response

Practitioner Points

• The present study shows that patients' characteristics at the start of a psychotherapy can be 

used to predict treatment response.

• Machine learning algorithms can help enhance predictive accuracy, however, not due to the 

incorporation of nonlinear or interaction effects but rather by reducing the models' overfit 

via regularization, stressing the need for high- quality data and reliable indicators rather than 

more complex models.

• Beyond baseline symptomatic, various indicators on mental health had incremental value 

for the prediction of treatment response and should therefore be focused on at baseline 

assessments (as opposed to demographics and indicators of physical health).

• Prediction models such as the one in this study could be implemented using routine baseline 

assessments and provide valuable information on the risk of treatment nonresponse at a time 

when intervention is still possible.
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of symptom load (severity) at baseline (Cuijpers et al., 2022), yet studies modelling course trajectories 

have repeatedly found patient groups with high baseline load who either responded very well or did not 

change reliably (Altmann et al., 2015).

Other psychological and psychiatric variables that have shown associations with treatment response 

(for depression) are among others chronicity, psychosocial functioning, psychological and physical co-

morbidity, personality, childhood adversity and recent trauma, cognitive deficits and coping resources 

(Kessler et al., 2017; Maj et al., 2020). For inpatient treatment specifically, comorbid (mental) disor-

ders, personality, chronicity and patient motivation have been found to impact response (Beutel & 

Bleichner, 2011; Zeeck et al., 2016, 2020). However, the number of studies empirically addressing this 

question in inpatient settings is sparse. Rather than a single, predominant factor leading to treatment 

response, multiple predictors ‘[outweigh] and [interact] with each other in so far incomprehensible ways’ 

(Hilbert et al., 2021, p. 53). These predictors can be assigned to different variable groups, for example: 

(a) sociodemographic background variables (e.g., gender, age), (b) indicators of physical health (e.g., 

subjective health, BMI, smoking), (c) indicators of personality and mental health (e.g., maladaptive 

personality traits, anxiety or depression scores) and (d) treatment variables (e.g., number of treatments 

within the last 12 months). These groups of predictors differ in terms of reliability, assessment method 

(e.g., self- report questionnaire, clinical interview) and time-  and content- related proximity to the crite-

rion (proximal vs. distal).

Research on prognostic markers has heavily relied on re- analyses of clinical trial data. These indi-

vidual studies are oftentimes underpowered, limiting the identification of reliable predictors and in-

teraction effects (Fisher et al., 2017). However, even adequately powered individual participant data 

meta- analyses (IPD- MA) have mostly reported symptom severity as the single best predictor of treat-

ment response for depression (see Cuijpers et al., 2022, for an overview). One problematic aspect of 

randomized controlled trials (RCT) which are considered gold- standard for therapy evaluation is their 

limited ecological validity (Philips & Falkenström, 2021). RCTs usually have strict in-  and exclusion 

criteria (e.g., excluding patients with multiple comorbidities, see O'Hara et al., 2017), leading to more 

homogenous samples compared to the population. Patients presenting, for example, acute suicidal 

ideation, substance abuse, or specific personality disorders are excluded from RCTs although, from a 

clinical perspective, these factors likely interfere with treatment compliance or complicate treatment 

(Krause & Behn, 2021). Moreover, these more severe clinical characteristics are key reasons why pa-

tients seek more intensive care in inpatient and day hospital wards. As this specific group of patients is 

being precluded from participating in RCTs and their inclusion into RCTs is often not feasible due to 

ethical reasons, these trials have limited capacity to inform treatment prognosis for real- world intensive 

care settings (Webb et al., 2020).

Recent work has pointed to the potential benefits of machine learning (ML) techniques in large- scale 

observational data (Aafjes- van Doorn et al., 2021; Chekroud et al., 2021; Dwyer et al., 2018). As we do 

not have a clear theoretical model in which ways patients' sociodemographics interact with psycholog-

ical and medical variables and how these translate to treatment (non)- response, the field embraces the 

possibilities of ML to examine a plethora of predictors and their potentially nonlinear and higher- order 

interaction effects. Rather than evaluating a specific, theoretically derived moderator of treatment re-

sponse in a rather simplistic understanding of dependencies (see also the concept of Flatland Fallacy, 

Jolly & Chang, 2019), the goal in ML is to use all available information to establish connections between 

the variables in a data- driven way and to increase predictive power (Chekroud et al., 2021; Yarkoni & 

Westfall, 2017).

There have been few studies to date using ML algorithms to predict treatment response in natu-

ralistic inpatient settings including patients with diverse diagnoses. For example, Webb et al. (2020) 

compared 14 different ML algorithms in the prediction of post- treatment depression scores in the 

Patient Health Questionnaire- 9 (PHQ- 9). In doing so, the authors used a range of predictor variables 

that were routinely assessed at admission (including demographics, clinical measures, treatment his-

tory, or physical health variables). The best- performing algorithm (elastic net regressions) explained 

38% of interindividual variance in the depression scores in a holdout sample, meaning a sample that 

 2
0
4
4
8
2
6
0
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://b
p
sp

sy
ch

u
b
.o

n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

1
1
1
/b

jc.1
2
4
5
2
 b

y
 C

o
ch

ran
e G

erm
an

y
, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [1

9
/1

2
/2

0
2
3
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y
 th

e ap
p
licab

le C
reativ

e C
o
m

m
o
n
s L

icen
se



4 |   JANKOWSKY et al.

was not used during model training. Particularly important variables for the prediction of treatment 

response were the patients' expectations of improvement, baseline symptom severity—that is, base-

line PHQ- 9 values and baseline Generalized Anxiety Disorder Scale- 7 values—as well as whether 

patients took mood stabilizers.

Pros and cons of machine learning in psychotherapy research and a call for 
closer methodological scrutiny

Apart from the possibility of including complex interaction effects to enhance predictive 

performance, ML algorithms have several in- built features that are promising when trying to tackle 

methodological challenges usually encountered in the prediction of treatment response. For example, 

it is possible to reduce model overfit by using algorithms that employ some form of regularization. 

Overfit can be defined as the difference in predictive performance of a model using training data 

versus independent, unseen testing data (Urban & Gates, 2021). Especially in scenarios with small 

sample sizes and a large number of predictors—which is a realistic setting in many studies on 

treatment outcomes using baseline indicators (Chekroud et al., 2021)—unregularized regression 

models tend to overfit, hampering the generalizability and the clinical usefulness of the predictive 

models.

However, the use of ML in clinical psychology has also been viewed critically (Wilkinson et al., 2020). 

Typical criticisms include a lack of assessment of ML's benefits relative to its costs (Kessler et al., 2020) 

as well as its worse interpretability compared to simpler models (Siddaway et al., 2020) which could 

lead to lower clinical utility as well as lower acceptance and implementation rates by clinicians (see Lutz 

et al., 2022, for an example of the influence of therapists' attitudes towards and rated usefulness of 

machine learning- based digital decision support and feedback system on its overall effectiveness). On a 

much more fundamental level, there is also increasing and strong evidence across several research fields 

including psychiatry that ML analyses are often flawed. For example, many ML models are evaluated in-

correctly, biasing model validation in favour of more complex and flexible algorithms as those are better 

equipped to recognize specific data patterns as well as exploiting any spillover of information between 

training and testing data ( Jacobucci et al., 2021; Kapoor & Narayanan, 2022).

In our reading of the psychometric literature, many reproducibility issues underlying ML studies can 

be described by two main factors: they are often overhyped and underchecked. We refer to the term 

overhyped in the sense that similar to a general publication bias, that is, the tendency to publish inno-

vative significant findings with large effects (Ferguson & Brannick, 2012; Ferguson & Heene, 2012), 

novel ML models that are seemingly highly predictive are more likely to gain traction and to get pub-

lished. Thus, the incentive to follow a new methodological fashion and to employ new ML models is 

strong, especially when the outcome to be explained is multifactorially influenced and has steered a 

lot of inconclusive previous research such as what works for whom in therapy. At the same time, con-

solidated knowledge of using ML as a statistical tool is not widespread outside computational science 

and statistics. In a comprehensive survey, Kapoor and Narayanan (2022) showed across a wide range 

of disciplines (including medicine and psychiatry) that many ML models in the literature were not val-

idated correctly, which could lead to the dissemination of false discoveries or the development of un-

substantiated theories. Consequently, these overoptimistic or biased ML models do not live up to their 

expectations if correctly validated (see Jacobucci et al., 2021). Thus, we propose a more open debate and 

culture of mutual scrutiny (Vazire, 2020) to enhance transparency and avoid common pitfalls in ML (see 

also Cearns et al., 2019; Kapoor & Narayanan, 2022). One way to achieve this is by employing registered 

reports (Scheel et al., 2021) which make methodological feedback prior to (running the actual study or) 

conducting the analyses the norm.
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The present study

In this study, we predict treatment response defined by the post- treatment sum score of the Patient 

Health Questionnaire Anxiety and Depression Scale (PHQ- ADS; Kroenke et al., 2016) in an in-

patient sample. The PHQ- ADS is a composite of the 9- item Patient Health Questionnaire and the 

7- item Generalized Anxiety Disorder scale (GAD- 7; Gräfe et al., 2004) which has been found to 

be a reliable (Cronbach's alpha between .88 and .92 in three different trials; Kroenke et al., 2016), 

valid and (sufficiently) unidimensional indicator of depressive symptoms (depression and anxi-

ety). We deliberately decided against grouping patients (remission vs. no remission) according to 

specific cut- offs to avoid information loss (and grouping those who show no change together with 

patients whose symptoms deteriorate). We use routine outcome monitoring data from a clinic and 

polyclinic in Germany, including predictor variables on demographics, personality and indicators 

of mental health, as well as physical health, and treatment- related variables. This study has three 

major goals:

First, we further examine the incremental predictive performance of different ML approaches in 

predicting therapy response by comparing increasingly complex ML models to linear models. Simple 

linear regression models using either a naïve guessing approach, the PHQ- ADS scores of the baseline 

assessment as the sole predictor or all information available serve as benchmark models. Thus, we aim 

to quantify the increment of using all baseline variables beyond naïve guessing or baseline symptom 

severity. The linear regression model with all available variables was then compared to (a) elastic net 

regressions as an example of regularized linear regressions and (b) gradient boosting machines, which 

allows for nonlinear and higher- order interaction effects. This comparison aimed to quantify the incre-

mental value of ML algorithms over and above traditional methods.

Second, we establishe the unique and joint contribution of all predictor groups in the prediction of 

treatment success by systematically rerunning the best- performing algorithm with all possible combi-

nations of groups. The predictors are grouped as follows: (a) sociodemographic variables, (b) indicators 

of physical health, (c) indicators of mental health and (d) treatment variables. We examine constructs 

that often have been missing or range- restricted in previous research (e.g., The Personality Inventory 

for DSM- 5) due to homogeneous person sampling in RCTs. Thus, we aim to further knowledge on pre-

dictors and moderators of treatment response, potentially screening for participants at risk of treatment 

nonresponse. To render our prediction models more interpretative, we provide importance measures 

for all variables of all models.

Third, we counter the objection that machine learning research is inevitably accompanied by 

increased researcher's degrees of freedom, forming the basis for another reproducibility and repli-

cation crisis (Hullman et al., 2022) by registering all analytical decisions beforehand. At first glance, 

this approach seems to counteract the empirically driven and flexible nature of ML algorithms. 

However, many aspects concerning data cleaning, variable transformation, handling of missing 

data, etc. can be registered in ML studies the same way as in every other study. Also, the settings for 

data- driven hyperparameter tuning can also be defined in advance. Surprisingly, we were not able 

to find any previous studies on the prediction of psychotherapy outcomes using machine learning 

that capitalize on the benefits of a registered report. Machine learning modelling and registered 

reports rarely have been combined in psychological research so far (for one of the few exceptions, 

see Costello et al., 2021). However, a consistent conclusion of several reviews and meta- analyses on 

machine learning models in clinical research is that the stark differences in implementation and the 

often non- transparent model evaluations hinder a useful aggregation of findings (Christodoulou 

et al., 2019; Lee et al., 2018). We strive to provide an example of a thorough registration of the 

proposed analysis pipeline that still allows for the analytical f lexibility of the ML algorithms (e.g., 

through hyperparameter tuning).
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METHOD

Sample

We used routine outcome monitoring data from 723 patients of a clinic and polyclinic in Rhineland- 

Palatinate collected between 2018 and 2021. The clinic comprises three inpatient and day hospital units 

offering multi- modal treatment consisting of two to three individual therapy sessions per week, two 

weekly sessions of art therapy, up to two sessions of body- oriented therapy and up to three sessions 

of group therapy. The duration of treatment is typically 4–12 weeks. Averaged treatment length in our 

sample was at 6 weeks. While the focus of the clinic is psychodynamic, treatment integrates different 

schools and modalities, including educational elements regarding the pathogenesis and maintenance 

of the disorder, and specific modules (e.g., relaxation training or physiotherapy) tied to the individual 

needs of the patients. In the group settings, a new member is admitted when a patient is discharged 

from the hospital. Hence, the groups comprise patients at different treatment stages. This ‘slow- open’ 

principle offers the possibility for peer learning, where new members can benefit from the perspectives 

of patients who have already undergone parts of their treatment and more experienced patients can 

become more aware of their change processes when confronted with attitudes and scepticism of the 

novices. The multi- professional team consists of psychosomatic medical specialists and residents, 

psychologists, creative therapists, specialized nurses and social workers. The nursing staff is constantly 

present, aiming at ensuring stability, holding and reassurance (Beutel et al., 2008).

Using patient data for research is regulated by the German State Hospital Act and was approved 

by the Rhineland- Palatinate Chamber of Physicians (nr. 837.191.16 (10510)). We provide a descriptive 

overview of patients' characteristics on all available measures of this study in Table S1 at https:// osf. io/ 

86zng . The patient data are not publicly available due to privacy restrictions, but we provide a correlation 

matrix for all variables and a synthetic version of the data in the supplemental materials at https:// osf. 

io/ jxst4/   to render our results as transparent and reproducible as possible. For data access upon request, 

please contact the second author.

Measures

In Table S1, we present an overview of all available measures that are included in the prediction models. 

We predicted the patients' treatment response operationalized as post- treatment PHQ- ADS scale sum 

scores (controlled for pre- treatment PHQ- ADS sum scores). All categorial variables were dummy- coded 

prior to the analysis with the first category as a reference. We excluded eight patients with more than 

30% missingness on all variables. We also excluded categorical predictor variables with fewer than 10 

events to avoid computational problems due to low variances (i.e., two response options regarding 

pensions due to reduced earning capacity). For our analysis, we used the standardized individual item 

scores to fully capture all potential effects since it has repeatedly been shown that individual items 

outperform scale scores in prediction tasks (McClure et al., 2021; Seeboth & Mõttus, 2018).

Statistical analyses

All our analyses were conducted using the R package caret (Kuhn, 2008) as an interface for modelling, 

prediction and evaluation. Irrespective of the modelling algorithm, we employed a nested cross- 

validation approach (Bischl et al., 2012; Pargent et al., 2023) which is often recommended to strictly 

separate any data pre- processing and hyperparameter tuning from the final model validation. Thus, 

nested cross- validation avoids information leakage between the training and the testing sample that is 

used for model evaluation. Nested cross- validation combines an outer and inner validation loop: First, 

in every iteration of the outer validation loop, the full data are split into training data (for our study, 80% 
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of the full data set) and a holdout sample (the remaining 20%) as testing data. Any missing values will 

be imputed separately for the training and testing datasets (i.e., after the 80/20 split) using multiple 

imputations (k = per cent of missingness averaged across all predictor variables, but a minimum of 

10) via the random forest algorithm implemented in the R package mice (van Buuren & Groothuis- 

Oudshoorn, 2011). Within the inner validation loop, we trained the respective models for each of the 

imputed training datasets using 10- fold cross- validation. Predictive performance of these models was 

then calculated as the average performance across the k- test datasets. Further, we averaged these results 

across 100 iterations of the outer validation loop to provide an accurate estimate of the expected prediction 

performance using unseen testing data.

Table 1 arranges the different models we compared in this study into three major blocks. As a first 

step, we quantified the incremental predictive validity of using all variables in comparison to more sim-

ple benchmark models. In more detail, the first comparison consists of three linear regression models, 

(a) a naïve guessing model (or null model, Model 0), (b) a model solely using the PHQ- ADS score at 

baseline to predict the post- treatment PHQ- ADS scores, because initial symptom severity has been 

demonstrated a strong predictor of treatment response (Model 1) and (c) a linear regression model with 

all available predictor variables (Model 2). As a second step, we completed this regression model using 

all variables (Model 2) to two ML algorithms—elastic net regressions and gradient boosting machines 

(Model 3 and 4). Finally, in a third step, we examined the unique and combined contribution of different 

variable groups in the prediction of treatment response (Model 5–18). To this end, we used the algo-

rithm and tuning parameters that showed the highest predictive performance in the aforementioned 

methodological comparison.

In the following, we briefly describe the key characteristics of the two ML modelling approaches. 

Elastic net regressions are regularized regressions that lead to parsimonious models by penalizing the 

regression weights of certain predictors. They compromise between ridge regressions and least absolute 

shrinkage and selection operator (LASSO) regressions. By using the tunable shrinkage parameter λ 
and penalty parameter α (Zou & Hastie, 2005), they strike for an optimal balance between minimizing 

the sum of squared weights (assigning variables small, but non- zero weights) and the sum of absolute 

weights (leading to models with many variables given weights of zero), thereby aiming to maximize 

predictive performance.

Gradient boosting machine algorithms are tree- based algorithms that allow for the integration of 

nonlinear and higher- order interaction effects into the modelling without the need for specific assump-

tions on functions between predictor variables and the respective outcome ( James et al., 2017). They 

sequentially combine multiple decision trees into an ensemble. Every new tree aims at fitting the resid-

ual error of the previous one, leading to potentially better predictive performance. Their complexity 

depends on hyperparameter settings (e.g., number of trees, minimum leaf size) which should be sensibly 

tuned to avoid overfitting due to overly complex models (McNamara et al., 2022).

Model evaluation

We use the following indices to evaluate predictive models: explained variance (R2), the root mean 

squared error (RMSE) and the Mean Absolute Error (MAE). All indices are calculated for the 

training sample and also for the holdout sample across the 100 iterations of splitting the data into 

training and testing data. We present the results for all indices using box and jitter plots to illustrate 

(a) the overall predictive performance and (b) the amount of overfit for all modelling approaches. 

For all models, variable importances are presented using the varImp function in caret. However, 

we focus the discussion of important predictor variables on the model with the highest prediction 

performance.

To further the comprehensibility and accountability of the described analytical approach, we provide 

annotated R syntax of our analyses. These materials can be found at https:// osf. io/ jxst4/  . The time- 

stamped Stage 1 of this registered report can be found at https:// osf. io/ tkm2h .
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R ESULTS

A unidimensional factor explained 42% of the variance of the PHQ- ADS items at baseline. Reliability 

was high (α = .92). The averaged raw difference between baseline and outcome sum scores was −9.0 
(empirical range: −37; 19). For 13% of the full sample (N = 94 patients, using multiple imputed data), 

the PHQ- ADS values, that is, symptom load did not change or even increased. This statement is 

not about statistical or clinical significance, but to describe the wide range of individuals' treatment 

successes.

Table 2 provides an overview of the averaged predictive performances of all 18 models for the 

100 training and testing datasets, respectively. Overall, there was a strong link between the PHQ- 

ADS at baseline and the post- treatment PHQ- ADS (R2 = .319; Model 1), which is used as the point 

of reference when making statements about the incremental predictive validity of predictor variable 

groups.

Figure 1 shows the distribution of the 100 different R2 values for the three different model fam-

ilies using all available variables (Model 2–4), indicating a large variance across different data splits 

and thus, underlining the need to use outer cross- validation to obtain reliable estimates for model 

performance using unseen testing data. Whereas the linear regression models on average explained 

an increment of 4.8% of the outcome's variance over the baseline model, both machine learning 

algorithms outperformed the linear regressions with an increment of 12.0% (elastic net regression) 

T A B L E  2  Predictive performances in training and test data for the prediction of treatment response.

No Algorithm Predictors

Train Test

R
2 RMSE MAE R

2 RMSE MAE

0 LinReg Naïve guessing model .464 .377 .455 .365

1 LinReg PHQ- ADS at baseline .329 .380 .302 .319 .376 .298

2 LinReg All available variables .598 .294 .233 .367 .374 .296

3 Enet All available variables .535 .320 .252 .439 .342 .268

4 GBM All available variables .700 .259 .205 .441 .342 .269

5 Enet Demographics .351 .375 .299 .330 .373 .296

6 Enet Physical .333 .340 .303 .315 .377 .299

7 Enet Mental .449 .347 .275 .370 .362 .286

8 Enet Treatment .433 .350 .275 .401 .354 .277

9 Enet Demographics, Physical .356 .373 .298 .328 .374 .296

10 Enet Demographics, Mental .452 .346 .275 .371 .362 .286

11 Enet Demographics, 

Treatment

.447 .346 .273 .403 .352 .277

12 Enet Physical, Mental .448 .347 .276 .368 .363 .286

13 Enet Physical, Treatment .438 .349 .274 .396 .355 .278

14 Enet Mental, Treatment .532 .320 .252 .441 .341 .268

15 Enet Demographics, Physical, 

Mental

.451 .347 .275 .370 .362 .286

16 Enet Demographics, Physical, 

Treatment

.452 .345 .272 .402 .353 .277

17 Enet Demographics, Mental, 

Treatment

.533 .320 .252 .440 .342 .268

18 Enet Physical, Mental, 

Treatment

.534 .319 .252 .440 .342 .268

Abbreviations: Enet, elastic net regression; GBM, gradient boosting machines; Linreg, linear regression; MAE, Mean Absolute Error; RMSE, 

Root Mean Square Error.
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and 12.2% (GBM) over the baseline model. Since the two machine learning models using all avail-

able predictor variables were nearly identical in predictive performances within the test data, we 

conducted all following variable group comparisons with both algorithms to provide interested 

readers with a full result set.

In Table 2, we present the results using elastic net regressions since those show a considerably less 

amount of overfit (i.e., difference between training and testing performance) across the different mod-

els (for the results of Model 5–18 using GBM, see Table S2). The rank order of the performances of the 

different models with respect to variables included in the models was similar across the two algorithms 

so that conclusions about the importance of variable groupings were identical. The main findings were 

as follows: First, demographics and indicators of physical health seem negligible (see Table S2). Second, 

out of the models using a single predictor set (Model 5–8), the model with the treatment variables per-

formed best, followed by indicators of mental health. Third, out of all possible combinations, the model 

using treatment and mental health variables (Model 14) had the highest predictive performance in the 

test data. Even the models with additional variables (Models 15–18 and Model 3) showed no further 

improvement, which can be attributed to less overfit of the more parsimonious model.

As preregistered, we provide a detailed overview of variable importances for all models in the online 

supplement (see https:// osf. io/ gnzqs ), but present and discuss only the most predictive model within the 

manuscript. Since variable importance measures are based on the training data and the GBM models 

overfitted significantly more than the elastic net regressions (at similar performance in the testing data), 

we will focus on the latter for the most accurate estimations. Figure 2 shows the 20 most important 

variables for Model 3 which overall confirm the results of the previous model comparisons: The base-

line PHQ- ADS value was by far the most important variable, followed by whether the patients found 

the treatment helpful, treatment length and satisfaction with treatment. There was only one demo-

graphic variable (patients' age) and one indicator of physical health (healthy nutrition) among the 20 

most important predictors. Importantly, the latter variable represents a self- reported indicator of health 

behaviour rather than an objective measure of physical health. Relevant indicators of mental health 

F I G U R E  1  Explained variance for all 100 iterations of the outer validation loop for the three models using all available 

predictor variables. Note: The box reflects the interquartile range (IQR), the solid line the median and the whiskers 1.5 times 

the IQR across 100 iterations (i.e., outer loop data splits). R2 values of the 100 models are displayed as a jittered distribution on 

the right.
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included the self- rated level of functioning at work or school (measured by the Sheehan Disability Scale), 

depersonalization- derealization, items of the SCL9 (which is to be expected since they can be seen as an 

alternative measure of symptom load), a PID- 5 item measuring whether patients are quickly annoyed by 

all sorts of things, aspects of social phobia (whether patients were afraid to be ashamed or feel dumb), 

level of structural integration (as indicated by an item of the OPD- SQS), remembered childhood emo-

tional abuse and being worried about libido loss.

DISCUSSION

With this registered report, we aimed to further the knowledge on predictors of treatment response in 

ecologically valid naturalistic inpatient samples, ultimately working towards the admittedly ambitious 

goal of reducing treatment failures and relapse rates by proactively screening for patients at risk. Our 

methodological comparisons showed that the prediction of treatment response can be enhanced by 

using machine learning algorithms, however, not due to the incorporation of nonlinear or interaction 

effects but rather by reducing the models' overfit via regularization as indicated by the equally good 

performance of the elastic net regressions and the GBM models using all available predictor variables. 

The regularized elastic net regressions had a higher predictive performance in independent testing 

samples than the non- regularized version. Hence, the results provide yet another argument for focusing 

on collecting high- quality data in large samples with reliable indicators for clinical prediction models 

instead of on more and more complex modelling approaches when aiming for generalizability and in 

turn, clinical usability.

Important variables for the prediction of treatment response

With an R2 of .44, the overall predictive performance of the best- performing model in this study is 

comparable to or even slightly higher than the results of similar previous research using elastic net 

regressions for the prediction of treatment response. For example, Webb et al. (2020) were able to 

F I G U R E  2  Twenty variables with the highest averaged variable importances for Model 3. Note: PHQ- ADS, Patient 

Health Questionnaire Anxiety and Depression Scale (Kroenke et al., 2016); SDS, Sheehan Disability Scale (Sheehan 

et al., 1983); SCL- K9, Symptom Checklist (Petrowski et al., 2019); CDS- 2, Cambridge Depersonalization Scale 2 (Michal 

et al., 2010); PID- 5, The Personality Inventory for DSM- 5—Brief Form (Krueger et al., 2013); OPD- SQS, OPD- Structure 

Questionnaire Short (Ehrenthal et al., 2015); Mini- Spin, Mini- Social- Phobia- Inventory (Wiltink et al., 2017); PHQ- Stress, 

Patient Health Questionnaire Stress (Gräfe et al., 2004); CTS, Childhood Trauma Screener (Grabe et al., 2012).
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explain 38% of variance in post- treatment depression scores. As it has been often found (Cuijpers 

et al., 2022), anxiety and depression symptoms at discharge (i.e., post- treatment PHQ- ADS values) 

were best explained by their baseline levels (R2 = .32) with an increment of ΔR2 = .12 in predictive 

performance adding all other available variables. This increment has to be seen in light of the two- fold 

nature of symptom severity as a predictor of poorer prognosis and as a predictor of successful/positive 

change (Constantino et al., 2021). If modelled explicitly, the literature points to distinct response 

patterns associated with high baseline severity: Patients with high baseline severity who improve 

strongly are often additionally characterized by lower impairment in other domains or low risk- related 

behaviour (e.g., self- harm or externalizing symptoms; Uckelstam et al., 2019), underscoring the need of 

a multidimensional assessment of functioning. Several authors have called for assessing the complexity 

of mental disorders across interlinked domains of functioning to better explain the variability in their 

phenotypes and responses to treatment (Barton et al., 2017).

For example, patients' ratings of their condition impacting their workability emerged as an import-

ant predictor of treatment response. Occupational functioning is a relevant criterion typically rated 

alongside psychological and social functioning in the psychiatric global assessment of function (GAF; 

Aas, 2011). Interestingly, self- rated workability had a more pronounced impact compared to self- rated 

social functioning, and thus, might serve as a more important indicator of clinical severity. Patients 

reporting a higher number of previous inpatient treatments were also more likely to report higher 

symptom severity at discharge, with ‘unsuccessful’ treatments being an indicator of disorder chronicity 

(Fava et al., 1996; Taylor et al., 2012). High levels of depersonalization and derealization (DP/DR), 

which describe the phenomenon of feeling detached and alienated from the self and the environment, 

were also among the most predictive variables. DP/DR can be classified as a disorder but is also coded 

as a symptom of the dissociative subtype of posttraumatic stress disorder, the dissociative features of 

dissociative identity disorder, cannabis intoxication, borderline personality disorder and anxiety disor-

ders according to DSM- 5. DP/DR often takes a chronic course (Baker et al., 2003) and individuals with 

co- occurring DP/DR are also at higher risk for chronic courses of comorbid mental health disorders 

(Mula et al., 2007; Schlax et al., 2020). DP/DR is therefore understood as an indicator of disorder sever-

ity (Baker et al., 2003; Michal et al., 2011; Simeon et al., 2003) and has previously been associated with 

less favourable therapy courses across different mental health disorders (Bae et al., 2016; Kleindienst 

et al., 2016; Lyssenko et al., 2018). Our study shows that DP/DR is predictive of anxiety and depression 

severity at discharge in a sample of mixed psychosomatic inpatients. This is an important finding as DP/

DR is often underdiagnosed and not likely to be part of the assessment in routine outcome monitoring 

(Michal & Beutel, 2009). Unfortunately, the literature on evidence- based treatment of DP/DR is still 

scarce (Wang et al., 2023).

The SCL- K9 is an alternative measure of symptom severity. In previous research, the general sever-

ity index (GSI) of the SCL- K- 9 correlated highly with measures of anxiety and depression (Petrowski 

et al., 2019; Prinz et al., 2008). Within the context of the present investigation, items tapping into depres-

sion (worry), anxiety (tightness) and somatic symptoms (heaviness) were important predictor variables, 

pointing to the interrelatedness of somatic, anxious and depressive symptom experiences—also called 

the SAD triad (Löwe et al., 2008). Though typically captured as a symptom, worry is also understood 

as a trait component associated with proneness to experience negative emotions (Weiss & Deary, 2020). 

A tendency to worry ‘about everything’, was also among the predictive PID- 5 items. Similar symp-

toms related to domains of cognitive- affective schemes and therefore overlapping with personality 

(e.g., shame, worry, irritability) represented another group of important predictor variables. Excessive 

worrying is a form of repetitive negative thinking (RNT). It is typically defined as uncontrollable neg-

ative thoughts regarding close or distant future events, while worries focused on the past are labelled 

rumination (Nolen- Hoeksema et al., 2008). RNT is thought to be implicated in the development and 

maintenance of anxiety and depressive disorders and pretreatment levels of RNT have previously been 

associated with worse treatment outcomes across different mental disorders (Bredemeier et al., 2020; 

Kertz et al., 2015; Sarter et al., 2021). Beyond worry, other relevant PID- 5 items were high irritability 

and emotional instability. The three most relevant items from the PID- 5 all stem from the negative 
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affectivity domain which is associated with depressivity (Gonçalves et al., 2022) but also closely over-

laps with the construct of borderline personality disorder in empirical research (Gutiérrez et al., 2023). 

Relatedly, one item assessing personality functioning, namely the capacity to have a correct impression 

on how others might perceive oneself emerged as predictive. Adequate self- other functioning is the 

hallmark of personality disorders closely relating to mentalizing capacities (Wendt et al., 2023).

Only one demographic variable was important: Higher age was associated with better treatment 

response. We are unaware of inpatient studies with a similar finding. Some studies have pointed to com-

parable benefits across the age range (Cuijpers et al., 2018; Haigh et al., 2018). In our sample there was 

a preponderance of young patients. Population- based studies (Beutel et al., 2016) have shown that pro-

crastination is particularly frequent in young people. This characteristic is likely to counteract symptom 

improvement but has so far been neglected in outcome studies of inpatient psychotherapy.

The group of variables that were most strongly associated with post- treatment PHQ- ADS values 

dealt with the treatment itself. This finding might seem rather straightforward because the self- report 

variables about the treatment are a direct, albeit subjective patients' evaluation of the overall treat-

ment process and also the most temporal proximal predictors to the post- treatment outcome measure. 

Interestingly, whether patients found the treatment helpful was more predictive than mere satisfaction 

with the treatment, possibly underlining that wording matters in assessments of such subjective patients' 

evaluations (see also Ammerman et al., 2021 for wording effects in the context of self- harm). Also, this 

might hint to the fact that even momentarily dissatisfying (e.g., physically or mentally demanding) treat-

ments do not necessarily lead to an impression of unhelpfulness. Treatment length and the number of 

previously undergone treatments were predictive of outcome in the sense that longer treatment and a 

higher number of treatment attempts were associated with more severe symptoms at discharge. Previous 

research indicates that the relationship between treatment duration and outcome is complex. On aver-

age, improvements of relationship patterns and personality functioning need more time than symptom 

improvement (Haase et al., 2008). On the contrary, the rate and magnitude of further change decline 

with an increasing duration of inpatient therapy (Liebherz & Rabung, 2014). Particularly complex cases 

unresponsive to previous outpatient or shorter inpatient treatments may require lengthy inpatient treat-

ments followed by day hospital treatments which achieve overall comparably small benefits. In the case 

of the present study, it might be that highly complex cases received longer stays but were less likely to 

show vast change rates within their stay.

Strengths and limitations

This study represents one of the first registered reports in the field of psychotherapy research using 

machine learning algorithms for predictive modelling. Open science practices are by no means a sign 

of high- quality research by themselves, but rather a prerequisite (Bakker et al., 2020). By using two- 

stage approaches of publication, the risk for a posteriori modification of the research rationale or the 

analyses based on the study results can be reduced or at least be made transparent. Thinking of a larger 

context, this could also be highly relevant to address any presumptions about or effects of researcher 

allegiance biases in psychotherapy research. Also, transparent methods and openly available data are 

necessary to enable meaningful aggregations of research findings across studies in the form of reviews 

or meta- analyses. We acknowledge that sharing raw data is not always possible in clinical science due to 

privacy concerns (as it was the case in the current study). However, the provision of a synthetic version 

of the data seems a useful compromise between reproducibility of the analyses as well as reuse of data 

on the one hand, and data protection and privacy concerns on the other hand. To provide a good 

practice example, we also created a synthetic dataset using the convenient R package synthpop (Nowok 

et al., 2016).

In this study, we used a large naturalistic inpatient sample with mixed diagnoses and modelled 

treatment response using easily available baseline indicators which can be equally seen as a strength 

and limitation. On the one hand, we aim for validity for inpatient treatments without exclusion of 
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patients, for example, those with recent suicide attempts or with multiple comorbid disorders, on 

the other hand, our results may not be immediately applied to the treatment of certain specific dis-

orders. Additionally, using only baseline indicators can be seen at odds with findings on treatment 

response being affected by multiple, time- variant factors underlining the need for multi- modal and 

intensive longitudinal data (Chekroud et al., 2021). Nonetheless, prediction models such as the one 

in this study could be more easily implemented than models requiring further data acquisition since 

baseline assessments are carried out in German psychotherapy clinics on a routine basis and they 

provide valuable information on the risk of treatment nonresponse at a time when intervention is 

still possible.

One limiting factor that our study shares with similar research is a specific, fixed set of available 

predictor variables. In any case, there are further variables (e.g., patients' motivation to participate 

in the therapy at baseline; Jankowsky et al., 2023) that might incrementally explain treatment re-

sponse. The present results have to be seen against this background: For example, we found that 

demographics had a negligible role in our models. However, there have been studies providing the 

first evidence for tailored treatments for minority patients, for example, queer patients (Bochicchio 

et al., 2022). Related information was not systematically assessed in our sample. Generally, the 

awareness of the topics of diversity and inclusion has increased in Germany only in recent years 

(Kluge et al., 2020) and studies investigating the experiences and needs of minority groups in the 

mental health care system are needed.

Due to our study design, we cannot make statements about patients' long- term treatment responses 

since we predicted post- treatment scores that were assessed directly at discharge. Previous research 

has shown that symptom severity at follow- ups can differ strongly from these assessments (Steinert 

et al., 2014). Thus, a worthwhile endeavour for further research would be to examine to what extent 

predictive models using outcomes at discharge still hold when tested at a later point in time. If this were 

not the case, one could argue that long- term response is the clinically more relevant outcome and should 

be used to train prediction models, thereby additionally providing more information on who relapses 

and why, which could then inform clinical decisions about relapse prevention.

CONCLUSION

In this registered report, we demonstrated that it is possible and worthwhile to combine rigorous 

open science practices with the analytical flexibility of complex machine learning algorithms for the 

prediction of treatment response. It was possible to predict treatment response to a considerable degree, 

taking advantage of regularization approaches inherent to the algorithms that were used. Our results 

again underline the large association between baseline and post- treatment symptoms; however, they also 

show the importance of a multidimensional assessment of functioning and identify possible prognostic 

markers. Our results highlight the importance of negative affectivity and self- other regulatory capacities 

related to depression and anxiety symptoms but also of symptoms such as depersonalization and 

derealization that have not been focused on in previous research.
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In the following, I will summarize the main results of the four manuscripts included in 

this thesis. In each manuscript, we used ML algorithms to predict future behavior, but also 

focused on specific methodological issues that are currently debated in the field of predictive 

modeling: In manuscript 1, we proposed a temporal model validation approach to address 

potential information leakage in temporal dependent data. In manuscript 2, we addressed the 

ongoing debate about whether increasingly complex ML algorithms should be used to predict 

suicidal behavior, and under what circumstances the models can be translated into clinical 

practice. Manuscript 3 discussed the difficulty of predicting rare events and in manuscript 4, 

we argued for and highlighted the potential of registered reports to improve the transparency 

and reproducibility of ML-based research. In the subsequent parts of the epilogue, I will 

discuss some aspects of predictive modeling more broadly, namely model generalizability, 

feature selection, and timing in ML-based models. Finally, I will provide an outlook on 

improvement opportunities for ML modeling in psychology.  

Manuscript 1: Validation and generalizability of machine learning prediction models on 

attrition in longitudinal studies. 

 In the first manuscript, we compared the accuracy of logistic regressions and GBM for 

the prediction of attrition in two longitudinal panels (MIDUS and pairfam) using baseline 

demographic, health, and personality indicators. To do so, we used two different model 

validation strategies which we termed “80/20” and “temporal 80/20”. The first corresponds to 

the very common way of splitting the data into training data (80%) and testing data (20%) but 

disregards the actual temporal aspect of the attrition modeling (i.e., the outcome for training 

and testing was taken from the same measurement wave). With the temporal approach, 

however, we validated the trained models using outcome data from the still-active participants 

of the 20% testing data in a subsequent measurement wave. In both validation schemes, there 

is a strict separation of training and testing data, or in other words, there is no information 
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leakage that biases the estimated model accuracies. It could be argued that the temporal 

validation is a more realistic and informative scenario, as it takes into account potential 

changes in the population over time (i.e., participants who permanently dropped out at a 

previous measurement wave). In addition, panel researchers usually are interested in 

predicting the unknown participation status in a future wave in order to target still-active at-

risk participants and optimize retention strategies. Our results showed that attrition was 

predicted rather inaccurately regardless of panel study or algorithm (e.g., balanced accuracies 

of .61 or lower) and further decreased for models that were validated in a temporal 

framework. With respect to the previous findings on the prediction of study attrition which we 

discussed in the prologue of this thesis, this study underlines two important aspects: First, the 

issue of longitudinal study attrition is unlikely to be solved by the use of increasingly complex 

algorithms since their previously promising reported accuracies were largely due to 

information leakage between training and testing data. Second, researchers need to be aware 

that for predictive models to be useful for actually predicting future behavior, they have to be 

generalizable across measurement occasions (similar to the concept of stationarity in time 

series, i.e., the data generating process not changing across time). Unfortunately, this 

assumption is unlikely to be true for longitudinal attrition, as the population for which the 

predictive model has to hold is systematically altered with every subsequent measurement 

occasion, which may cause shifts in effects and variable importances.  

Manuscript 2: Predicting lifetime suicide attempts in a community sample of adolescents 

using machine learning algorithms. 

 The second manuscript dealt with the prediction of self-reported lifetime suicide 

attempts in a large community sample of 17-year-old adolescents, comparing two ML 

algorithms (elastic net regressions and GBM) with a baseline logistic regression and 

combining a heterogeneous set of predictor variables (including, for example, indicators of 
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physical and mental health, demographics, personality, victimization, offenses, and emotions) 

across different timeframes (either using predictors from a prior measurement wave or from 

the same wave the outcome was taken from). Our results can be summarized in terms of three 

comparisons: First, both ML algorithms outperformed the highly overfitting logistic 

regression models irrespective of timeframe or predictor set (e.g., with an ABA of .85 for both 

ML algorithms vs. .73 for logistic regressions when using data from the same measurement 

wave). Second, predictions were less accurate for models using data from the measurement 

wave 3 years prior (ABA = .76 vs. .85 for the GBM models). And third, in contrast to the 

group of studies I presented in the prologue of this thesis that employed optimism 

bootstrapping as a model validation strategy, allowing for interaction or nonlinear effects did 

not improve predictive performance (as indicated by the equally accurate predictions of 

elastic net regressions and GBM). Overall, previous self-harm, mental health problems, and 

indicators of loneliness and low self-esteem were among the most important predictor 

variables. Shifts in variable importances across adolescence (i.e., with respect to variables 

related to sexuality, drug use, delinquency or victimization) suggested the importance of 

tailoring suicide prediction models to the specific developmental phase. With this study, on 

the one hand, we explored potential predictors of future suicide attempts in a young 

community sample, with the aim of helping to identify variables that could be included in a 

first stage of early screening to prevent the onset of suicidal behaviors in children and 

adolescents. On the other hand, our results also address the already ongoing debate on the use 

of increasingly complex ML algorithms to predict suicidal behaviors (e.g., Fox et al., 2019 

and the commentary by Siddaway et al., 2020). This debate is fueled by reasonable arguments 

for both points of view: for example, some researchers call for more flexible and complex 

models to match the presumed complexity of suicidal thoughts and behaviors since prediction 

efforts using linear models and a limited number of predictors have been meta-analytically 
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shown to be disappointing so far (e.g., Franklin, 2017). Counter to this, a more skeptical 

concern is that ML models are more difficult to interpret and therefore less likely to be 

accepted or implemented by clinicians. Our results showing that proximal predictors lead to 

higher accuracy than distal ones suggest an additional aspect worth considering, namely that 

most of the studies modeling suicidal behavior do not measure relevant indicators on the 

fitting timescales.  

Manuscript 3: First impressions count: Therapists’ impression on patients’ motivation 

and helping alliance predicts psychotherapy dropout. 

In the third manuscript, we compared the accuracy of logistic regressions, elastic net 

regressions and GBM for the prediction of therapy dropout in two German inpatient 

psychotherapy clinics (N = 1,691 in Sample 1 and N = 12,473 in Sample 2) using baseline 

indicators (e.g., demographics or variables on previous treatments and symptom severity) 

collected on the first day of the patients’ stay at the respective clinic. As in the previous 

manuscript, both ML algorithms generally outperformed the overfitting logistic regressions 

(to a greater extent in the smaller sample) and achieved comparable predictive accuracies 

(AUC of .74 and .82 using elastic net regressions vs. AUC of .72 and .83 using GBM for 

Samples 1 and 2, respectively). Key predictors of therapy dropout, and thus potential points of 

intervention to reduce dropout, were the therapists’ initial assessment of patients’ motivation 

and the therapeutic alliance. The results of the third manuscript included in this dissertation 

again underlined the usefulness of model regularization to improve the generalizability of 

predictive performances (i.e., to reduce overfitting), but also showed that more complex 

modeling is not necessarily a remedy for every prediction task. In additional analyses, we 

focused on sample size considerations for rare event classification tasks. We used the larger of 

the two samples to systematically reduce the total sample size (and thereby number of events) 

and the event fraction (i.e., the number of events relative to the total sample size) and found 
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that the higher predictive performance in Sample 2 was partly due to the larger sample size 

(reducing the sample size of Sample 2 to that of Sample 1 reduced the differences in 

predictive performance between the two samples). Importantly, reducing the event fraction 

had an even more pronounced effect on predictive accuracy than reducing the sample size 

(with a fixed event fraction). Our results are consistent with recent findings (e.g., Van Smeden 

et al., 2019) on the importance of considering more aspects than just the ratio of predictor 

variables to the number of events when building classification models. In other words, a 

highly unequal group size significantly increases the demands on the data and overfitting in 

classifications could be better reduced by additional sampling from the smaller group than by 

increasing the sample size in general. 

Manuscript 4: Predicting treatment response using machine learning: A Registered 

Report. 

 In manuscript 4 of this thesis, we used different modeling approaches (unregularized 

and elastic net regression analyses and GBM) to predict treatment response as operationalized 

by the Patient Health Questionnaire Anxiety and Depression Scale in a naturalistic inpatient 

sample. For this, we used four sets of predictor variables (demographics, variables on physical 

and mental health, and treatment-related variables). Again, the two ML modeling approaches 

overfitted less than unregularized regressions and achieved higher, albeit similar, predictive 

performance. Beyond the substantial association between baseline and post-treatment 

symptom severity (R² = .319), using all available predictors resulted in an increment of ΔR² = 

.12, largely driven by treatment- and mental health related variables. One could argue that this 

increment is rather small compared to the effect of baseline symptom severity and that the 

increment could be inflated by including variables conceptually very similar to the Patient 

Health Questionnaire Anxiety and Depression Scale and variables assessed post-treatment 

into the model. However, our results also showed the importance of variables that are rarely 
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included in routine outcome monitoring, such as those assessing depersonalization and 

derealization. The fourth manuscript of this dissertation differs from the previous three in that 

it represents one of the first registered reports in psychological research (and especially 

psychotherapy research) using ML algorithms for predictive modeling. This entailed the prior 

specification of all analysis steps and the preparation of annotated R syntax, including details 

on ML modeling such as hyperparameter grids and model validation. We argue that common 

challenges to the reproducibility of complex algorithms can be tackled by full transparency 

about modeling decisions and by constructive methodological feedback from peers prior to 

dissemination of results and conclusions. By using registered reports and their inherent two-

step approach to publication, researchers are less likely to exploit degrees of freedom (which 

become more numerous as models become more complex) to render results more surprising 

or predictive, as a potentially strong incentive to do so (i.e., the decision on the publication of 

a manuscript) becomes result-independent (i.e., based solely on the research question and 

proposed analyses).  

There is no Such Thing as a Validated Prediction Model 

It is often stated that cross-validation allows researchers to quantify the 

generalizability of their predictive model (e.g., Rosenbusch et al., 2021; Song et al., 2021). 

However, even more sophisticated approaches, such as a nested resampling approach (Bischl 

et al., 2012; Pargent et al., 2023) with a large number of outer loop iterations, which we used 

in all empirical studies in this thesis, can only estimate a model’s performance on unseen data 

from the same population. Hence, researchers implicitly assume either representativeness of 

their samples or non-heterogeneity and stationarity of data generating processes across 

settings and time when reporting predictive performance based on validation samples 

generated by random data splitting. Van Calster et al. (2023) argue in their article (the title of 

which inspired the subheading above) that the validation of prediction models is a process that 
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can never truly be completed. Rather than developing additional prediction models, 

researchers should focus their attention on more thorough validations (and updates thereof) of 

already promising models that account for heterogeneity in performance across contexts. 

Although the authors discuss clinical prediction models and specific examples may not be 

fully transferable to psychological research (e.g., the introduction of new surgical procedures 

that alter associations between variables), the general argument holds. Model performance can 

potentially be affected by time, setting, culture, measures, or methods, to name a few. In the 

following, I will elaborate on these different aspects, discuss approaches to testing and 

presenting generalizability of predictive models in psychological research and provide an 

additional empirical example examining model generalizability across cultures and methods. 

Time 

The effect of time on model performance is (at least) threefold: First, it can be 

understood in a longitudinal intraindividual sense as shown for example in our study on the 

prediction of lifetime suicide attempts in adolescence, that is, as a shift in performance and 

variable importances across the lifespan. Second, there may also be generational shifts in 

interindividual associations resulting in models that are not timeless. National cohort studies 

with matched measures of core variables are already being used for intergenerational research 

(e.g., King et al., 2023; Parsons et al., 2021) and could also be helpful in quantifying the 

likely magnitude of such shifts. Third, changes that systematically affect the composition of a 

population over time––as in our study of attrition in longitudinal panels––may also fall into 

this category since a predictive model that was established at baseline of a longitudinal study 

decreased in performance at a later measurement occasion.  

Settings 

Data in psychological research can be organized hierarchically, that is observations 

(e.g., students or patients) may be nested within groups (schools, clinics, or therapists), 
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making it necessary to ensure that models hold across these specific (group) settings. How 

this is done depends largely on the availability of data and the intended use of the prediction 

models. If data with many groups are already available and the goal is to obtain a model that 

generalizes across them, it is recommended to use specific forms of blocked cross-validation 

(e.g., Dragicevic & Casalicchio, 2020) that train predictive models to capture the overall 

common associations between variables. In other cases, a predictive model that captures 

group-specific effects (e.g., within a single clinic) may be more desirable. However, such 

models would need to be externally validated using data from different settings (e.g., by 

employing leave-one-cluster-out cross-validation approaches; Takada et al., 2021) to assess 

their suitability for eventual further dissemination.  

Cultures  

Strictly speaking, different cultures could also be subsumed under the previous section 

and the suggested methods for testing generalizability across groups apply here as well. 

However, cultural effects on measurement and prediction models are global in the truest sense 

of the word, and psychological research has a history of relative ignorance of this fact, so the 

topic merits separate mention. Recently, Stewart et al. (2023) examined the cross-cultural 

generalizability (across English, Russian and Mandarin speakers) of models using the Big 

Five personality domains, facets and nuances (measured with a newly developed 90-item 

measurement instrument) to predict various life outcomes (e.g., health, committed crimes, life 

satisfaction, education, income, social functioning). They found that items out-predicted 

facets and domains in all cultures, but to varying degrees (e.g., nuances achieved an average 

R² of .16 vs. R² = .10 for the English and Russian-speaking participants, respectively). Model 

performance decreased significantly when validated across cultures: For example, nuances-

based models trained on Russian and Chinese samples were half as predictive (R² = .08) for 

the English sample as the model trained and tested on the English sample. Thus, differences in 
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predictive performance due to cultural differences appear comparable to the intracultural 

incremental validity of nuances vs. domains (the latter of which achieved an R² = .07 for the 

English sample). Similarly, Hofmann et al. (2023) showed that the performances of models 

trained on a U.S. sample using personality nuances (IPIP-NEO items) to predict gender varied 

largely between an AUC = .81 (e.g., when tested on a Canadian sample) and an AUC = .59 

(when tested on a Filipino sample). As it is often the case with cross-cultural studies, it is not 

entirely clear whether these effects can be attributed solely to the different cultures or also to 

translation or comprehension issues (see Bader et al., 2021 for an approach to disentangling 

these different sources of bias), but the results nonetheless provide insights into cross-sample 

generalizability, or rather a lack thereof.  

Measurement 

The common use of different measures for ostensibly similar concepts in 

psychological research can be an additional hurdle to the generalizability of predictive 

models. An example from personality science is a study by Hang et al. (2021), who used 

nuances of different personality measures to predict participants' age, resulting in correlations 

between predicted and actual age of r = .65 (IPIP-NEO; Johnson, 2014), .69 (NEO-PI-R; 

Costa & McCrae, 2008), .50 (HEXACO; Ashton & Lee, 2007), and .24 (BFI-2; Soto & John, 

2017). These results can be easily explained; for example, the IPIP-NEO is an openly 

available instrument that is largely based on the NEO-PI-R (hence, the similarity), and both 

contain four times as many individual items as the BFI-2, which probably limits the predictive 

validity of the latter’s nuances. However, if one wants to make universal statements about the 

performance of the Big Five in predicting age, these results seem somewhat sobering and 

underline the importance of item sampling. In some cases, even the addition of a single word 

to a single-item measure can have a substantial effect on its approval rates and, presumably, 

on predictive models that use this indicator as an outcome: Nearly 40% of a U.S. adult online 
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sample including 613 participants endorsed lifetime suicide ideation when asked "Did you 

think about committing suicide?", whereas adding the word “seriously” (as in "Have you 

seriously thought about committing suicide") led do a lower endorsement of only 26% 

(Ammermann et al., 2021). 

Methods 

 As we have done in the four manuscripts included in this thesis, it is common in 

studies using ML algorithms to compare different increasingly complex modeling approaches. 

In general, generalizability across algorithms cannot be easily assumed for models that vary in 

their flexibility. Even in scenarios where researchers a) compare tree-based algorithms such as 

random forests and GBM, and b) both algorithms achieve basically the same predictive 

accuracy, and c) they use a measure of variable importance that is based on the influence of a 

predictor averaged over all generated trees, the implications of the models may still differ. 

This phenomenon has been called Rashomon effect (a multiplicity of good models; Breiman, 

2001), of which I present an empirical example below. For the example of random forests vs. 

GBM, an explanation can be found in their modeling behavior (see also the Prologue): 

Random forests aggregate across several independent smaller trees, each using only a subset 

of the predictor variables and the data. This way, in some trees, “unimportant” variables are 

randomly selected for a first split of the tree, leading to importance measures > 0 for these 

variables. In contrast, GBM stack trees and model residuals of a previous weaker learner with 

the subsequent tree which reduces the probability of unimportant variables being selected in 

further iterations.  

Testing for Generalizability Across Cultures and Methods: An Empirical Example  

 Strict tests of generalizability across any of the sources of model heterogeneity 

discussed above would, in principle, require that all other sources of performance 

heterogeneity be held constant. This condition is often difficult to meet in real datasets. For 
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example, for the prediction of psychotherapy dropout, we found differences in predictive 

performance and variable importances between the two clinics we studied, but since the data 

we used were not collected specifically for the comparisons we made, they differed in sample 

size, available predictor variables, timing of data collection, etc. As we discussed in the 

manuscript, baseline assessments would need to be aligned across multiple clinics to allow for 

direct tests of model generalizability. Another recent example for a test of generalizability 

across clinical samples can be found in Chekroud et al. (2024) who predicted patient 

remission in six trials of antipsychotic medication for schizophrenia. Predictive performance 

was better when models were tested within trials (balanced accuracies ranging from .56 to 

.67) than when using leave-one-trial-out-validation (balanced accuracies ranging from .50 to 

.58). Predictor variables were largely held constant across trials, however, the sample size and 

number of events varied substantially (N ranging from 99 to 481, number of events ranging 

from 24 to 153), which may account for any differences in model performance due to 

different degrees of model overfit. In the following, I present an empirical example in which I 

tested predictive models across cultures and methods while holding measurement, time, and 

setting constant.  

Using gender- and age-matched samples of 966 adults from five countries each, I 

examined the validity of character strengths measured with the VIA-Inventory of Strength-

Positive (VIA-IS-P; McGrath, 2019) for predicting 13 indicators of well-being, mental and 

physical health (e.g., purpose in life, sleep quality, anxiety, or healthy eating) across modeling 

approaches and cultural (dis)similarity. I compared three ML algorithms, namely elastic net 

regressions, GBM, and random forests. Predictive models were trained and tested within and 

across countries using nested resampling and 100 iterations of the outer validation loop. 

Based on Hofstede’s cultural dimensions (Hofstede et al., 2010), I assumed that there would 

be more differences between culturally dissimilar countries (U.S. vs. India and Mexico) than 
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between more similar countries (U.S. vs. Australia and Canada). Figure 5 shows exemplary 

results for one of the outcomes across three countries using a model trained on the U.S. 

sample: Purpose in life could be predicted to a considerable extent by character strengths, 

with up to R² =.50 when tested within the U.S. sample. Irrespective of country, there was little 

difference in predictive performance between the three ML algorithms. The largest difference 

was found not in a comparison of methods, but in the evaluation of models across countries, 

especially when generalizing the model to a culturally dissimilar country (e.g., ΔR² = .19 

between elastic net regressions tested in the U.S. and India samples).  

Comparing the overall model performance across methods and cultures addresses only 

one aspect of generalizability; another question would be whether the same variables are 

relevant for seemingly generalizable predictions. To examine whether there were any shifts in 

variable importances, I computed Spearman’s rank correlations of averaged variable 

importance measures across methods and cultures. For the model trained with the U.S. 

sample, rank correlations were highest between GBM and random forests (rs = .75), lower 

between elastic net regressions and GBM (rs = .64), and lowest between elastic net regressions 

and random forests (rs = .31). In contrast to the negligible differences in predictive 

performance, the latter correlation in particular implies a high potential for different 

conclusions about variable importances, depending on which model a researcher examines 

more closely. With respect to the different predictive performances in culturally dissimilar 

countries, it would also be relevant to know whether this result is due to generally smaller 

effects (e.g., in India than in the U.S.) or predominantly driven by shifts in variable 

importance ranks. For example, rank correlation between elastic net regression models trained 

in the U.S. sample and Canada was lowest (rs = .10), followed by U.S. and India (rs = .16) and 

Canada and India (rs = .24). Again, the effect of culture on variable ranks proved to be more 

pronounced than that of different methods.  
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Figure 5 

Model Test Performances for the Prediction of Purpose in Life Based on 96 Character 

Strength Nuances  

 

Note. The box reflects the interquartile range (IQR), the solid line the median, and the whiskers 1.5-times the 

IQR across 100 iterations (i.e., outer loop data splits). R² values of the 100 models are displayed as jittered 

distribution on the right. 

 

In summary, these results show that prediction models cannot easily be assumed to be 

generalizable across cultures, but also that nearly identical predictive performances can lead 

to different model interpretations (as in Rashomon effects) depending on the specific 

algorithm. Thus, the take-home message of this part of my epilogue is that model 

generalizability is far from a given and even reproducibility across similar algorithms 

becomes more complicated with increasing model complexity, which is why it is essential to 

communicate predictive models within their boundary conditions (see, e.g., Simons et al., 

2017 for a proposal to add a paragraph discussing generalizability constraints to empirical 

studies).  

Asking Better and Fewer Questions…  

In predictive modeling, researchers have to strike a balance between including all 

available information in the model (considering that unreliable or irrelevant variables may 
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reduce predictive performance) and preselecting variables based on theoretical assumptions or 

in a data-driven manner (at the risk of either excluding relevant variables or increasing 

overfitting). In psychological research, with its relatively small sample sizes (Fraley et al., 

2022), the inherent regularization of ML algorithms easily reaches its limits and cannot 

always compensate a high number of noisy and / or unreliable predictor variables (e.g., 

Jacobucci & Grimm, 2020). This raises the question of whether more sparse and accessible 

models might be generally preferable to complex ML algorithms, especially in application 

contexts where the most accurate and user-friendly decision rules would be optimal. In this 

respect, it may be good news that there is still a lot of room for improvement in psychological 

research in terms of more drastic feature selection; in recent studies, often only a handful out 

of a large number of variables turned out to be essential for predicting the respective outcome. 

For example, it seems hardly surprising that out of 240 NEO-PI-R items, “overeats favorite 

foods” had the highest association with participants’ body mass index (self- and other- 

reported and across samples; e.g., Mõttus et al., 2017) and largely drove the higher predictive 

performance of models including personality nuances compared to facets and factors for this 

outcome.  

Another example can be found in Reiter and Schoedel (2023) who compared logistic 

regressions, elastic net regressions, and random forests for predicting compliance in an 

experience sampling setting using more than 400 person, behavior, and context variables. 

They found that elastic net regressions slightly outperformed the other two methods with an 

averaged AUC = .72 and past participation behavior (operationalized for example by the 

previous mean answer rate, previous mean answer latency, and compliance at last beep) was 

by far the most important predictor category (predictive performance dropped to AUC = .59 

when this category was excluded from the model). In comparison, excluding participants’ 

baseline characteristics such as demographics or personality traits had virtually no effect on 
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predictive performance (drop in AUC = .001). Although they apply to a different study 

design, these findings are consistent with our results of predicting attrition in that it may not 

be possible to accurately infer some sort of “attrition personality” using only baseline 

participant characteristics, and they suggest that the best way to predict future participation 

may be to examine only the extent of previous regular participation in longitudinal studies. 

For the prediction of suicidal behavior, transparent and simple decision rules have 

been proposed, such as classifying any person who has ever engaged in self-harm as being at 

risk for future self-harm, including suicide attempts (e.g., Van Vuuren et al., 2021). Given that 

past self-harm has been meta-analytically shown to be the most important predictor of future 

self-harm and suicidal behavior (Beckman et al., 2018; Geulayov et al., 2019), such single-

indicator decision rules appear to be a valid baseline against which more complex models 

should be evaluated. In manuscript 2, we found that the use of such decision rules resulted in 

similar averaged balanced accuracy for predicting adolescent lifetime suicide attempts as the 

models that included all available information (.74 vs. .76), but averaged sensitivity was 

higher for the more complex model (.69 vs. .59). On the one hand, for the context of suicide 

attempts, an argument can be made for the importance of sensitivity, since accurate detection 

of at-risk cases is obviously highly relevant. On the other hand, a more complex and 

potentially less robust model based on household panel data might be difficult to translate into 

clinical practice, and thus this higher sensitivity would be merely theoretical.  

In a similar vein, therapists’ ratings of patients’ initial motivation and helping alliance 

emerged as by far the most relevant variables for predicting therapy dropout in the third 

project included in this thesis. Models using only these variables in the respective samples 

performed only slightly worse than those including all available (> 100 for each sample) 

predictor variables (a decrease in averaged balanced accuracy of .01 for Sample 1 and .02 for 

Sample 2). From a cost-benefit perspective, the question arises as to whether it is helpful to 
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include all possible information in elaborate models for a preliminary screening, or whether it 

would be sufficient to ask the respective therapists about their impressions of the patient after 

the first meeting and then, to guide the course of therapy accordingly, if necessary. 

Alternatively, one could also build on these findings and assess therapists’ first impressions 

much more comprehensively to examine which specific aspects are predictive of therapy 

dropout since, for example, a single-item measure of patient motivation is likely to be 

answered by aggregating a wide variety of potentially relevant cues.  

In general (and this is also true for the four manuscripts of this dissertation), many ML 

models in psychological research to date are based on data that were not primarily collected 

for specific prediction purposes, but were generated in other contexts or research projects. 

Often, all available variables are simply included in prediction models on a “more is better” 

basis, implicitly assuming that expert knowledge is less relevant and that ML models will be 

able to separate the signal from irrelevant noise. Therefore, there is certainly a lot of untapped 

potential in feature selection and improved measurement of tailored predictor variables to 

enhance performances of prediction models across different psychological sub-disciplines.   

… at the Right Time? 

 If one is interested not only in whether someone is at risk, but also in when exactly 

(and hence, when the respective behavior is most likely to be exhibited), the prediction model 

must also account for the temporal instability of the outcome and its associations. A perfect 

example to illustrate this problem of mismatched timescales is the prediction of suicidal 

behavior. For the prediction of lifetime suicide attempts in adolescents, we used panel data 

taken from a measurement wave three years before the self-reported outcome was assessed. 

With such a model, it is only possible to obtain a very global risk score on the basis of which 

adolescents could be further contacted, but this score does not have any information about 
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when adolescents were at increased risk. The latter, however, is of interest if the goal is to 

prevent actual suicides.  

Widely adapted and empirically supported theoretical models of suicide underline the 

notion that the causes of suicide are multifaceted and that the process leading to the actual 

behavior involves different factors and stages. For example, the integrated motivational–

volitional model of suicidal behavior (O’Connor & Kirtley, 2018; Wetherall et al., 2018) 

describes suicide as a behavior that occurs when subsequent facilitating phases are 

experienced, thus adding a temporal perspective to emerging suicidal plans and behaviors. In 

a pre-motivational phase, background factors and triggering events potentially foster the onset 

of suicide ideation within the subsequent motivational phase. Generally, predictive models 

using panel data and measurement waves years apart would merely be able to capture this first 

proposed phase. In a second phase, feelings of defeat and humiliation are thought to lead to 

feelings of entrapment which in turn lead to suicide ideation and intent. In the volitional 

phase––given moderating factors such as impulsivity and access to means––suicide intention 

turns into suicidal behavior. To ultimately help prevent suicide attempts, a predictive model 

would have to accurately model concrete behaviors within such a third, volitional phase. 

Regardless of the specific theoretical model of suicidal behaviors, empirical evidence 

supports the general premise that suicide ideation and intent are highly fluctuating states. For 

example, Coppersmith et al. (2023) examined the timescale of suicidal thinking in 105 adults 

using a 42-day real-time monitoring study. They found that a) elevated states of suicidal 

thinking lasted less than 3 hours on average, b) current suicidal intent (“How strong is your 

intent to kill yourself right now?”) predicted future suicidal intent only up to 3 hours whereas 

current suicidal desire (“How strong is your desire to kill yourself right now?”) was predictive 

of future suicidal desire for up to 20 hours and c) the estimation of the states' stability 

depended on the frequency of assessment (every 10 minutes over the course of an hour vs. 
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hours apart over the course of a day) as in stability was estimated to be lower when using data 

from the more frequent assessment. Taken together, these numbers show that it is quite 

possible to miss narrow windows of elevated risk, even in daily diary studies or with similar 

longitudinal designs using assessments more than 3 hours apart. However, the answer to this 

dilemma is not to monitor everyone continuously for increased suicidal intent. In addition to 

being highly intrusive and impractical, we cannot yet rule out the possibility that repeatedly 

asking about topics on suicide may have negative effects. Although Coppersmith et al. (2022) 

were able to show that repeated assessment of suicidal thinking did not increase the severity 

of suicidal thinking, their findings were based on an online sample of 101 adults who already 

had current suicidal ideation and it is unclear whether they are generalizable to community, 

adolescent, or even higher-risk clinical samples. Therefore, for ethical reasons alone, closer 

monitoring should be an opt-in approach.  

From a purely methodological point of view, predictive models would benefit from 

matching the frequency of assessments to the timescales of relevant predictors, and not only 

in the context of suicidal behavior. In psychotherapy, for example, models that use weekly 

monitoring can provide early warning signs of treatment nonresponse or dropout (e.g., Lutz et 

al., 2018) and can be integrated into the therapeutic process as feedback for therapists (e.g., 

Barkham et al., 2023), thus providing valuable information beyond baseline assessments.   

Scientific Utopia for Machine Learning in Psychological Research 

 Nosek and Bar-Anan (2012), Nosek et al. (2012), and Uhlmann et al. (2019) published 

a series of articles (titled Scientific Utopia I, II, and III) with ideas and strategies for 

improving scientific practices and rendering psychological science more accurate, open, and 

collaborative. To end this epilogue on a positive note, in the following, I will adopt this 

mindset for an outlook regarding ML modeling in psychological research. There are 

essentially three pillars where there is the most obvious room for improvement: a) the 
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methodological aspects of model training and model evaluation, b) conceptual aspects 

including model interpretation, and c) transparency and open science practices.  

The magnitude of errors in ML model validation across different scientific disciplines 

(e.g., neuropsychiatry, nutrition research, or genetics) in at least 294 published research 

papers has already prompted the term “reproducibility crisis” (Kapoor & Narayanan, 2023). 

There has not yet been a similar review of psychological research, but it is safe to assume that 

it is not exempt from pitfalls and issues in modeling and model validation (see, for example, 

the findings I described in the prologue regarding the prediction of suicidal behavior; 

Jacobucci et al., 2021). The problem responsible for most of these biased, overly optimistic, 

and misleading predictive performances, especially when complex algorithms are used, is 

information leakage between training and testing data. Leakage can take on many forms but is 

usually due to distribution- or target-depending preprocessing (e.g., handling missingness or 

unequal group sizes) prior to splitting the data into training and testing data (e.g., Vanderwiele 

et al., 2021) or failure to account for hierarchical temporal dependencies in the data during 

model validation. In my view, these overly optimistic predictive performances should not 

necessarily be seen as some form of results-hacking, but rather reflect the fact that ML 

algorithms are relatively new tools in many scientific disciplines and that knowledge about 

possible pitfalls to watch out for has not been sufficiently disseminated. Thus, it seems 

worthwhile to create checklists and recommendations (e.g., Pargent et al., 2023; Rosenbusch 

et al., 2021) tailored to psychological research, similar to tools available in other contexts 

such as the Checklist for Artificial Intelligence in Medical Imaging (CLAIM; Mongan et al., 

2020). These should be open, educational, highly accessible, and, at best, based on expert 

consensus in order to be widely accepted and used. Scientific journals could use these tools to 

screen submissions for common training and validation pitfalls or––even more desirably––in 

combination with adopting initiatives such as the newly added statistics, transparency, and 
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rigor (STAR) editors in Psychological Science, who perform transparency and reproducibility 

checks on submitted manuscripts (Vazire, 2023).  

 In addition to sound model training and validation, much more thought should be 

given to whether ML algorithms are even indicated or useful for specific research projects. 

Predictive modeling coupled with ML algorithms may seem like a trendy topic at the moment, 

however, researchers should ask themselves the following questions before abandoning (often 

somewhat dismissively referred to as) "traditional methods": Is my research question a 

prediction task at all, or am I interested in the (unregularized) size of a single effect? Is it 

plausible to assume that there are any nonlinear or interaction effects in my data? If so, do I 

have enough data to reliably detect such effects? Will this prediction model ever be used for 

real-world applications, or could I better use my data to further validate existing models? How 

will I interpret my results, and by what measures? What (causal) claims do I want to make 

and do my modeling choices fit to these goals? Especially the last two questions concern 

potentially problematic inferences when models control for a large number of conveniently 

sampled variables, some of which may be collider variables (e.g., Rohrer 2018). Even when 

researchers do not explicitly plan for causal inferences, semantics (such as using the words 

“risk factors” for any variable associated with an outcome) often imply causality and lead to 

methodological confusion2. In terms of model interpretability in general, ML based models 

are often viewed as black boxes, which is a convenient excuse not to further think about the 

algorithms’ functionality. For psychological research, Henninger et al. (2023) provide a 

comprehensive review of interpretability for ML algorithms that should be consulted by 

psychologists who are unsure which measure might fit their models and research goals. For 

more complex algorithms such as neural networks, there are additional strategies available for 

 
2 Huitfeldt (2016) describes this problem in an entertaining way with a short article titled “Is 

caviar a risk factor for being a millionaire?”. 
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accessing what is happening at specific layers (e.g., Montavon et al., 2018). From a model 

fairness or alignment perspective, it is not enough to merely maximize predictive 

performance, an understanding of why the prediction works as well as it does is also required. 

Otherwise, researchers are effectively handing over responsibility for the potential 

consequences of their findings to the algorithms and simple errors in data preparation or 

coding could lead to absurd policy recommendations (e.g., Caruana et al., 2015).  

 Predictive modeling using ML algorithms inherently entail many researchers’ degrees 

of freedom (more so, the more complex a model becomes). Data preparation, preprocessing, 

model training, validation, and interpretation are each steps that involve multiple decisions 

that can affect the predictive performance and the conclusions drawn from the results. 

Providing a reproducible analytical syntax is the easiest way out of this dilemma, since it 

seems unrealistic that sufficient information (e.g., each mutation of predictor variables, the 

exact hyperparameter grid of each algorithm used or how preprocessing steps are included in 

which specific cross-validation scheme) can be provided in often word-limited method 

sections. Currently, it seems that open science practices and data-driven predictive modeling 

are rarely combined, in part because of the misconception that it is not worthwhile or feasible 

to specify data-driven exploratory analyses in advance. This idea may have been reinforced 

by the lack of preregistration templates explicitly tailored to predictive models; the most 

commonly used templates (e.g., Bowman et al., 2020) require hypotheses, do not mention 

internal or external (cross-)validation and list exploratory analyses as optional. As part of a 

DFG-funded personality computing network, my colleagues and I are currently working on an 

ML-tailored preregistration template and an accompanying tutorial to fill this gap. 

Preregistration of analyses is also beneficial for data-driven analyses, as if forces researchers 

to explicitly state answers to questions such as the ones I listed above. The combination of 

registered reports (e.g., Chambers & Tzavella, 2022) and ML-based predictive modeling 
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would even go a step further in that it would allow researchers to receive feedback at a 

conceptual and methodological level. As we argued in manuscript 4, many reproducibility 

issues or misleading presentation of findings could be addressed with a thorough review by 

ML experts prior to analysis and dissemination of results. Registered reports also remove the 

incentive to produce overly interesting or novel findings, which should in turn should reduce 

selective reporting. For example, analogous to extreme p-hacking, without any prior 

specification of the model validation scheme to be used, a researcher could start off with a 

nested resampling scheme (see the prologue for a detailed explanation), select the best 

performing (or a set of high performing) outer resampling iterations and present the resulting 

subset of analyses as originally planned.  

 In conclusion, there are many factors that can have a positive impact on the quality of 

future studies using ML algorithms in psychological research. Nosek (2019) proposed a 

model explaining strategies for cultural change (in terms of scientific practices), consisting of 

five progressive stages a) infrastructure (make it possible), b) user interface (make it easy), c) 

communities (make it normative), d) incentives (make it rewarding), and e) policy (make it 

required). Regarding fully transparent and reproducible ML-based science in psychological 

research, the field is probably somewhere between the first two stages, so it does not yet seem 

fruitful to impose many requirements on researchers as a first (probably overwhelming) step. 

However, ML researchers could rather start by providing more educational materials, 

checklists, recommendations, or templates and try to involve the scientific community in their 

development to facilitate normative change.  
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