
Br J Clin Psychol. 2024;63:137–155.	﻿	    |  137wileyonlinelibrary.com/journal/bjc

Received: 18 October 2022  |  Accepted: 27 November 2023

DOI: 10.1111/bjc.12452  

R E G I S T E R E D  R E P O R T  S T A G E  2

Predicting treatment response using machine 
learning: A registered report

Kristin Jankowsky1   |   Lina Krakau2  |   Ulrich Schroeders1  |   
Rüdiger Zwerenz2  |   Manfred E. Beutel2

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction 
in any medium, provided the original work is properly cited.
© 2023 The Authors. British Journal of Clinical Psycholog y published by John Wiley & Sons Ltd on behalf of British Psychological Society.

1Psychological Assessment, University of Kassel, 
Kassel, Germany
2Department of Psychosomatic Medicine and 
Psychotherapy, University Medical Center Mainz, 
Mainz, Germany

Correspondence
Kristin Jankowsky, University of Kassel, 
Hollaendische Strasse 36-38, Kassel 34127, 
Germany.
Email: jankowsky@psychologie.uni-kassel.de

Abstract
Objective: Previous research on psychotherapy treatment 
response has mainly focused on outpatients or clinical trial 
data which may have low ecological validity regarding natu-
ralistic inpatient samples. To reduce treatment failures by 
proactively screening for patients at risk of low treatment 
response, gain more knowledge about risk factors and to 
evaluate treatments, accurate insights about predictors of 
treatment response in naturalistic inpatient samples are 
needed.
Methods: We compared the performance of different ma-
chine learning algorithms in predicting treatment response, 
operationalized as a substantial reduction in symptom sever-
ity as expressed in the Patient Health Questionnaire Anxiety 
and Depression Scale. To achieve this goal, we used different 
sets of variables—(a) demographics, (b) physical indicators, 
(c) psychological indicators and (d) treatment-related vari-
ables—in a naturalistic inpatient sample (N = 723) to specify 
their joint and unique contribution to treatment success.
Results: There was a strong link between symptom sever-
ity at baseline and post-treatment (R2 = .32). When using all 
available variables, both machine learning algorithms out-
performed the linear regressions and led to an increment 
in predictive performance of R2 = .12. Treatment-related 
variables were the most predictive, followed psychologi-
cal indicators. Physical indicators and demographics were 
negligible.
Conclusions: Treatment response in naturalistic inpa-
tient settings can be predicted to a considerable degree by 
using baseline indicators. Regularization via machine learn-
ing algorithms leads to higher predictive performances as 
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BACKGROUND

Multi-modal inpatient treatment is a valid and effective treatment option for patients with severe men-
tal disorders (Liebherz & Rabung,  2014). In Germany, psychosomatic treatment is offered both in 
an inpatient and day-clinic setting with psychotherapy as its main treatment modality complemented 
with additional somatic, psychopharmacological and specialized therapies (e.g., creative therapy). While 
patient samples and response rates are comparable between inpatient and day-clinic settings (Zeeck 
et al., 2015), not all patients respond equally well to treatment. Heterogeneous treatment responses have 
been well documented for outpatient treatment of depression (Kaiser et al., 2022), but several studies 
showed that the phenomenon also translates to other mental disorders (Altmann et al., 2020; Senger 
et al., 2021) and inpatient treatment settings (Hartmann et al., 2018; Zeeck et al., 2020).

To improve response rates, reduce relapse rates and avoid exposing patients to multiple treatment 
failures, researchers and clinicians have been interested in learning about risk factors of treatment non-
response, adapting treatments to patient needs and understanding which treatment is best suited to an 
individual patient (Delgadillo, 2021; Delgadillo & Lutz, 2020; Zeeck et al., 2013). Patient, therapist and 
process factors have all been established to contribute to therapy outcomes (Luborsky et al., 1971; Lutz 
et al., 2021). Identifying reliable patient pretreatment characteristics would enable practitioners to adapt 
the treatment to individuals prior to starting treatment, thereby avoiding suboptimal attempts as well 
as saving financial, time and personnel resources. Despite considerable research effort, findings so far 
have been mixed with most of the prognostic markers identified making only a minor contribution in 
explaining treatment response (Chekroud et al., 2021). The most robust finding pertains to the impact 

opposed to including nonlinear and interaction effects. 
Heterogenous aspects of mental health have incremental 
predictive value and should be considered as prognostic 
markers when modelling treatment processes.
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Practitioner Points

• The present study shows that patients' characteristics at the start of a psychotherapy can be
used to predict treatment response.

• Machine learning algorithms can help enhance predictive accuracy, however, not due to the
incorporation of nonlinear or interaction effects but rather by reducing the models' overfit
via regularization, stressing the need for high-quality data and reliable indicators rather than
more complex models.

• Beyond baseline symptomatic, various indicators on mental health had incremental value
for the prediction of treatment response and should therefore be focused on at baseline
assessments (as opposed to demographics and indicators of physical health).

• Prediction models such as the one in this study could be implemented using routine baseline
assessments and provide valuable information on the risk of treatment nonresponse at a time
when intervention is still possible.
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of symptom load (severity) at baseline (Cuijpers et al., 2022), yet studies modelling course trajectories 
have repeatedly found patient groups with high baseline load who either responded very well or did not 
change reliably (Altmann et al., 2015).

Other psychological and psychiatric variables that have shown associations with treatment response 
(for depression) are among others chronicity, psychosocial functioning, psychological and physical co-
morbidity, personality, childhood adversity and recent trauma, cognitive deficits and coping resources 
(Kessler et  al.,  2017; Maj et  al.,  2020). For inpatient treatment specifically, comorbid (mental) disor-
ders, personality, chronicity and patient motivation have been found to impact response (Beutel & 
Bleichner, 2011; Zeeck et al., 2016, 2020). However, the number of studies empirically addressing this 
question in inpatient settings is sparse. Rather than a single, predominant factor leading to treatment 
response, multiple predictors ‘[outweigh] and [interact] with each other in so far incomprehensible ways’ 
(Hilbert et al., 2021, p. 53). These predictors can be assigned to different variable groups, for example: 
(a) sociodemographic background variables (e.g., gender, age), (b) indicators of physical health (e.g.,
subjective health, BMI, smoking), (c) indicators of personality and mental health (e.g., maladaptive
personality traits, anxiety or depression scores) and (d) treatment variables (e.g., number of treatments
within the last 12 months). These groups of predictors differ in terms of reliability, assessment method
(e.g., self-report questionnaire, clinical interview) and time- and content-related proximity to the crite-
rion (proximal vs. distal).

Research on prognostic markers has heavily relied on re-analyses of clinical trial data. These indi-
vidual studies are oftentimes underpowered, limiting the identification of reliable predictors and in-
teraction effects (Fisher et  al.,  2017). However, even adequately powered individual participant data 
meta-analyses (IPD-MA) have mostly reported symptom severity as the single best predictor of treat-
ment response for depression (see Cuijpers et al., 2022, for an overview). One problematic aspect of 
randomized controlled trials (RCT) which are considered gold-standard for therapy evaluation is their 
limited ecological validity (Philips & Falkenström, 2021). RCTs usually have strict in- and exclusion 
criteria (e.g., excluding patients with multiple comorbidities, see O'Hara et al., 2017), leading to more 
homogenous samples compared to the population. Patients presenting, for example, acute suicidal 
ideation, substance abuse, or specific personality disorders are excluded from RCTs although, from a 
clinical perspective, these factors likely interfere with treatment compliance or complicate treatment 
(Krause & Behn, 2021). Moreover, these more severe clinical characteristics are key reasons why pa-
tients seek more intensive care in inpatient and day hospital wards. As this specific group of patients is 
being precluded from participating in RCTs and their inclusion into RCTs is often not feasible due to 
ethical reasons, these trials have limited capacity to inform treatment prognosis for real-world intensive 
care settings (Webb et al., 2020).

Recent work has pointed to the potential benefits of machine learning (ML) techniques in large-scale 
observational data (Aafjes-van Doorn et al., 2021; Chekroud et al., 2021; Dwyer et al., 2018). As we do 
not have a clear theoretical model in which ways patients' sociodemographics interact with psycholog-
ical and medical variables and how these translate to treatment (non)-response, the field embraces the 
possibilities of ML to examine a plethora of predictors and their potentially nonlinear and higher-order 
interaction effects. Rather than evaluating a specific, theoretically derived moderator of treatment re-
sponse in a rather simplistic understanding of dependencies (see also the concept of Flatland Fallacy, 
Jolly & Chang, 2019), the goal in ML is to use all available information to establish connections between 
the variables in a data-driven way and to increase predictive power (Chekroud et al., 2021; Yarkoni & 
Westfall, 2017).

There have been few studies to date using ML algorithms to predict treatment response in natu-
ralistic inpatient settings including patients with diverse diagnoses. For example, Webb et al. (2020) 
compared 14 different ML algorithms in the prediction of post-treatment depression scores in the 
Patient Health Questionnaire-9 (PHQ-9). In doing so, the authors used a range of predictor variables 
that were routinely assessed at admission (including demographics, clinical measures, treatment his-
tory, or physical health variables). The best-performing algorithm (elastic net regressions) explained 
38% of interindividual variance in the depression scores in a holdout sample, meaning a sample that 
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was not used during model training. Particularly important variables for the prediction of treatment 
response were the patients' expectations of improvement, baseline symptom severity—that is, base-
line PHQ-9 values and baseline Generalized Anxiety Disorder Scale-7 values—as well as whether 
patients took mood stabilizers.

Pros and cons of machine learning in psychotherapy research and a call for 
closer methodological scrutiny

Apart from the possibility of including complex interaction effects to enhance predictive 
performance, ML algorithms have several in-built features that are promising when trying to tackle 
methodological challenges usually encountered in the prediction of treatment response. For example, 
it is possible to reduce model overfit by using algorithms that employ some form of regularization. 
Overfit can be defined as the difference in predictive performance of a model using training data 
versus independent, unseen testing data (Urban & Gates, 2021). Especially in scenarios with small 
sample sizes and a large number of predictors—which is a realistic setting in many studies on 
treatment outcomes using baseline indicators (Chekroud et  al.,  2021)—unregularized regression 
models tend to overfit, hampering the generalizability and the clinical usefulness of the predictive 
models.

However, the use of ML in clinical psychology has also been viewed critically (Wilkinson et al., 2020). 
Typical criticisms include a lack of assessment of ML's benefits relative to its costs (Kessler et al., 2020) 
as well as its worse interpretability compared to simpler models (Siddaway et al., 2020) which could 
lead to lower clinical utility as well as lower acceptance and implementation rates by clinicians (see Lutz 
et  al.,  2022, for an example of the influence of therapists' attitudes towards and rated usefulness of 
machine learning-based digital decision support and feedback system on its overall effectiveness). On a 
much more fundamental level, there is also increasing and strong evidence across several research fields 
including psychiatry that ML analyses are often flawed. For example, many ML models are evaluated in-
correctly, biasing model validation in favour of more complex and flexible algorithms as those are better 
equipped to recognize specific data patterns as well as exploiting any spillover of information between 
training and testing data ( Jacobucci et al., 2021; Kapoor & Narayanan, 2022).

In our reading of the psychometric literature, many reproducibility issues underlying ML studies can 
be described by two main factors: they are often overhyped and underchecked. We refer to the term 
overhyped in the sense that similar to a general publication bias, that is, the tendency to publish inno-
vative significant findings with large effects (Ferguson & Brannick, 2012; Ferguson & Heene, 2012), 
novel ML models that are seemingly highly predictive are more likely to gain traction and to get pub-
lished. Thus, the incentive to follow a new methodological fashion and to employ new ML models is 
strong, especially when the outcome to be explained is multifactorially influenced and has steered a 
lot of inconclusive previous research such as what works for whom in therapy. At the same time, con-
solidated knowledge of using ML as a statistical tool is not widespread outside computational science 
and statistics. In a comprehensive survey, Kapoor and Narayanan (2022) showed across a wide range 
of disciplines (including medicine and psychiatry) that many ML models in the literature were not val-
idated correctly, which could lead to the dissemination of false discoveries or the development of un-
substantiated theories. Consequently, these overoptimistic or biased ML models do not live up to their 
expectations if correctly validated (see Jacobucci et al., 2021). Thus, we propose a more open debate and 
culture of mutual scrutiny (Vazire, 2020) to enhance transparency and avoid common pitfalls in ML (see 
also Cearns et al., 2019; Kapoor & Narayanan, 2022). One way to achieve this is by employing registered 
reports (Scheel et al., 2021) which make methodological feedback prior to (running the actual study or) 
conducting the analyses the norm.



|  141PREDICTING TREATMENT RESPONSE

The present study

In this study, we predict treatment response defined by the post-treatment sum score of the Patient 
Health Questionnaire Anxiety and Depression Scale (PHQ-ADS; Kroenke et al., 2016) in an in-
patient sample. The PHQ-ADS is a composite of the 9-item Patient Health Questionnaire and the 
7-item Generalized Anxiety Disorder scale (GAD-7; Gräfe et al., 2004) which has been found to
be a reliable (Cronbach's alpha between .88 and .92 in three different trials; Kroenke et al., 2016),
valid and (sufficiently) unidimensional indicator of depressive symptoms (depression and anxi-
ety). We deliberately decided against grouping patients (remission vs. no remission) according to
specific cut-offs to avoid information loss (and grouping those who show no change together with
patients whose symptoms deteriorate). We use routine outcome monitoring data from a clinic and
polyclinic in Germany, including predictor variables on demographics, personality and indicators
of mental health, as well as physical health, and treatment-related variables. This study has three
major goals:

First, we further examine the incremental predictive performance of different ML approaches in 
predicting therapy response by comparing increasingly complex ML models to linear models. Simple 
linear regression models using either a naïve guessing approach, the PHQ-ADS scores of the baseline 
assessment as the sole predictor or all information available serve as benchmark models. Thus, we aim 
to quantify the increment of using all baseline variables beyond naïve guessing or baseline symptom 
severity. The linear regression model with all available variables was then compared to (a) elastic net 
regressions as an example of regularized linear regressions and (b) gradient boosting machines, which 
allows for nonlinear and higher-order interaction effects. This comparison aimed to quantify the incre-
mental value of ML algorithms over and above traditional methods.

Second, we establishe the unique and joint contribution of all predictor groups in the prediction of 
treatment success by systematically rerunning the best-performing algorithm with all possible combi-
nations of groups. The predictors are grouped as follows: (a) sociodemographic variables, (b) indicators 
of physical health, (c) indicators of mental health and (d) treatment variables. We examine constructs 
that often have been missing or range-restricted in previous research (e.g., The Personality Inventory 
for DSM-5) due to homogeneous person sampling in RCTs. Thus, we aim to further knowledge on pre-
dictors and moderators of treatment response, potentially screening for participants at risk of treatment 
nonresponse. To render our prediction models more interpretative, we provide importance measures 
for all variables of all models.

Third, we counter the objection that machine learning research is inevitably accompanied by 
increased researcher's degrees of freedom, forming the basis for another reproducibility and repli-
cation crisis (Hullman et al., 2022) by registering all analytical decisions beforehand. At first glance, 
this approach seems to counteract the empirically driven and flexible nature of ML algorithms. 
However, many aspects concerning data cleaning, variable transformation, handling of missing 
data, etc. can be registered in ML studies the same way as in every other study. Also, the settings for 
data-driven hyperparameter tuning can also be defined in advance. Surprisingly, we were not able 
to find any previous studies on the prediction of psychotherapy outcomes using machine learning 
that capitalize on the benefits of a registered report. Machine learning modelling and registered 
reports rarely have been combined in psychological research so far (for one of the few exceptions, 
see Costello et al., 2021). However, a consistent conclusion of several reviews and meta-analyses on 
machine learning models in clinical research is that the stark differences in implementation and the 
often non-transparent model evaluations hinder a useful aggregation of findings (Christodoulou 
et  al.,  2019; Lee et  al.,  2018). We strive to provide an example of a thorough registration of the 
proposed analysis pipeline that still allows for the analytical f lexibility of the ML algorithms (e.g., 
through hyperparameter tuning).
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METHOD

Sample

We used routine outcome monitoring data from 723 patients of a clinic and polyclinic in Rhineland-
Palatinate collected between 2018 and 2021. The clinic comprises three inpatient and day hospital units 
offering multi-modal treatment consisting of two to three individual therapy sessions per week, two 
weekly sessions of art therapy, up to two sessions of body-oriented therapy and up to three sessions 
of group therapy. The duration of treatment is typically 4–12 weeks. Averaged treatment length in our 
sample was at 6 weeks. While the focus of the clinic is psychodynamic, treatment integrates different 
schools and modalities, including educational elements regarding the pathogenesis and maintenance 
of the disorder, and specific modules (e.g., relaxation training or physiotherapy) tied to the individual 
needs of the patients. In the group settings, a new member is admitted when a patient is discharged 
from the hospital. Hence, the groups comprise patients at different treatment stages. This ‘slow-open’ 
principle offers the possibility for peer learning, where new members can benefit from the perspectives 
of patients who have already undergone parts of their treatment and more experienced patients can 
become more aware of their change processes when confronted with attitudes and scepticism of the 
novices. The multi-professional team consists of psychosomatic medical specialists and residents, 
psychologists, creative therapists, specialized nurses and social workers. The nursing staff is constantly 
present, aiming at ensuring stability, holding and reassurance (Beutel et al., 2008).

Using patient data for research is regulated by the German State Hospital Act and was approved 
by the Rhineland-Palatinate Chamber of Physicians (nr. 837.191.16 (10510)). We provide a descriptive 
overview of patients' characteristics on all available measures of this study in Table S1 at https://​osf.​io/​
86zng​. The patient data are not publicly available due to privacy restrictions, but we provide a correlation 
matrix for all variables and a synthetic version of the data in the supplemental materials at https://​osf.​
io/​jxst4/​​ to render our results as transparent and reproducible as possible. For data access upon request, 
please contact the second author.

Measures

In Table S1, we present an overview of all available measures that are included in the prediction models. 
We predicted the patients' treatment response operationalized as post-treatment PHQ-ADS scale sum 
scores (controlled for pre-treatment PHQ-ADS sum scores). All categorial variables were dummy-coded 
prior to the analysis with the first category as a reference. We excluded eight patients with more than 
30% missingness on all variables. We also excluded categorical predictor variables with fewer than 10 
events to avoid computational problems due to low variances (i.e., two response options regarding 
pensions due to reduced earning capacity). For our analysis, we used the standardized individual item 
scores to fully capture all potential effects since it has repeatedly been shown that individual items 
outperform scale scores in prediction tasks (McClure et al., 2021; Seeboth & Mõttus, 2018).

Statistical analyses

All our analyses were conducted using the R package caret (Kuhn, 2008) as an interface for modelling, 
prediction and evaluation. Irrespective of the modelling algorithm, we employed a nested cross-
validation approach (Bischl et al., 2012; Pargent et al., 2023) which is often recommended to strictly 
separate any data pre-processing and hyperparameter tuning from the final model validation. Thus, 
nested cross-validation avoids information leakage between the training and the testing sample that is 
used for model evaluation. Nested cross-validation combines an outer and inner validation loop: First, 
in every iteration of the outer validation loop, the full data are split into training data (for our study, 80% 

https://osf.io/86zng
https://osf.io/86zng
https://osf.io/jxst4/
https://osf.io/jxst4/
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of the full data set) and a holdout sample (the remaining 20%) as testing data. Any missing values will 
be imputed separately for the training and testing datasets (i.e., after the 80/20 split) using multiple 
imputations (k = per cent of missingness averaged across all predictor variables, but a minimum of 
10) via the random forest algorithm implemented in the R package mice (van Buuren & Groothuis-
Oudshoorn,  2011). Within the inner validation loop, we trained the respective models for each of the
imputed training datasets using 10-fold cross-validation. Predictive performance of these models was
then calculated as the average performance across the k-test datasets. Further, we averaged these results
across 100 iterations of the outer validation loop to provide an accurate estimate of the expected prediction
performance using unseen testing data.

Table 1 arranges the different models we compared in this study into three major blocks. As a first 
step, we quantified the incremental predictive validity of using all variables in comparison to more sim-
ple benchmark models. In more detail, the first comparison consists of three linear regression models, 
(a) a naïve guessing model (or null model, Model 0), (b) a model solely using the PHQ-ADS score at
baseline to predict the post-treatment PHQ-ADS scores, because initial symptom severity has been
demonstrated a strong predictor of treatment response (Model 1) and (c) a linear regression model with
all available predictor variables (Model 2). As a second step, we completed this regression model using
all variables (Model 2) to two ML algorithms—elastic net regressions and gradient boosting machines
(Model 3 and 4). Finally, in a third step, we examined the unique and combined contribution of different
variable groups in the prediction of treatment response (Model 5–18). To this end, we used the algo-
rithm and tuning parameters that showed the highest predictive performance in the aforementioned
methodological comparison.

In the following, we briefly describe the key characteristics of the two ML modelling approaches. 
Elastic net regressions are regularized regressions that lead to parsimonious models by penalizing the 
regression weights of certain predictors. They compromise between ridge regressions and least absolute 
shrinkage and selection operator (LASSO) regressions. By using the tunable shrinkage parameter λ 
and penalty parameter α (Zou & Hastie, 2005), they strike for an optimal balance between minimizing 
the sum of squared weights (assigning variables small, but non-zero weights) and the sum of absolute 
weights (leading to models with many variables given weights of zero), thereby aiming to maximize 
predictive performance.

Gradient boosting machine algorithms are tree-based algorithms that allow for the integration of 
nonlinear and higher-order interaction effects into the modelling without the need for specific assump-
tions on functions between predictor variables and the respective outcome ( James et al., 2017). They 
sequentially combine multiple decision trees into an ensemble. Every new tree aims at fitting the resid-
ual error of the previous one, leading to potentially better predictive performance. Their complexity 
depends on hyperparameter settings (e.g., number of trees, minimum leaf size) which should be sensibly 
tuned to avoid overfitting due to overly complex models (McNamara et al., 2022).

Model evaluation

We use the following indices to evaluate predictive models: explained variance (R2), the root mean 
squared error (RMSE) and the Mean Absolute Error (MAE). All indices are calculated for the 
training sample and also for the holdout sample across the 100 iterations of splitting the data into 
training and testing data. We present the results for all indices using box and jitter plots to illustrate 
(a) the overall predictive performance and (b) the amount of overfit for all modelling approaches.
For all models, variable importances are presented using the varImp function in caret. However,
we focus the discussion of important predictor variables on the model with the highest prediction
performance.

To further the comprehensibility and accountability of the described analytical approach, we provide 
annotated R syntax of our analyses. These materials can be found at https://​osf.​io/​jxst4/​​. The time-
stamped Stage 1 of this registered report can be found at https://​osf.​io/​tkm2h​.

https://osf.io/jxst4/
https://osf.io/tkm2h
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R ESULTS

A unidimensional factor explained 42% of the variance of the PHQ-ADS items at baseline. Reliability 
was high (α = .92). The averaged raw difference between baseline and outcome sum scores was −9.0 
(empirical range: −37; 19). For 13% of the full sample (N = 94 patients, using multiple imputed data), 
the PHQ-ADS values, that is, symptom load did not change or even increased. This statement is 
not about statistical or clinical significance, but to describe the wide range of individuals' treatment 
successes.

Table 2 provides an overview of the averaged predictive performances of all 18 models for the 
100 training and testing datasets, respectively. Overall, there was a strong link between the PHQ-
ADS at baseline and the post-treatment PHQ-ADS (R2 = .319; Model 1), which is used as the point 
of reference when making statements about the incremental predictive validity of predictor variable 
groups.

Figure 1 shows the distribution of the 100 different R2 values for the three different model fam-
ilies using all available variables (Model 2–4), indicating a large variance across different data splits 
and thus, underlining the need to use outer cross-validation to obtain reliable estimates for model 
performance using unseen testing data. Whereas the linear regression models on average explained 
an increment of 4.8% of the outcome's variance over the baseline model, both machine learning 
algorithms outperformed the linear regressions with an increment of 12.0% (elastic net regression) 

T A B L E  2   Predictive performances in training and test data for the prediction of treatment response.

No Algorithm Predictors

Train Test

R2 RMSE MAE R2 RMSE MAE

0 LinReg Naïve guessing model .464 .377 .455 .365

1 LinReg PHQ-ADS at baseline .329 .380 .302 .319 .376 .298

2 LinReg All available variables .598 .294 .233 .367 .374 .296

3 Enet All available variables .535 .320 .252 .439 .342 .268

4 GBM All available variables .700 .259 .205 .441 .342 .269

5 Enet Demographics .351 .375 .299 .330 .373 .296

6 Enet Physical .333 .340 .303 .315 .377 .299

7 Enet Mental .449 .347 .275 .370 .362 .286

8 Enet Treatment .433 .350 .275 .401 .354 .277

9 Enet Demographics, Physical .356 .373 .298 .328 .374 .296

10 Enet Demographics, Mental .452 .346 .275 .371 .362 .286

11 Enet Demographics, 
Treatment

.447 .346 .273 .403 .352 .277

12 Enet Physical, Mental .448 .347 .276 .368 .363 .286

13 Enet Physical, Treatment .438 .349 .274 .396 .355 .278

14 Enet Mental, Treatment .532 .320 .252 .441 .341 .268

15 Enet Demographics, Physical, 
Mental

.451 .347 .275 .370 .362 .286

16 Enet Demographics, Physical, 
Treatment

.452 .345 .272 .402 .353 .277

17 Enet Demographics, Mental, 
Treatment

.533 .320 .252 .440 .342 .268

18 Enet Physical, Mental, 
Treatment

.534 .319 .252 .440 .342 .268

Abbreviations: Enet, elastic net regression; GBM, gradient boosting machines; Linreg, linear regression; MAE, Mean Absolute Error; RMSE, 
Root Mean Square Error.
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and 12.2% (GBM) over the baseline model. Since the two machine learning models using all avail-
able predictor variables were nearly identical in predictive performances within the test data, we 
conducted all following variable group comparisons with both algorithms to provide interested 
readers with a full result set.

In Table 2, we present the results using elastic net regressions since those show a considerably less 
amount of overfit (i.e., difference between training and testing performance) across the different mod-
els (for the results of Model 5–18 using GBM, see Table S2). The rank order of the performances of the 
different models with respect to variables included in the models was similar across the two algorithms 
so that conclusions about the importance of variable groupings were identical. The main findings were 
as follows: First, demographics and indicators of physical health seem negligible (see Table S2). Second, 
out of the models using a single predictor set (Model 5–8), the model with the treatment variables per-
formed best, followed by indicators of mental health. Third, out of all possible combinations, the model 
using treatment and mental health variables (Model 14) had the highest predictive performance in the 
test data. Even the models with additional variables (Models 15–18 and Model 3) showed no further 
improvement, which can be attributed to less overfit of the more parsimonious model.

As preregistered, we provide a detailed overview of variable importances for all models in the online 
supplement (see https://​osf.​io/​gnzqs​), but present and discuss only the most predictive model within the 
manuscript. Since variable importance measures are based on the training data and the GBM models 
overfitted significantly more than the elastic net regressions (at similar performance in the testing data), 
we will focus on the latter for the most accurate estimations. Figure 2 shows the 20 most important 
variables for Model 3 which overall confirm the results of the previous model comparisons: The base-
line PHQ-ADS value was by far the most important variable, followed by whether the patients found 
the treatment helpful, treatment length and satisfaction with treatment. There was only one demo-
graphic variable (patients' age) and one indicator of physical health (healthy nutrition) among the 20 
most important predictors. Importantly, the latter variable represents a self-reported indicator of health 
behaviour rather than an objective measure of physical health. Relevant indicators of mental health 

F I G U R E  1   Explained variance for all 100 iterations of the outer validation loop for the three models using all available 
predictor variables. Note: The box reflects the interquartile range (IQR), the solid line the median and the whiskers 1.5 times 
the IQR across 100 iterations (i.e., outer loop data splits). R2 values of the 100 models are displayed as a jittered distribution on 
the right.

https://osf.io/gnzqs
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included the self-rated level of functioning at work or school (measured by the Sheehan Disability Scale), 
depersonalization-derealization, items of the SCL9 (which is to be expected since they can be seen as an 
alternative measure of symptom load), a PID-5 item measuring whether patients are quickly annoyed by 
all sorts of things, aspects of social phobia (whether patients were afraid to be ashamed or feel dumb), 
level of structural integration (as indicated by an item of the OPD-SQS), remembered childhood emo-
tional abuse and being worried about libido loss.

DISCUSSION

With this registered report, we aimed to further the knowledge on predictors of treatment response in 
ecologically valid naturalistic inpatient samples, ultimately working towards the admittedly ambitious 
goal of reducing treatment failures and relapse rates by proactively screening for patients at risk. Our 
methodological comparisons showed that the prediction of treatment response can be enhanced by 
using machine learning algorithms, however, not due to the incorporation of nonlinear or interaction 
effects but rather by reducing the models' overfit via regularization as indicated by the equally good 
performance of the elastic net regressions and the GBM models using all available predictor variables. 
The regularized elastic net regressions had a higher predictive performance in independent testing 
samples than the non-regularized version. Hence, the results provide yet another argument for focusing 
on collecting high-quality data in large samples with reliable indicators for clinical prediction models 
instead of on more and more complex modelling approaches when aiming for generalizability and in 
turn, clinical usability.

Important variables for the prediction of treatment response

With an R2 of .44, the overall predictive performance of the best-performing model in this study is 
comparable to or even slightly higher than the results of similar previous research using elastic net 
regressions for the prediction of treatment response. For example, Webb et  al.  (2020) were able to 

F I G U R E  2   Twenty variables with the highest averaged variable importances for Model 3. Note: PHQ-ADS, Patient 
Health Questionnaire Anxiety and Depression Scale (Kroenke et al., 2016); SDS, Sheehan Disability Scale (Sheehan 
et al., 1983); SCL-K9, Symptom Checklist (Petrowski et al., 2019); CDS-2, Cambridge Depersonalization Scale 2 (Michal 
et al., 2010); PID-5, The Personality Inventory for DSM-5—Brief Form (Krueger et al., 2013); OPD-SQS, OPD-Structure 
Questionnaire Short (Ehrenthal et al., 2015); Mini-Spin, Mini-Social-Phobia-Inventory (Wiltink et al., 2017); PHQ-Stress, 
Patient Health Questionnaire Stress (Gräfe et al., 2004); CTS, Childhood Trauma Screener (Grabe et al., 2012).
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explain 38% of variance in post-treatment depression scores. As it has been often found (Cuijpers 
et  al.,  2022), anxiety and depression symptoms at discharge (i.e., post-treatment PHQ-ADS values) 
were best explained by their baseline levels (R2 = .32) with an increment of ΔR2 = .12 in predictive 
performance adding all other available variables. This increment has to be seen in light of the two-fold 
nature of symptom severity as a predictor of poorer prognosis and as a predictor of successful/positive 
change (Constantino et  al.,  2021). If modelled explicitly, the literature points to distinct response 
patterns associated with high baseline severity: Patients with high baseline severity who improve 
strongly are often additionally characterized by lower impairment in other domains or low risk-related 
behaviour (e.g., self-harm or externalizing symptoms; Uckelstam et al., 2019), underscoring the need of 
a multidimensional assessment of functioning. Several authors have called for assessing the complexity 
of mental disorders across interlinked domains of functioning to better explain the variability in their 
phenotypes and responses to treatment (Barton et al., 2017).

For example, patients' ratings of their condition impacting their workability emerged as an import-
ant predictor of treatment response. Occupational functioning is a relevant criterion typically rated 
alongside psychological and social functioning in the psychiatric global assessment of function (GAF; 
Aas, 2011). Interestingly, self-rated workability had a more pronounced impact compared to self-rated 
social functioning, and thus, might serve as a more important indicator of clinical severity. Patients 
reporting a higher number of previous inpatient treatments were also more likely to report higher 
symptom severity at discharge, with ‘unsuccessful’ treatments being an indicator of disorder chronicity 
(Fava et  al.,  1996; Taylor et  al.,  2012). High levels of depersonalization and derealization (DP/DR), 
which describe the phenomenon of feeling detached and alienated from the self and the environment, 
were also among the most predictive variables. DP/DR can be classified as a disorder but is also coded 
as a symptom of the dissociative subtype of posttraumatic stress disorder, the dissociative features of 
dissociative identity disorder, cannabis intoxication, borderline personality disorder and anxiety disor-
ders according to DSM-5. DP/DR often takes a chronic course (Baker et al., 2003) and individuals with 
co-occurring DP/DR are also at higher risk for chronic courses of comorbid mental health disorders 
(Mula et al., 2007; Schlax et al., 2020). DP/DR is therefore understood as an indicator of disorder sever-
ity (Baker et al., 2003; Michal et al., 2011; Simeon et al., 2003) and has previously been associated with 
less favourable therapy courses across different mental health disorders (Bae et al., 2016; Kleindienst 
et al., 2016; Lyssenko et al., 2018). Our study shows that DP/DR is predictive of anxiety and depression 
severity at discharge in a sample of mixed psychosomatic inpatients. This is an important finding as DP/
DR is often underdiagnosed and not likely to be part of the assessment in routine outcome monitoring 
(Michal & Beutel, 2009). Unfortunately, the literature on evidence-based treatment of DP/DR is still 
scarce (Wang et al., 2023).

The SCL-K9 is an alternative measure of symptom severity. In previous research, the general sever-
ity index (GSI) of the SCL-K-9 correlated highly with measures of anxiety and depression (Petrowski 
et al., 2019; Prinz et al., 2008). Within the context of the present investigation, items tapping into depres-
sion (worry), anxiety (tightness) and somatic symptoms (heaviness) were important predictor variables, 
pointing to the interrelatedness of somatic, anxious and depressive symptom experiences—also called 
the SAD triad (Löwe et al., 2008). Though typically captured as a symptom, worry is also understood 
as a trait component associated with proneness to experience negative emotions (Weiss & Deary, 2020). 
A tendency to worry ‘about everything’, was also among the predictive PID-5 items. Similar symp-
toms related to domains of cognitive-affective schemes and therefore overlapping with personality 
(e.g., shame, worry, irritability) represented another group of important predictor variables. Excessive 
worrying is a form of repetitive negative thinking (RNT). It is typically defined as uncontrollable neg-
ative thoughts regarding close or distant future events, while worries focused on the past are labelled 
rumination (Nolen-Hoeksema et al., 2008). RNT is thought to be implicated in the development and 
maintenance of anxiety and depressive disorders and pretreatment levels of RNT have previously been 
associated with worse treatment outcomes across different mental disorders (Bredemeier et al., 2020; 
Kertz et al., 2015; Sarter et al., 2021). Beyond worry, other relevant PID-5 items were high irritability 
and emotional instability. The three most relevant items from the PID-5 all stem from the negative 
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affectivity domain which is associated with depressivity (Gonçalves et al., 2022) but also closely over-
laps with the construct of borderline personality disorder in empirical research (Gutiérrez et al., 2023). 
Relatedly, one item assessing personality functioning, namely the capacity to have a correct impression 
on how others might perceive oneself emerged as predictive. Adequate self-other functioning is the 
hallmark of personality disorders closely relating to mentalizing capacities (Wendt et al., 2023).

Only one demographic variable was important: Higher age was associated with better treatment 
response. We are unaware of inpatient studies with a similar finding. Some studies have pointed to com-
parable benefits across the age range (Cuijpers et al., 2018; Haigh et al., 2018). In our sample there was 
a preponderance of young patients. Population-based studies (Beutel et al., 2016) have shown that pro-
crastination is particularly frequent in young people. This characteristic is likely to counteract symptom 
improvement but has so far been neglected in outcome studies of inpatient psychotherapy.

The group of variables that were most strongly associated with post-treatment PHQ-ADS values 
dealt with the treatment itself. This finding might seem rather straightforward because the self-report 
variables about the treatment are a direct, albeit subjective patients' evaluation of the overall treat-
ment process and also the most temporal proximal predictors to the post-treatment outcome measure. 
Interestingly, whether patients found the treatment helpful was more predictive than mere satisfaction 
with the treatment, possibly underlining that wording matters in assessments of such subjective patients' 
evaluations (see also Ammerman et al., 2021 for wording effects in the context of self-harm). Also, this 
might hint to the fact that even momentarily dissatisfying (e.g., physically or mentally demanding) treat-
ments do not necessarily lead to an impression of unhelpfulness. Treatment length and the number of 
previously undergone treatments were predictive of outcome in the sense that longer treatment and a 
higher number of treatment attempts were associated with more severe symptoms at discharge. Previous 
research indicates that the relationship between treatment duration and outcome is complex. On aver-
age, improvements of relationship patterns and personality functioning need more time than symptom 
improvement (Haase et al., 2008). On the contrary, the rate and magnitude of further change decline 
with an increasing duration of inpatient therapy (Liebherz & Rabung, 2014). Particularly complex cases 
unresponsive to previous outpatient or shorter inpatient treatments may require lengthy inpatient treat-
ments followed by day hospital treatments which achieve overall comparably small benefits. In the case 
of the present study, it might be that highly complex cases received longer stays but were less likely to 
show vast change rates within their stay.

Strengths and limitations

This study represents one of the first registered reports in the field of psychotherapy research using 
machine learning algorithms for predictive modelling. Open science practices are by no means a sign 
of high-quality research by themselves, but rather a prerequisite (Bakker et al., 2020). By using two-
stage approaches of publication, the risk for a posteriori modification of the research rationale or the 
analyses based on the study results can be reduced or at least be made transparent. Thinking of a larger 
context, this could also be highly relevant to address any presumptions about or effects of researcher 
allegiance biases in psychotherapy research. Also, transparent methods and openly available data are 
necessary to enable meaningful aggregations of research findings across studies in the form of reviews 
or meta-analyses. We acknowledge that sharing raw data is not always possible in clinical science due to 
privacy concerns (as it was the case in the current study). However, the provision of a synthetic version 
of the data seems a useful compromise between reproducibility of the analyses as well as reuse of data 
on the one hand, and data protection and privacy concerns on the other hand. To provide a good 
practice example, we also created a synthetic dataset using the convenient R package synthpop (Nowok 
et al., 2016).

In this study, we used a large naturalistic inpatient sample with mixed diagnoses and modelled 
treatment response using easily available baseline indicators which can be equally seen as a strength 
and limitation. On the one hand, we aim for validity for inpatient treatments without exclusion of 
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patients, for example, those with recent suicide attempts or with multiple comorbid disorders, on 
the other hand, our results may not be immediately applied to the treatment of certain specific dis-
orders. Additionally, using only baseline indicators can be seen at odds with findings on treatment 
response being affected by multiple, time-variant factors underlining the need for multi-modal and 
intensive longitudinal data (Chekroud et al., 2021). Nonetheless, prediction models such as the one 
in this study could be more easily implemented than models requiring further data acquisition since 
baseline assessments are carried out in German psychotherapy clinics on a routine basis and they 
provide valuable information on the risk of treatment nonresponse at a time when intervention is 
still possible.

One limiting factor that our study shares with similar research is a specific, fixed set of available 
predictor variables. In any case, there are further variables (e.g., patients' motivation to participate 
in the therapy at baseline; Jankowsky et al., 2023) that might incrementally explain treatment re-
sponse. The present results have to be seen against this background: For example, we found that 
demographics had a negligible role in our models. However, there have been studies providing the 
first evidence for tailored treatments for minority patients, for example, queer patients (Bochicchio 
et  al.,  2022). Related information was not systematically assessed in our sample. Generally, the 
awareness of the topics of diversity and inclusion has increased in Germany only in recent years 
(Kluge et al., 2020) and studies investigating the experiences and needs of minority groups in the 
mental health care system are needed.

Due to our study design, we cannot make statements about patients' long-term treatment responses 
since we predicted post-treatment scores that were assessed directly at discharge. Previous research 
has shown that symptom severity at follow-ups can differ strongly from these assessments (Steinert 
et al., 2014). Thus, a worthwhile endeavour for further research would be to examine to what extent 
predictive models using outcomes at discharge still hold when tested at a later point in time. If this were 
not the case, one could argue that long-term response is the clinically more relevant outcome and should 
be used to train prediction models, thereby additionally providing more information on who relapses 
and why, which could then inform clinical decisions about relapse prevention.

CONCLUSION

In this registered report, we demonstrated that it is possible and worthwhile to combine rigorous 
open science practices with the analytical flexibility of complex machine learning algorithms for the 
prediction of treatment response. It was possible to predict treatment response to a considerable degree, 
taking advantage of regularization approaches inherent to the algorithms that were used. Our results 
again underline the large association between baseline and post-treatment symptoms; however, they also 
show the importance of a multidimensional assessment of functioning and identify possible prognostic 
markers. Our results highlight the importance of negative affectivity and self-other regulatory capacities 
related to depression and anxiety symptoms but also of symptoms such as depersonalization and 
derealization that have not been focused on in previous research.
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