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Abstract. Data mining means to summarize information from large
amounts of raw data. It is one of the key technologies in many ar-
eas of economy, science, administration and the internet. In this re-
port we introduce an approach for utilizing evolutionary algorithms to
breed fuzzy classifier systems. This approach was exercised as part of
a structured procedure by the students Achler, Göb, and Voigtmann
as contribution to the 2006 Data-Mining-Cup contest, yielding en-
couragingly positive results.

1 Introduction

Data mining is a means of extracting information from huge, unprocessed
data. Today, data mining methods are applied in almost all areas of economy,
science, the internet, and administration. Yet, it is still an active field of
research where gradually new methods, like the support vector machine [1]
approach that gained importance in the last ten years, are developed. Existing
methods are continuously improved, like learning classifier systems, where in
the same time span new systems have branched off [2,3].

In this report, we will discuss a simple general approach to data mining.
This approach has been exercised on Data-Mining-Cup contest. In order
to cope with the especially high complexity of the 2007 tasks in this biggest
international student data mining contest, we developed a small and efficient
fuzzy type of non-learning classifier systems. Similar to the Pittsburgh Learn-
ing Classifier Systems approach [4,5,6], these systems can be created as a
whole with a genetic algorithm.

In the following text, we give a short summary on data mining and the
Data-Mining-Cup, to which the work discussed in this report was con-
tributed. This contest contribution is mainly based on a combination of evolu-
tionary algorithms, genetic algorithms, and learning classifier systems which
are introduced as related work in Section 3. Section 4 subsequently defines
some advisable steps, which define a structured approach applicable to all
kinds of data mining problems. This methodology is then carried out in Sec-
tion 5 where a fuzzy form of classifier systems is developed especially suitable
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for the DMC 2007 contest. Finally, Section 6 sums up the experiences and
conclusions that can be drawn from our work and ideas for future improve-
ments. These will on one hand be applied in next year’s contest, but are also
generally practical values on the other hand.

2 Data Mining

Data mining can be defined as the nontrivial extraction of implicit, previously
unknown, and potentially useful information from data [7] and the science of
extracting useful information from large data sets or databases [8].

Today, gigantic amounts of data are collected in the web, in medical
databases, by enterprise resource planning (ERP) and customer relationship
management (CRM) systems in corporations, web shops, by administrative
and governmental bodies, and in science projects. These data sets are way to
large to be incorporated directly into a decision process or to be understood
as-is by a human being. Instead, automated approaches have to be applied
that extract the relevant information, to find underlying rules and patterns,
or to detect time-dependent changes. Data mining subsumes methods and
techniques capable to perform this task. It is very closely related to estima-
tion theory [9,10] in stochastic [11,12] – the simplest digest of data sets is still
the arithmetic mean. Data mining is also strongly related to artificial intelli-
gence [13,14], which includes learning algorithms that can generalize the given
information. Some of the most wide spread and most common data mining
techniques are:

– (artificial) neural networks (ANN) [15,16],

– support vector machines (SVM) [17,18,19,20],

– logistic regression [21],

– decision trees [22,23],

– learning classifier systems as introduced in Section 3.3 on page 5, and

– näıve Bayes Classifiers [24,25].

The Data-Mining-Cup has been established in the year 2000 by the
prudsys AG and the Technical University of Chemnitz. It aims to provide
an independent platform for data mining users and data analysis tool vendors
and builds a bridge between academic science and economy. Today, it is one of
Europe’s biggest and most influential conferences in the area of data mining.

The DMC Contest is the biggest international student data mining com-
petition. In the spring of each year, students of national and international
universities challenge to find the best solution of a data analysis problem. It
provides an excellent platform to test new approaches or to apply established
methods in a challenging, inspiring environment.
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3 Related Work

3.1 Evolutionary Algorithms

Evolutionary algorithms (EA) [26,27,28,29] are generic, population-based
meta-heuristic optimization algorithms that use biology-inspired mechanisms
like mutation, crossover, natural selection and survival of the fittest.

Reproduction

create new individuals
from the selected via
crossover and mutation

Selection

select the fittest indi-
viduals for reproduction

Evaluation

compute the objective
values of the
individuals

Fitness Assignment

use the objective values
to determine fitness
values

Initial Population

create an initial
population of random
individuals

Fig. 1: The basic cycle of evolutionary algorithms.

The family of evolutionary algorithms encompasses genetic algorithms (see
Section 3.2), genetic programming, evolution strategy, evolutionary program-
ming, and learning classifier systems (see Section 3.3).

The advantage of evolutionary algorithms compared to other optimization
methods is that they make only few assumptions about the underlying fitness
landscape and therefore perform consistently well in many different problem
categories.

All evolutionary algorithms proceed in principle according to the scheme
illustrated in Figure 1:

1. Initially, a population of individuals with a totally random genome is
created.

2. All individuals of the population are tested. This evaluation may incor-
porate complicated simulation and calculations.

3. With the tests, we have determined the utility of the different features
of the solution candidates and can now assign a fitness value to each of
them.

4. A subsequent selection process filters out the individuals with low fitness
and allows those with good fitness to enter the mating pool with a higher
probability.

5. In the reproduction phase, offspring is created by varying or combining
these solution candidates and integrated it into the population.
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6. If the termination criterion is met, the evolution stops here. Otherwise, it
continues at step 2.

In the context of this report, especially genetic algorithms and learning
classifier systems are of interest.

3.2 Genetic Algorithms

Genetic algorithms are a subclass of evolutionary algorithms that employs
two different representations for each solution candidate. The genotype is
used in the reproduction operations whereas the phenotype is the form of the
individual which can be used for the determining its fitness [30,31,32,33,34,29].

Mutation

Mutation is an important method of preserving individual diversity. In fixed-
length string chromosomes it can be achieved by modifying the value of one
element of the genotype, as illustrated in Figure 2. More generally, a mutation
may change 0 ≤ n < |g| locations in the string. In binary coded chromosomes
for example, the elements are bits which are simply toggled.

Toggle One Bit Toggle n Bits

Fig. 2: Bit-toggling mutation of string chromosomes.

Crossover

Figure 3 outlines the recombination of two string chromosomes. This operation
is called crossover and is done by swapping parts of the genotypes between
the parents.

When performing crossover, both parental chromosomes are split at ran-
domly determined crossover points. Subsequently, a new child chromosome is
created by appending the first part of the first parent with the second part
of the second parent. This method is called one-point crossover. In two-point
crossover, both parental genotypes are split at two points, constructing a new
offspring by using parts number one and three from the first, and the mid-
dle part from the second ancestor. The generalized form of this technique is
n-point crossover.
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Cut and Splice

Fig. 3: Crossover (recombination) of variable-length string chromosomes.

3.3 Learning Classifier Systems

In the late 1970s, Holland invented and patented a new class of cognitive
systems, called classifier systems (CS) [35,36,29]. These systems are a special
case of production systems [37,38] and consist of four major parts:

1. a set of interacting productions, called classifiers,
2. a performance algorithm that directs the action of the system in the en-

vironment,
3. a simple learning algorithm that keeps track on each classifier’s success in

bringing about rewards, and
4. a more complex algorithm that modifies the set of classifiers so that vari-

ants of good classifiers persist and new, potentially better ones are created
in a provably efficient manner [39].

Figure 4 illustrates Holland’s original idea of the structure of a Michigan-
style learning classifier system. A classifier system is connected via detectors
(b) and effectors (c) to its environment (a). The input in the system, coming
from the detectors, is encoded in binary messages that are written into a mes-
sage list (d). On this list, the classifiers, simple if-then rules (e), are applied.
The result of a classification is again encoded as a message and written to the
message list. These new messages may now trigger other rules or are signals
for the effectors [40]. The payoff of the performed actions is distributed by the
credit apportionment system (f) to the rules. Additionally, a rule discovery
system (g) (normally a genetic algorithm) is responsible for finding new rules
and adding them to the classifier population [41].

4 A Structured Approach to Data Mining

Whenever any sort of problem should be solved, a structured approach is
always advisable. This goes for the application of optimization methods like
evolutionary algorithms as well as for deriving classifiers in a data mining
problem. In this section we discuss a few simple steps which should be valid
for both kinds of tasks and which have been followed in our approach to the
2007 DMC.
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(a) Environment

(b) Detectors (c) Effectors

(d) Message List

(e) Rule Base

(f) Apportionment of
Credit System

(e.g. Bucket Brigade)

(g) Rule Discovery
System

(e.g. Genetic Algorithm)

Learning Classifier System

information action

payoff

Non-Learning Classifier System,
Production System

Fig. 4: The structure of a Michigan style learning classifier system.

The first step is always to clearly specify the problem that should be solved.
Parts of this specification are possible target values and optimization criteria
as well as the semantics of the problem domain. The optimization criteria
tell us how different possible solutions can be compared with each other. If we
were to sell tomatoes, for example, the target value (subject to maximization)
would be the profit. Then again, the semantics of the problem domain allow
us to draw conclusions on what features are important in the optimization or
data mining process. Again, when selling tomatoes, the average weight of the
vegetables, their color, and maybe the time of the day when we open the store
are important. The names of our customers on the other hand are probably
not. The tasks of the DMC 2007 Contest, outlined in Section 5.1 on the next
page, are a good example for such a problem definition.

Before choosing or applying any data mining or optimization technique, an
initial analysis of the given data should be performed. With this review and the
problem specification, we can filter the data and maybe remove unnecessary
features. Additionally, we will gain insight in the data structure and hopefully
can already eliminate some possible solution approaches. It is of course better
to exclude some techniques that cannot lead to good results in the initial phase
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instead of wasting working hours in trying them out to avail. We have now
to decide on one or two solution approaches that are especially promising for
the problem defined. We have performed this step for the DMC 2007 Contest
data in Section 5.2 on page 9.

The next step is to apply these approaches. Of course, running an optimizer
on all known sample data at once is not wise. Although we will obtain a
result with which we can solve the specified problem for all the known data
samples, it is possible not a good solution. Instead, it may be overfitted or
overspecialized and can only process the data we are given. Normally however,
we are only provided with fraction of the “real data” and want to find a system
that is able to perform well also on samples that are not yet known to us.
Hence, we need to find out whether or not our approach generalizes. Therefore,
it is sufficient to derive a solution for a subset of the available data samples,
the training data. This solution is then tested on the test set, the remaining
samples not used in its creations. The system we have created generalizes
well if it is rated approximately equally good by the optimization criterion for
both, the training and the test data. Now we can repeat the process by using
all available data. We have evolved classifier systems that solve the DMC 2007
Contest according to this method in Section 5.3 on page 11.

The students Achler, Göb, and Voigtmann have participated in the 2007
DMC Contest and proceeded according to this pattern. In order to solve the
challenge, they chose for a genetic algorithm evolving a fuzzy classifier system.
The results of their participation are discussed in Section 5.4 on page 13.

The following sections are based on their experiences and impressions, and
reproduce how they proceeded.

5 Applying the Structured Approach

5.1 The Problem Definition

Rebate systems are an important means to animate customers to return to a
store in classical retail. In the 2007 contest, we consider a check-out couponing
system. Whenever a customer leaves a store, at the end of her bill a coupon
can be attached. She then can use the coupon to receive some rebate on her
next purchase. When printing the bill at the checkout, there are three options
for couponing:

Case N: attach no coupon to the bill,
Case A: attach coupon type A, a general rebate coupon, to the bill, or
Case B: attach coupon type B, a special voucher, to the bill.

The profit of the couponing system is defined as follows:

– Each coupon which is not redeemed costs 1 money unit.
– For each redeemed coupon of type A, the retailer gains 3 money units.
– For each coupon of type B which is redeemed, the retailer gains 6 money

units.
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It is thus clear that simply printing both coupons at the end of each bill
makes no sense. In order to find a good strategy for coupon printing, the
retailer has initiated a survey. She wants to find out which type of customer
has an affinity to cash in coupons and, if so, which type of coupon most likely.
Therefore the behavior of 50000 customers has been anonymously recorded.
For all these customers, we know the customer id, the number of redemptions
of 20 different coupons and the historic information whether coupon type A,
coupon type B, or none of them has been redeemed. Cases where both have
been cashed in are omitted.
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Fig. 5: A few samples from the DMC 2007 training data.
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Figure 5 shows some samples from this data set. The task is to use it as
training data in order to derive a classifier C that is able to decide from a
record of the 20 features whether a coupon A, B, or none should be provided
to a customer. This means to maximize the profit P (C) of retailer gained by
using the classifier C which can be computed according to

P (C) = 3 ∗ AA + 6 ∗ BB − 1 ∗ (NA + NB + BA + AB) (1)

where

– AA is the number of correct assignments for coupon A.
– BB is the number of correct assignments for coupon B.
– NA is the number of wrong assignments to class A from the real class N.
– NB is the number of wrong assignments to class B from the real class N.
– BA is the number of wrong assignments to class A from the real class B.
– AB is the number of wrong assignments to class B from the real class A.

Wrong assignments from the classes A and B to N play no role.
The classifier built with the 50000 training data sets is then to be applied

to another 50000 data samples. There however, the column Coupon is missing
and should be the result of the classification process. Based on the computed
assignments, the profit score P is calculated for each contestant by the jury
and the team with the highest profit will win.

5.2 Initial Data Analysis

The test dataset have some properties which make it especially hard for learn-
ing algorithms to find good solutions. Figure 6 for example shows three data
samples with exactly the same features but different classes. In general, there is
some degree of fuzzyness and noise, and clusters belonging to different classes
overlap and contain each other. Since the classes cannot be separated by
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Fig. 6: DMC 2007 sample data – same features but different classes.

hyper-planes in a straightforward manner, the application of neural networks
and support vector machines becomes difficult. Furthermore, the values of the
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Table 1: Feature-values in the 2007 DMC training sets.

value number of ocurences

0 837′119
1 161′936
2 924
3 21

features take on only four different values and are zero to 83.7%, as illustrated
in Table 1. In general, such a small number of possible feature values makes
it hard to apply methods that are based on distances or averages.

At least one positive fact can easily be found by eyesight when inspecting
the training data: the columns C6, C14, and C20, marked gray in Figure 5,
are most probably insignificant since they are almost always zero and hence,
can be excluded from further analysis. The same goes for the first column,
the customer ID, by common sense.

The Solution Approach: Classifier Systems

From the initial data analysis, we can reduce the space of values a feature
may take on to 0, 1, and >1. This limited, discrete range is especially suited
for learning classifier systems (LCS) discussed in Section 3.3 on page 5.

Since we already know the target function, P (C), we do not need the
learning part of the LCS. Instead, our idea was to use the profit P (C) defined
in equation 1 directly as objective function for a genetic algorithm.

Very much like in the Pitt-approach [4,5,6] in LCS, the genetic algorithm
would base on a population of classifier systems. Such a classifier system is
a list of rules (the single classifiers). A rule contains a classification part and
one condition for each feature in the input data. We used a two bit alphabet
for the conditions, allowing us to encode the four different conditions per
feature listed in Table 2. The three different classes can be represented using

Table 2: Feature conditions in the rules.

condition condition corresponding feature value
(in genotype) (in phenotype)

00 0 must be 0
01 1 must be ≥ 1
10 2 must be > 1
11 3 don’t care (i.e. any value is ok)

two additional bits, where 00 and 11 stands for A, 01 means B, and 10
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corresponds to N. We leave three insignificant features away, so a rule is in
total 17 ∗ 2 + 2 = 36 bits small. This means that we need less memory for
a classifier system with 17 rules than for 10 double precision floating point
numbers, as used by a neural network, for example.

When a feature is to be classified, the rules of a classifier system are ap-
plied step by step. A rule fits to a given data sample if none of its conditions
is violated by a corresponding sample feature. As soon as such a rule is found,
the input is assigned to the class identified by the classification part of the
rule. This stepwise interpretation creates a default hierarchy that allows clas-
sifications to include each other: a more specific rule (which is checked before
the more general one) can represent a subset of features which is subsumed
by a rule which is evaluated later. If no rule in the classifier systems fits to a
data sample, N is returned per default since misclassifying an A or B as an
N at least doesn’t introduce a penalty in P (C) according to equation 1.

Since the input data is noisy, it turned out to be a good idea to introduce
some fuzzyness in our classifiers too by modifying this default rule. During
the classification process, we remember the rule which was violated by the
least features. In the case that no rule fits perfectly, we check if the number
of these misfits is less than one fifth of the features, in this case 17

5
≈ 3. If

so, we consider it as a match and classify the input according to the rules
classification part. Otherwise, the original default rule is applied and N is
returned. Figure 7 outlines the relation of the genotype and phenotype of
such a fuzzy classifier system. It shows a classifier system consisting of four
rules that has been a real result of the genetic algorithm. In this graphic we
also apply it to the second sample of the dataset that is to be classified. As one
can easily see, none of the four rules matches fully – which is strangely almost
always the case for classifier systems that sprung of the artificial evolution.
The data sample however violates only three conditions of the second rule and
hence, stays exactly at the 1

5
-threshold. Since no other rule in the classifier

system has less misfit conditions, the result of this classification process will
be A.

5.3 Analysis of the Evolutionary Process

As already discussed in the previous section, we want to evolve the classifier
systems directly. Therefore we apply two objective functions:

f1(C) = −P (C) (2)

f2(C) = max {|C|, 3} (3)

Here f1 represents the (negated) profit gained with a classifier system C and
f2(C) is the number of rules in C (cut-off at a size of at 3). Both functions
are subject to minimization. Figure 8 illustrates the course of the classifier
system evolution. Here we have applied a simple elitist1 genetic algorithm

1 Elitist genetic algorithms always preserve the best solutions they have found while
non-elitist algorithms may loose them [29].
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violated condition The second rule wins since it has only 3 violated conditions.
(and 3 is the allowed maximum for the default rule)

Þ

Fig. 7: An example classifier for the 2007 DMC.

with a population size of 10240 individuals. We can see a logarithmic growth
of the profit with the generations as well as with the number of rules in
the classifier systems. A profit of 8800 for the 50000 data samples has been
reached. Experiments with 10000 datasets held back and an evolution on
the remaining 40000 samples indicated that the evolved rule sets generalize
sufficiently well. The cause for the generalization of the results is the second,
non-functional objective function which puts pressure into the direction of
smaller classifier systems and the modified default rule which allows noisy
input data. The result of the multi-objective optimization process is the
Pareto-optimal set. It comprises all solution candidates for which no other
individual exists that is better in at least one objective value and not worse
in any others. Figure 9 displays some classifier systems which are members
of this set after generation 1000. C1 is the smallest non-dominated classifier
system. It consists of three rules which lead to a profit of 7222. C2, with one
additional rule, reaches 7403. The 31-rule classifier system C3 provides a gain
of 8748 to which the system with the highest profit evolved, C4, adds only 45
to a total of 8793 with a trade-off of 18 additional rules (49 in total).

As shown in Table 1 on page 10, most feature values are 0 or 1, there
are only very few 2 and 3-valued features. In order to find out how different
treatment of those will influence the performance of the classifiers and of the
evolutionary process, we slightly modified the condition semantics in Table 3
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Fig. 8: The course of the classifier system evolution.

by changing the meaning of rule 2 from > 1 to ≤ 1 (compare with Table 2 on
page 10).

The progress of the evolution depicted in Figure 10 exhibits no significant
difference to the first one illustrated in Figure 8. With the modified rule
semantics, the best classifier system evolved delivered a profit of 8666 by
utilizing 37 rules. This result is also not very much different from the original
version. Hence, the treatment of the features with the values 2 and 3 does
not seem to have much influence on the overall result. In the first approach,
rule-condition 2 used them as distinctive criterion. The new method treats
them the same as feature value 1, with slightly worse results.

5.4 Contest Results and Placement

A record number of 688 teams from 159 universities in 40 countries registered
for the 2007 DMC Contest, from which only 248 were finally able to hand in
results. The team of the RWTH Aachen won place one and two by scoring
7890 and 7832 points on the contest data set. Together with the team from
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Table 3: Different feature conditions in the rules.

condition condition corresponding feature value
(in genotype) (in phenotype)

00 0 must be 0
01 1 must be ≥ 1
10 2 must be ≤ 1
11 3 don’t care (i.e. any value is ok)

the Darmstadt University of Technology, ranked third, they occupy the first
eight placements.

Our team reached place 29 which is quite a good result considering that
none of its members had any prior experience in data mining.

Retrospectively one can recognize that the winning gains are much lower
than those we have discussed in the previous experiments. They are, however,
results of the classification of a different data set – the profits in our experiment
are obtained from the training sets and not from the contest data. Although
our classifiers did generalize well in the initial tests, they seem to suffer from
some degree of overfitting. Furthermore, the systems discussed here are the
result of reproduced experiments and not the original contribution from the
students. The system with the highest profit that the students handed in also
had gains around 8600 on the training sets. With a hill climbing optimizer,
we squeezed out another 200, increasing, of course, the risk of additional
overfitting. In the challenge, the best scored score of our team, a total profit
of 7453 (only 5.5% less than the winning team). This classifier system was
however grown with a much smaller population (4096) than in the experiments
here, due to time restrictions.

Remarkably we did not achieve the best result with the best single classifier
system evolved, but with a primitive combination of this system with another
one: If both classifier systems delivered the same result for a record, this
result was used. Otherwise, N was returned, which at least would not lead to
additional costs (as follows from equation 1 on page 9).
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Fig. 9: Some elements of the Pareto-optimal set of evolved classifier systems.
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6 Conclusion and Future Work

In order to solve the 2007 Data-Mining-Cup contest we exercised a struc-
tured approach. After reviewing the data samples provided for the challenge,
we have adapted the idea of classifier systems to the special needs of the com-
petition. As a straightforward way of obtaining such systems, we have chosen
a genetic algorithm with two objective functions. The first one maximized the
utility of the classifiers by maximizing the profit function provided by the con-
test rules. The section objective function minimized a non-functional criterion,
the number of rules in the classifiers. It was intended to restrict the amount
of overfitting and overspecialization. The bred classifier systems showed rea-
sonable good generalization properties on the test data sets separated from
the original data samples, but seem to be overfitted when comparing these
results with the profits gained in the contest. A conclusion is that it is hard
to prevent overfitting in an evolution based on limited sample data – the
best classifier system obtained will possibly be overfitted. In the challenge,
the combination of two classifiers yielded the best results. Such combinations
of multiple, independent systems will probably perform better than each of
them alone.

In further projects, especially the last two conclusions drawn should be
considered. Although we used a very simple way to combine our classifier
systems for the contest, it still provided an advantage.

A classifier system in principle is nothing more but an estimator. There ex-
ist many sophisticated methods of combining different estimators in order to
achieve better results [42]. The original version of such “boosting algorithms”,
developed by Schapire [43], theoretically allows to achieve an arbitrarily low
error rate, requiring basic estimators with a performance only slightly better
than random guessing on any input distribution. The AdaBoost algorithm [44]
additionally takes into consideration the error rates of the estimators. With
this approach, even classifiers of different architectures like a neural network
and a learning classifier system can be combined. Since the classification task
in the challenge required non-fuzzy answers in form of definite set member-
ships, the usage of weighted majority voting [45,46], as already applied in a
very primitive manner, would probably have been the best approach.
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