
 

 

 
 
 
 

Framework for middleware executed on mobile devices 
 
 

vom 
 
 

Fachgebiet Kommunikationstechnik 
im Fachbereich Elektrotechnik / Informatik 

der Universität Kassel 
 
 

genehmigte 
 
 

Dissertation 

 
 

zur Erlangung des akademischen Grades eines 
Doktor-Ingenieur (Dr.-Ing.) 

 
 

von 
 
 

Bjoern Wuest 

 
 

geboren am 21. Mai 1976 in Delmenhorst, Deutschland 
 
 

Kassel 2005 
 
 

Erstreferent: Prof. Dr.-Ing. Klaus David 
Koreferent: Prof. Jari Porras 
 
 
Tag der Einreichung: 01. Juli 2005 
Tag der Disputation: 22. September 2006 
 





 

 

 





 

 

Zusammenfassung 
Die ubiquitäre Datenverarbeitung ist ein attraktives Forschungsgebiet des vergangenen und 
aktuellen Jahrzehnts. Es handelt von unaufdringlicher Unterstützung von Menschen in ihren 
alltäglichen Aufgaben durch Rechner. Diese Unterstützung wird durch die Allgegenwärtigkeit von 
Rechnern ermöglicht die sich spontan zu verteilten Kommunikationsnetzwerken zusammen finden, 
um Informationen auszutauschen und zu verarbeiten. Umgebende Intelligenz ist eine Anwendung 
der ubiquitären Datenverarbeitung und eine strategische Forschungsrichtung der Information 

Society Technology der Europäischen Union. Das Ziel der umbebenden Intelligenz ist 
komfortableres und sichereres Leben. 
Verteilte Kommunikationsnetzwerke für die ubiquitäre Datenverarbeitung charakterisieren sich 
durch Heterogenität der verwendeten Rechner. Diese reichen von Kleinstrechnern, eingebettet in 
Gegenstände des täglichen Gebrauchs, bis hin zu leistungsfähigen Großrechnern. Die Rechner 
verbinden sich spontan über kabellose Netzwerktechnologien wie wireless local area networks 
(WLAN), Bluetooth, oder UMTS. 
Die Heterogenität verkompliziert die Entwicklung und den Aufbau von verteilten 
Kommunikationsnetzwerken. Middleware ist eine Software Technologie um Komplexität durch 
Abstraktion zu einer homogenen Schicht zu reduzieren. Middleware bietet eine einheitliche Sicht 
auf die durch sie abstrahierten Ressourcen, Funktionalitäten, und Rechner. 
Verteilte Kommunikationsnetzwerke für die ubiquitäre Datenverarbeitung sind durch die spontane 
Verbindung von Rechnern gekennzeichnet. Klassische Middleware geht davon aus, dass Rechner 
dauerhaft miteinander in Kommunikationsbeziehungen stehen. Das Konzept der dienstorienterten 
Architektur ermöglicht die Entwicklung von Middleware die auch spontane Verbindungen 
zwischen Rechnern erlaubt. Die Funktionalität von Middleware ist dabei durch Dienste realisiert, 
die unabhängige Software-Einheiten darstellen. 
Das Wireless World Research Forum beschreibt Dienste die zukünftige Middleware beinhalten 
sollte. Diese Dienste werden von einer Ausführungsumgebung beherbergt. Jedoch gibt es noch 
keine Definitionen wie sich eine solche Ausführungsumgebung ausprägen und welchen 
Funktionsumfang sie haben muss. 
Diese Arbeit trägt zu Aspekten der Middleware-Entwicklung für verteilte 
Kommunikationsnetzwerke in der ubiquitären Datenverarbeitung bei. Der Schwerpunkt liegt auf 
Middleware und Grundlagentechnologien. Die Beiträge liegen als Konzepte und Ideen für die 
Entwicklung von Middleware vor. Sie decken die Bereiche Dienstfindung, Dienstaktualisierung, 
sowie Verträge zwischen Diensten ab. Sie sind in einem Rahmenwerk bereit gestellt, welches auf 
die Entwicklung von Middleware optimiert ist. Dieses Rahmenwerk, Framework for Applications 

in Mobile Environments (FAME²) genannt, beinhaltet Richtlinien, eine Definition einer 
Ausführungsumgebung, sowie Unterstützung für verschiedene Zugriffskontrollmechanismen um 
Middleware vor unerlaubter Benutzung zu schützen. 
Das Leistungsspektrum der Ausführungsumgebung von FAME² umfasst: 

• minimale Ressourcenbenutzung, um auch auf Rechnern mit wenigen Ressourcen, wie z.B. 
Mobiltelefone und Kleinstrechnern, nutzbar zu sein 

• Unterstützung für die Anpassung von Middleware durch Änderung der enthaltenen Dienste 
während die Middleware ausgeführt wird 

• eine offene Schnittstelle um praktisch jede existierende Lösung für das Finden von Diensten 
zu verwenden 

• und eine Möglichkeit der Aktualisierung von Diensten zu deren Laufzeit um damit 
Fehlerbereinigende, optimierende, und anpassende Wartungsarbeiten an Diensten 
durchführen zu können 

Eine begleitende Arbeit ist das Extensible Constraint Framework (ECF), welches Design by 

Contract (DbC) im Rahmen von FAME² nutzbar macht. DbC ist eine Technologie um Verträge 
zwischen Diensten zu formulieren und damit die Qualität von Software zu erhöhen. ECF erlaubt das 
aushandeln sowie die Optimierung von solchen Verträgen. 



 

Abstract 
Ubiquitous computing is an appealing research area today and most likely the future. It is about 
unobtrusive computer support of users in their everyday activities. This support is achieved by an 
omnipresence of computers and their ability to spontaneously form distributed computing systems, 
and to exchange and process information. Ambient Intelligence, which is an application of 
ubiquitous computing, became a strategic research direction of the Information Society Technology 
programme of the European Union to form a knowledge society. The objective of Ambient 
Intelligence is to make life more comfortable and safer. 
Distributed computing systems for ubiquitous computing are characterised by heterogeneity of the 
computers used. They range from small sized computers embedded into everyday items like cars, 
heaters, toasters and coffee cups, to high performance computers like servers and mainframes. They 
all connect spontaneously via wireless network technology, e.g. wireless local area networks 
(WLAN), Bluetooth, Universal Mobile Telecommunications System (UMTS), etc. 
This heterogeneity increases the complexity of distributed computing systems, and as such their 
programming. Middleware is a software technology concept and software, to reduce the complexity 
by abstracting from heterogeneity and providing a homogeneous layer on top of the different, 
heterogeneous computers used in distributed computing systems. Middleware provides unified 
access to the heterogeneous resources, functionalities, and computers it abstracts from. 
Distributed computing systems for ubiquitous computing are characterised by the spontaneous 
connection of computers. Traditional middleware is designed for distributed computing systems 
without spontaneous connections. Recently developed middleware follows the service oriented 

architecture concept that takes into consideration spontaneous connections. Middleware 
functionality is realised as services, which are independent software elements. 
The Wireless World Research Forum (WWRF) has described services that future middleware may 
provide. These services are hosted by a service execution environment. Yet, there is a lack of 
definition of such service execution environment. 
 
This dissertation contributes to middleware development for distributed computing systems in 
ubiquitous computing. The focus is on middleware and enabling technologies to implement 
middleware. Concepts for service discovery, service update, and contracts between services are 
presented. The concepts are provided in a framework that is designed specifically for realising 
middleware for distributed computing systems in ubiquitous computing. This framework, called 
Framework for Applications in Mobile Environments (FAME²), includes guidelines for service 
development, a proposal of a service execution environment, and support for different levels of 
access control to protect middleware from malicious use. 
The service execution environment of FAME² features: 

• low resource use on resource limited mobile devices like cellular phones and embedded 
computers 

• reconfiguration of middleware by changing the set of services at the middleware’s runtime 
• an open interface to utilise virtually any service discovery solution to locate services in a 

distributed computing system 
• online-update functionality for corrective, perfective, and adaptive maintenance of 

middleware and middleware services 
An accompanying work is the Extensible Constraint Framework (ECF) that makes Design by 

Contract available in the context of FAME². Design by Contract is a technology to increase the 
quality of software systems created from software elements by formulating contracts between them. 
ECF enables negotiation and refinement of these contracts. 
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1 Introduction 
It can be observed that advances in computer hardware and mobile communications have led to 
numerous new uses for computers in distributed computing systems. Today, computers are 
embedded in everyday items, e.g. cars, heaters, toasters, coffee machines, cameras, microphones, 
etc. and are capable of connecting spontaneously via wireless network technology, e.g. wireless 
local area networks (WLAN), Bluetooth, General Packet Radio System (GPRS), and Universal 
Mobile Telecommunications System (UMTS). They support users in typical situations of their life, 
e.g. navigation, time management, information retrieval etc. Distributed computing systems have 
evolved from simple structures with a few types of computers, like Uniplex Information and 
Computing System (UNICS or UNIX) servers and terminals, to complex structures with many 
different types of computers and their platforms. The computing platform includes the 
microprocessor architecture, the bus system used for communication between the different 
hardware components, peripherals connected to the microprocessor, and the operating system 
managing the resources of the hardware and controlling the execution of software [1]. 
 
Complex distributed computing systems are used in various situations. Among them is ubiquitous 
computing. In the vision of ubiquitous computing, first introduced by Mark Weiser in [2], 
distributed computing systems are used to support users unobtrusively in their everyday activities. 

Sal awakens; she smells coffee. A few minutes ago her alarm clock, alerted by her 

restless rolling before waking, had quietly asked, “Coffee?” and she had mumbled, 

“Yes.” “Yes” and “no” are the only words it knows. 

Sal looks out her windows at her neighborhood. Sunlight and a fence are visible 

through one, and through others she sees electronic trails that have been kept for her of 

neighbors coming and going during the early morning. Privacy conventions and 

practical data rates prevent displaying video footage, but time markers and electronic 

tracks on the neighborhood map let Sal feel cozy in her street. 

Glancing at the windows to her kids’ rooms, she can see that they got up 15 and 20 

minutes ago and are already in the kitchen. Noticing that she is up, they start making 

more noise. 

At breakfast Sal reads the news. She still prefers the paper form, as do most people. She 

spots an interesting quote from a columnist in the business section. She wipes her pen 

over the newspaper’s name, date, section and page number and then circles the quote. 

The pen sends a message to the paper, which transmits the quote to her office. 

Electronic mail arrives from the company that made her garage door opener. She had 

lost the instruction manual and asked them for help. They have sent her a new manual 

and also something unexpected—a way to find the old one. According to the note, she 

can press a code into the opener and the missing manual will find itself. In the garage, 

she tracks a beeping noise to where the oilstained manual had fallen behind some 

boxes. Sure enough, there is the tiny tab the manufacturer had affixed in the cover to try 

to avoid Email requests like her own. 

On the way to work Sal glances in the foreview mirror to check the traffic. She spots a 

slowdown ahead and also notices on a side street the telltale green in the foreview of a 

food shop, and a new one at that. She decides to take the next exit and get a cup of 

coffee while avoiding the jam. 

Once Sal arrives at work, the foreview helps her find a parking spot quickly. As she 

walks into the building, the machines in her office prepare to log her in but do not 

complete the sequence until she actually enters her office. On her way, she stops by the 

offices of four or five colleagues to exchange greetings and news. 

Sal glances out her windows: a gray day in Silicon Valley, 75 percent humidity and 40 

percent chance of afternoon showers; meanwhile it has been a quiet morning at the 

East Coast office. Usually the activity indicator shows at least one spontaneous, urgent 
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meeting by now. She chooses not to shift the window on the home office back three 

hours—too much chance of being caught by surprise. But she knows others who do, 

usually people who never get a call from the East but just want to feel involved. The 

telltale by the door that Sal programmed her first day on the job is blinking: fresh 

coffee. She heads for the coffee machine. 

Coming back to her office, Sal picks up a tab and “waves” it to her friend Joe in the 

design group, with whom she has a joint assignment. They are sharing a virtual office 

for a few weeks. The sharing can take many forms—in this case, the two have given 

each other access to their location detectors and to each other’s screen contents and 

location. Sal chooses to keep miniature versions of all Joe’s tabs and pads in view and 

three-dimensionally correct in a little suite of tabs in the back corner of her desk. She 

can’t see what anything says, but she feels more in touch with his work when noticing 

the displays change out of the corner of her eye, and she can easily enlarge anything if 

necessary. 

A blank tab on Sal’s desk beeps and displays the word “Joe” on it. She picks it up and 

gestures with it toward her live board. Joe wants to discuss a document with her, and 

now it shows up on the wall as she hears Joe’s voice: 

“I’ve been wrestling with this third paragraph all morning, and it still has the wrong 

tone. Would you mind reading it?” Sitting back and reading the paragraph, Sal wants 

to point to a word. She gestures again with the “Joe” tab onto a nearby pad and then 

uses the stylus to circle the word she wants: 

“I think it’s this term ‘ubiquitous.’ It’s just not in common enough use and makes the 

whole passage sound a little formal. Can we rephrase the sentence to get rid of it?” 

“I’ll try that. Say, by the way, Sal, did you ever hear from Mary Hausdorf?” 

“No. Who’s that?” 

“You remember. She was at the meeting last week. She told me she was going to get in 

touch with you.” 

Sal doesn’t remember Mary, but she does vaguely remember the meeting. She quickly 

starts a search for meetings held during the past two weeks with more than six people 

not previously in meetings with her and finds the one. The attendees’ names pop up, and 

she sees Mary. 

As is common in meetings, Mary made some biographical information about herself 

available to the other attendees, and Sal sees some common background. She’ll just 

send Mary a note and see what’s up. Sal is glad Mary did not make the biography 

available only during the time of the meeting, as many people do.... – cited from [2] 

An application for ubiquitous computing is ambient intelligence, described in [3]. The objective of 
ambient intelligence is to make life more comfortable and safer. In ambient intelligence (AmI), 
information is provided where needed, and the computing devices are integrated into the 
environment to support the users in an unobtrusive, seamless, and invisible manner. To illustrate 
AmI, four scenarios describe typical activities that a human does throughout the day. The scenarios 
cover typical situations of everyday life. 
In the scenario Maria – Road Warrior, a business woman uses numerous locally provided services, 
e.g. car navigation, electronic passport control, cultural advisors, environmental controls etc. via her 
mobile device, her P-Comm. Maria’s device, the P-Comm, knows about her preferences, has the 
capability to detect provided services, and configure them accordingly to Maria’s preferences. In 
the scenario, excessive use of discovery and configuration of services, including automatic updates 
of them, is made. 
In the Dimitrios scenario a mobile device, the D-Me, is closely attached to, or implanted into, the 
user. The D-Me interacts with other D-Mes autonomously to exchange information and carry out 
decisions on behalf of its user. An example of information exchange is that the D-Me automatically 
advises local navigation to some place with the help of D-Mes of other users without requesting 
their help. An example of autonomous decision is to block incoming telephone calls automatically 
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because the user had blocked this call several times in the past. Decisions are based on the past 
behaviour that the D-Me learned from his user. The major focus is on applying constraints on 
interaction of services, and negotiation based on profiled information. 
The focus of the Carmen scenario is on logistics and transportation. The ambient intelligence 
manages travelling, monitors and controls traffic, adapts traffic regulations to current situations, 
warns of accidents and deducts fees from road users. Furthermore, AmI supports the users in 
logistics, i.e. shopping and supply with basic needs like food. In the scenario, excessive use of 
personal area networks with direct communication between users is done. 
In the scenario Annette and Solomon users collaboratively interact with each other to exchange 
knowledge and experiences. The AmI supports users to find other users with similar interests and 
schedules meetings for the two of them. Besides collaborative activities, the major focus is on 
negotiation based on profiled information and on direct communication between users. 
 
In the scenarios for ambient intelligence it can be seen that the mobile devices of the users are 
actively involved in the distributed computing system, i.e. run software. This results in increased 
complexity of modern distributed computing systems, caused by the use of numerous, technically 
incompatible computing platforms and wireless network technologies in one system. This 
heterogeneity results in a situation where software developed for such complex distributed 
computing systems needs to consider the characteristics of every computing platform and network 
technology [4]. The consequence is increased effort for developing software. 
Following Bernstein, Middleware is a software technology concept, whose implementations reduce 
the effort required for programming software for distributed computing systems by providing a 
homogeneous layer on top of the heterogeneous computing platforms [1]. Middleware provides 
unified access to the resources provided by the computers, i.e. microprocessor, peripherals and 
operating system functionality. Additionally, middleware provides communication protocols for 
communication between the different computers in a distributed system, and unified access to these 
protocols. Middleware is placed between the computing platforms and application software. The 
reduced effort required for programming application software for distributed computing systems 
results from the fact that middleware is developed only once for a distributed computing system. 
Middleware then enables the support of other software developed on top of it. 
Newly emerging distributed computing systems are characterised by many different types of 
computers and computing platforms, and their spontaneous connection using wireless technology. 
Middleware, as proposed by Bernstein, is designed for distributed computing systems without 
spontaneous connections through. Recently developed middleware in the area of ubiquitous 
computing follows a concept named service oriented architecture (SOA), taking into consideration 
spontaneous connections (and disconnections, of course). In SOA, the functionality of middleware 
is realised as services. Services are independent software elements that have no fixed dependency 
on specific other software elements. Application software and services are clients of services. 
Additionally, the SOA concept includes the possibility to discover services on demand of the client. 
This discovery feature is mandatory in distributed computing systems with spontaneous connections 
to enable clients to detect newly available services provided by emerging computers, and to find 
replacements of services provided by computers disconnected from the distributed computing 
system. 
A particular challenge is the development of the middleware and its various services for ubiquitous 
computing. While SOA is a concept on how to organise middleware, it lacks clear guidelines for 
drafting its architecture, design, and implementation. This has resulted in a situation where 
numerous middleware has been developed, designed for specific purposes, but most likely 
incompatible with each other. The authors in [5] describe an approach for developing reusable 
middleware and its services. In this approach, called design principles, the middleware services are 
managed by a service execution environment (SEE). The approach defines clear guidelines for 
drafting the architecture and design of the SEE and the middleware services, and integrating them to 
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a middleware. However, this approach does not define the required functionality of the SEE or any 
services. 
An opportunity are standardisation activities. The Wireless World Research Forum (WWRF) is one 
such standardisation body. WWRF has proposed services that future middleware for I-centric 
communication may provide [6-8]. I-centric communication is a research area related to ubiquitous 
computing. The WWRF is a pre-standardisation body that defines a strategic vision of future 
research directions and is a platform for global research and development collaboration in mobile 
and wireless systems [9]. Part of the definition of the WWRF is a component model based on the 
design principles presented in [5]. So called Generic Service Elements (GSEs) implement 
middleware services. GSEs are hosted by an SEE that implements management for GSEs. The 
objectives of this component model are: 
• Composing GSEs to enable the creation of complex services based on previously created ones 
• Loose coupling between GSEs to cooperate dynamically with each other across heterogeneous 

middleware technologies and different administrative domains 
• Distribution of services that does not constrain on their discovery and use 
• Easy deployment to incorporate a GSE with a minimum of (if not zero) additional cost in term 

of announcement, configuration, compiling, etc 
• Discovery of the GSE and its purpose 
A challenge is the heterogeneity of available resources of the different computers that are used in 
distributed computing systems of ubiquitous computing. The used computers may range from 
embedded devices with limited resources like wearable and small sensors, to general purpose 
servers and mainframes with virtually unlimited resources. To realise middleware that can be used 
on any of these devices, the SEE must take this heterogeneity of available resources into 
consideration. In [10], one approach proposed to achieve this is by limiting the SEE to mandatory 
features, and enabling extension of the SEE by services to enhance middleware to provide more 
sophisticated features. 
What remains open are concepts for harmonisation and integration of existing technologies. As an 
example, there are numerous solutions existing for discovering services, nevertheless, they are not 
designed for integration or cooperation but instead aim to replace each other. Ubiquitous 
computing, on the other hand, aims towards integration and cooperation. 

1.1 Contributions 
This work contributes to middleware development for distributed computing systems in ubiquitous 
computing. The contributions cover areas of service discovery, service update, and contracts 
between services. They are provided in a framework, which is designed specifically for realising 
middleware that is executed on mobile devices in distributed computing systems in ubiquitous 
computing. This framework is called Framework for Applications in Mobile Environments 2 
(FAME²). The framework includes guidelines for service development, defines a service execution 
environment, and supports operation-level access control. 
Service discovery deals with the locating and exploitation of services available in a distributed 
computing system. There are numerous existing solutions for service discovery. They are designed 
for use in specific distributed computing systems, with specific assumptions of their developers in 
mind. This variety of existing solutions is the reason why they fail to be useful in multiple 
distributed computing systems designed for ubiquitous computing [11]. At the same time, there 
might be no universal solution. Interoperability of different service discovery solutions enables 
clients to use the optimal service discovery solution in different distributed computing systems. 
Existing solutions for integrating service discovery are the Support for Service Discovery and 

Interaction [12, 13], the Open Service Discovery Architecture [14], and the Service Discovery 

Framework of the Reflective Middleware for Mobile Computing [15]. Their drawbacks are that they 
do not support the dynamic integration of new service discovery solutions, i.e. at runtime of 
middleware, or expect that service discovery solutions use a universal yet proprietary format for 
queries and responses. The Open Service Discovery Interface (OSDI), being a part of FAME², is a 
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solution for dynamic integration of service discovery solutions. New service discovery solutions 
can be integrated during runtime of middleware, there is no need to use a universal yet proprietary 
format for queries and responses, and OSDI is self-similar which means that service discovery is 
discoverable as well. 
Most non-trivial software contains more or less severe errors and is subject to modification to 
increase performance, optimise resource use, integrate new functionality, and to support new 
hardware. Updating software is done to fix errors, to perfect software, and to adapt software. 
Usually, updating software requires stopping, updating, and then restarting it. Software for 
ubiquitous computing is usually highly distributed, and thus it is not possible to stop and restart it 
for update purposes. Online-update performs software updates without the need to stop and restart 
software. Existing solutions for online-update are replication, memory manipulation, platform 
manipulation, interaction modelling, dynamic interfaces, and the proxy structural design pattern. 
Replication is considered as unsuitable for ubiquitous computing because it usually doubles the 
resources required by software. Manipulation of memory and platform requires low-level access 
and highly specialised and proprietary solutions, which seems impractical to be realised for the 
large number of different platforms being used in distributed computing systems in ubiquitous 
computing. Interaction modelling and dynamic interfaces usually require human intervention, 
opposing with the objective of unobtrusive user support by ubiquitous computing. The proxy 
pattern is a solution introducing minimal overhead, and can be applied to existing platforms without 
modification, and it enables online-update without user interaction [16-19]. However, the proxy 
pattern interferes with the publish/subscribe communication mechanism. Publish/subscribe is used 
for communication between loosely coupled services that supports flexible communication links 
[20, 21]. Subscribers subscribe at publishers to receive messages sent by the publisher. The concept 
of mutable reference endpoint is proposed to harmonise the proxy pattern with publish/subscribe. It 
enables updating subscription information at publishers without involvement of publishers and 
subscribers. 
One of the primary objectives of creating software from services is reusability. Reuse is limited by 
the uncertainty of suitability [22-24]. Formulating contracts between services and its clients reduce 
this uncertainty [25, 26], and is called Design by Contract (DbC). The authors of [22] classify 
contracts into four types: basic, behavioural, synchronisation, and quality-of-service contracts. 
There are different concepts for implementing DbC: pre-compilers, special compilers, runtime 
instrumentation, documentation, wizards, and aspect oriented programming. The shortcomings of 
existing solutions are the incompleteness of supported contracts, e.g. not supporting formulation of 
quality-of-service contracts, the lack of negotiation and refinement of contracts at the runtime of 
services, and the intrusive nature that requires a full specification of all possible contracts before a 
service is deployed. The Extensible Constraint Framework provides a solution for formulating all 
four types of contracts, is unobtrusive, and facilitates negotiating and refining contracts at runtime 
of services. 

1.2 Scope of the doctoral thesis 
“as is often the case with trends in the IT industry, the term component has too many 

meanings” – cited from [27] 

 
This section defines the scope of the thesis by defining the more frequently used terms. These terms 
then form the natural boundary of this doctoral thesis. 
 

Definition 1:  Component 
In [28-30], a component is a software object, meant to interact with other components, 
encapsulating certain functionality or a set of functionalities. A component has a clearly defined 
interface and conforms to a prescribed behaviour common to all components within an architecture. 
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Developers assemble components to applications, and the ensemble of components does not change 
after the development of the application. As a consequence, components do not need to be 
discovered. When the components of an application are distributed throughout a network, the 
components need to be located, i.e. the addresses of the components need to be resolved, but a 
discovery in the sense that there might be different components providing the same functionality is 
not foreseen. 
The concept component oriented architecture means that software is developed with components. 
 

Definition 2:  Component container 
Components are executed within a component container. 

“Containers are the interface between a component and the low-level platform-specific 

functionality that supports the component.” – cited from [31] 

Depending on the approach, a component container may execute one or many components. The 
component container provides common functionality that is usually required by all components. 
Examples of such common functionality are persistency, communication protocols, configuration, 
monitoring, etc. 
 

Definition 3:  System 
“Systems are groups of interrelated components designed to collectively achieve a 

desired goal or goals.” – cited from [32]. 

Thus, the system is the entity that encompasses all relevant elements. Such elements could be users, 
components, their containers, etc. 
 

Definition 4:  Platform / computing platform 
“By platform, we mean a set of low level services and processing elements defined by a 

processor architecture and an OS‘s API, such as Intel x86 and Win-32” – cited from 

[1] 

Following this definition, a platform is the combination of operating system and hardware. 
 

Definition 5:  Service 
“A service is a discoverable set of components accessible via one interface.” – cited 

from [33] 

Services are providers of functionality. The difference between a component and a service is that 
services are discoverable, i.e. the ensemble of interacting services is defined at runtime and not at 
development time as it is the case with components [34, 35]. 
 

Definition 6:  Service execution environment 
In [5] it is proposed that services be executed within a service execution environment (SEE). An 
SEE has a similar task as a component container: hosting services and providing common and often 
needed functionality. In addition to component containers, the functionality of SEE includes 
discovery of other services and making the hosted services discoverable. 
 

Definition 7:  Service oriented architecture 
Developing software using services is called service oriented architecture (SOA). In SOA, 
functionality is provided by services. Clients can use these services to implement their functionality. 
Services are published and clients can discover them [36]. 
Middleware developed using the concept of SOA is called service oriented middleware (SOM). 
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Definition 8:  Middleware 
Middleware is everything between applications and platforms. 
 

“These services are called ‚middleware services‘, because they sit ‚in the middle,‘ in a 

layer above the OS and networking software and below industry-specific applications.” 

– cited from [1] 

 
“Middleware is the slash (/) between client and server. It is the glue that lets a client 

obtain a service from a server.” – cited from [37] 

 

Definition 9:  Framework 
“a component framework is a dedicated and focused architecture, usually around a few 

key mechanisms, and a fixed set of policies for mechanisms at the component level.” – 

cited from [38] 

Frameworks help in creating systems by their guidelines, policies and mechanisms they define. 
 

Definition 10:  Mobile computing 
“Mobile Computing is using a computer (of one kind or another) while on the move.” – 

cited from [39] 

 

“Leichte, tragbare aber dennoch leistungsfähige Rechner werden drahtlos vernetzt und 

transparent in Kommunikations- und Informationsinfrastrukturen eingebunden.” – cited 

from [40] 

As a result, mobility is an important aspect of mobile computing. Resources are immobile in mobile 
computing. These resources are consumed by mobile devices, which act as clients only. 
 

Definition 11:  Ubiquitous computing 
“Ubiquitous computing names the third wave in computing, just now beginning. First 

were mainframes, each shared by lots of people. Now we are in the personal computing 

era, person and machine staring uneasily at each other across the desktop. Next comes 

ubiquitous computing, or the age of calm technology, when technology recedes into the 

background of our lives. Alan Kay of Apple calls this "Third Paradigm" computing.” – 

cited from [41] 

Ubiquitous computing adds the aspect of mobility to mobile devices, which served as consumers of 
resources in mobile computing. Thus, mobile devices do not only act as clients and consume 
resources, but instead will provide their resources to others as well. With calm technology, the 
technology fades into the background to become “invisible”. 
 
The key idea behind ubiquitous computing is: 
 

The most profound technologies are those that disappear. They weave themselves into 

the fabric of everyday life until they are indistinguishable from it. – cited from [3] 

 

Definition 12:  Ambient Intelligence 
“The concept of Ambient Intelligence (AmI) provides a vision of the Information Society 

where the emphasis is on greater user-friendliness, more efficient services support, 

user-empowerment, and support for human interactions. People are surrounded by 

intelligent intuitive interfaces that are embedded in all kinds of objects and an 
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environment that is capable of recognising and responding to the presence of different 

individuals in a seamless, unobtrusive and often invisible way.” – cited from [4] 

 
The objective of AmI is to make life more comfortable and safer. For AmI, systems need to be 
sensitive, responsive, interconnected, contextualised, transparent, and intelligent. 
 
The scope of this doctoral thesis will be ubiquitous computing, and in particular the aspect of 
mobile resources. The different research topics of service discovery, online-update, and extensible 
constraint framework contribute to the support of mobility in ubiquitous computing by: 
1. find available resources, 
2. support adaptation and maintenance of software, and 
3. improve the quality of interaction of software by using dynamic contracting mechanisms. 
 

1.3 Structure of this doctoral thesis 
The thesis is composed of seven chapters. This chapter introduces the vision of ubiquitous 
computing given by Mark Weiser. Since its introduction, ubiquitous computing has been an 
appealing area of research. In the introduction, a motivation for new approaches for middleware 
development is given. Among these approaches are new concepts for services and service execution 
environments, integrating service discovery, online-update functionality, and contracts for service 
interaction. The introductory chapter also gives a brief overview of the contributions of this 
dissertation, and includes a collection of definitions that are used throughout the thesis. 
Chapter  2 focuses on frameworks for middleware development. Section  2.1 provides an overview 
of existing concepts and state of the art. In Section  2.2 the Framework for Applications in Mobile 

Environments 2 (FAME²) is described. An evaluation and comparison of FAME² with other 
existing frameworks is given in Section  2.3. 
Chapter  3 focuses on service discovery in general, and integration and interoperation of different 
service discovery solutions in particular. Existing service discovery solutions and approaches for 
their integration and interoperation are presented in Section  3.1. The Open Service Discovery 

Interface is an approach for seamless and flexible integration and interoperation, and is described in 
Section  3.1.10. In Section  3.3 a comparison and evaluation is given. 
A solution for online-update is described in Chapter  4. This solution, called mutable reference 
endpoints, harmonises the proxy structural design pattern and the publish/subscribe communication 
mechanism. Usually, this pattern and communication mechanism are incompatible. The concept of 
mutable reference endpoint enables unobtrusive online-update of services while the services 
communicate using the publish/subscribe mechanism, thus harmonising these both, pattern and 
communication mechanism. 
Chapter  5 outlines the possibilities for using explicit contracts for interaction of services. A review 
of state of the art in Section  5.1 results in the requirement for a different approach for defining and 
enforcing contracts in loosely coupled software based on the concept of service oriented 
architecture. This different approach, the Extensible Constraint Framework, is described in Section 
 5.2. In Section  5.3 the approach is discussed and evaluated. 
Possibilities for future work are outlined in Chapter  6. The purpose of this chapter is to indicate 
future research directions, and to list still existing limitations for middleware development for 
distributed computing systems in ubiquitous computing. 
Chapter  7 presents the conclusions and final remarks. 
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2 Framework for building middleware for ubiquitous computing 
In the vision of ubiquitous computing, among other devices, mobile devices, like smart phones, 
personal digital assistants, etc., actively participate in distributed computing systems. Active 
participation means that mobile devices offer their resources to other devices, e.g. by executing 
software on their behalf. Middleware reduces the effort required for programming software for 
distributed computing systems by providing a homogeneous layer on top of heterogeneous 
computing platforms [1, 42-43]. Middleware has the following functions [44]: 
• Hiding distribution, i.e. the fact that an application is usually made up of many 

interconnected parts running in distributed locations; 

• Hiding the heterogeneity of the various hardware components, operating systems and 

communication protocols; 

• Providing uniform, standard, high-level interfaces to the application developers and 

integrators, so that applications can be easily composed, reused, ported, and made to 

interoperate; 

• Supplying a set of common services to perform various general purpose functions, in 

order to avoid duplicating efforts and to facilitate collaboration between applications. 

To let software, which is running on mobile devices, benefit from middleware, that middleware 
needs to be executed on mobile devices as well. Consequently, middleware needs to consider the 
characteristics of mobile devices and distributed computing systems in ubiquitous computing. 
These characteristics are: 
• Heterogeneity: The high number of different mobile device types and their capabilities, e.g. 

smart phones and personal digital assistants, with or without camera, global positioning system 
devices, etc., requires that middleware is reconfigurable to make advantage of the capabilities of 
the different devices [45-47]. Reconfigurable middleware adapts to the capabilities of the 
devices it is executed on, and to the requirements of applications. Other terms for reconfigurable 
middleware are adaptive middleware and reflective middleware. Optimally, middleware is 
reconfigurable without its restart and enables reconfiguration while it is in use. 

• Limited resources: Mobile devices have, in comparison to stationary devices like general 
purpose servers, limited memory, central processing unit (CPU) power, battery energy, and 
storage capacity. This requires that middleware does not make excessive use of resources to 
leave as many resources as possible for applications [48-50]. 

• Wireless connectivity: Mobile devices are usually connected to a distributed computing system 
using a wireless network connection, e.g. WLAN (like IEEE 802.11b), Bluetooth, GPRS, or 
UMTS. On the one hand this wireless connectivity facilitates mobility of the mobile devices, i.e. 
they may change their physical location. On the other hand wireless connectivity is susceptible 
to disconnections from the distributed computing system. Other reasons for disconnections can 
be forced disconnections, for example by the user to save battery energy. This requires that 
middleware is aware that disconnections can happen, and includes strategies to counter them 
[51, 52, and 354]. 

As a result, middleware should be: 
• reconfigurable to adapt to different platforms and situations, including disconnections 
• resource-optimising to make best use of limited resources 
• executeable on mobile devices, taking into account limited resources 
Frameworks aid to implement such middleware. Frameworks provide guidelines (dedicated and 
focused architecture), templates and patterns (key mechanisms), and standard solutions for typical 
functions of middleware, e.g. reconfigurability, resource preserving strategies, disconnection 
management, etc. (fixed set of policies and mechanisms). A definition of the term framework is 
given in [38] as following: 
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“a component framework is a dedicated and focused architecture, usually around a few 

key mechanisms, and a fixed set of policies for mechanisms at the component level.” – 

cited from Szyperski [38] 

The development of middleware that is running on mobile devices is accelerated and simplified by 
frameworks, because common and repeating tasks need to be done only once for the framework, 
and are then used in different middleware implementations. This chapter presents the Framework 

for Applications in Mobile Environments 2 (FAME²), which is designed for middleware that runs on 
mobile, resource limited devices. 
The next section describes basic concepts used for middleware, like programming and coordination 
models. To provide examples of realisations for different concepts, existing solutions are presented. 
Section  2.2 presents FAME², and describes several characteristics in detail. Some characteristics 
like service discovery (refer to Chapter  3) and service update (refer to Chapter  4) are described in 
detail in their own chapters. In the last section of this chapter an evaluation and comparison of 
FAME² with other existing solutions is given. 

2.1 Survey of concepts and models for middleware, and existing solutions 
This section gives an overview of existing programming models, architectures, frameworks, and 
middleware that are relevant in the area of ubiquitous computing. Some of the following concepts 
are discussed for mobile computing in [53]. Their recommendations are partially useful for 
ubiquitous computing, too. 

2.1.1 Programming models 

A programming model is an abstract, conceptual view of the structure and operation of a computer 
system. Programming models are high-level concepts that describe operation of the computer 
system in a general manner [52]. This subsection describes programming models particularly 
developed for distributed computing systems, and is inspired by the overview presented in [52]. 

2.1.1.1 Client-server 
The client-server model is an abstraction for communication between computers. Software 
providing services are the servers, and software consuming these services are the clients. The 
software does not change its role, i.e. a server remains to be a server and a client remains to be a 
client. The client-server model is a well-studied programming model for distributed computing and 
has its advantage in the clear definition of roles and the predictability of roles over time [52, 54-56]. 
At any time it is clear who is a server and who is a client. The assumption behind the client-server 
model is that computers running software in the server role have more resources, e.g. processing 
power, memory, storage, network bandwidth, etc., than computers running client software. Thus 
clients are consumers of the services offered by the servers [54-55, 57]. Traditionally, clients were 
responsible for receiving input from users, pre-processing the input, e.g. perform validity checks, 
submitting the input to the server, and then displaying their responses to users [57]. 
Communication is always initiated by the client [52]. This is a disadvantage of the client-server 
model for use in middleware for distributed computing systems in ubiquitous computing where 
services, provided by servers, may have an interest to notify clients, which means that servers have 
to initiate communication with the client. Reasons for such notifications could be the announcement 
of an expected disconnection of the server from the distributed computing system. Nevertheless, 
several products whose implementation is based on the client-server model do permit such 
notification, e.g. Microsoft’s Object Linking and Embedding (OLE) or the X Window System

1 that is 
often used as a graphical user interface for UNIX operating systems [57]. 

                                                 
1 The X Window System is based on the client-server model with an unusual property. The server is 
always at the user’s side, while the client is remote. Thus, the server starts interaction with the client 
when passing input from the user. This definition in the X Window System originates from the idea 
that the computer at the user’s side provides the service of input and output to the client. 
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In the vision of ubiquitous computing, every device can be active, i.e. initiate communication, the 
client-server model and the solutions based on this model are only partially suitable, because the 
roles of client and server are static and cannot change. 

2.1.1.2 Peer-to-Peer 
The peer-to-peer model (P2P) combines the roles of client and server from the above model, so 
software can be both client and server [58]. Software having both roles is also called servent, a 
portmanteau of the terms client and server, and introduced by the Gnutella project, the first truly 
distributed widespread P2P network [59, 60]. 
In the P2P model, the software on peers provides and consumes services. The P2P model is 
attractive for ubiquitous computing because software running on any peer can initiate an interaction 
with software executed on other computers [61, 62]. 
There are several variations of P2P. At one extreme, every peer must be powerful enough, i.e. 
having enough processing power, memory, etc., to execute software that provides services. This can 
be compared to a distributed computing system where all computers are servers. At another 
extreme, P2P can be something very close to the client-server model where some peers execute the 
software that provide services, while other peers execute software that consume these services [58]. 
Furthermore, the P2P model enables different organisational forms, i.e. centralised or distributed. In 
contrast to a decentralised organisation, central organisation enables full control over a P2P network 
with the disadvantage of central point of failure [58, 60]. 
The imprecise definition of the P2P model let it seem to be the perfect candidate for building 
middleware for distributing computing systems in ubiquitous computing. This is because the P2P 
model enables software to be servents as well as clients or servers. Furthermore, software can be 
organised centralised or distributed. P2P model let software change its roles between client and 
server and servent. Furthermore, the interaction of software is organised in a centralised or 
distributed manner. 

2.1.1.3 Synchronous interaction 
While the client-server and the P2P model define the roles of software in a distributed computing 
system, the synchronous interaction model defines a communication style between software 
elements. 
In the synchronous interaction model, software sends a request to another software and waits for the 
response being sent back, blocking the server until a request is received, and blocking the client 
until a response has returned [52, 57, 63, and 64]. Typical implementations of the synchronous 
interaction model are the remote procedure call (RPC) [65] and the remote object invocation (ROI) 
or remote method invocation (RMI) [52, 57, and 66]. 
The synchronous interaction model requires that client and server have a permanent connection 
during the interaction, i.e. the request and response are sent via the same connection. Distributed 
computing systems in ubiquitous computing are characterised by using wireless connectivity, e.g. 
WLAN or Bluetooth. Wireless connectivity is suspicious to disconnections. As a consequence, 
using synchronous interaction requires effort to guarantee that a connection between client and 
server is not lost because of disconnection. This makes the synchronous interaction model less 
attractive for use in middleware for distributed computing systems in ubiquitous computing. 

2.1.1.4 Asynchronous interaction 
The asynchronous interaction model is the counterpart to the synchronous interaction model. In the 
asynchronous interaction model, the request from a client and the response of a service are 
decoupled. The request and the response do not need to use the same connection, and the requests 
and responses do not block clients and servers respectively [52, 57, 64, and 67]. As a consequence, 
asynchronous interaction is, to some extent, immune to disconnections [64, 67]. Typical uses of 
asynchronous interaction are in event and message oriented middleware [57]. 
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The decoupling of request and response in the asynchronous interaction model makes it suitable for 
being used in middleware for distributed computing systems in ubiquitous computing. However, 
middleware might decide to facilitate other interaction models because sometimes it is desirable 
that clients or servers are blocked until a response or request arrives. 

2.1.1.5 Shared memory 
The shared memory model realises interaction between software by sharing their data in one virtual 
space. This virtual space provides the same information to all software, enabling the software to be 
executed on different computers to exchange information and to share data processing [68-70]. 
A prominent realisation of shared memory is the tuple space [71, 72]. Implementations of tuple 
spaces, e.g. Linda [73], Linda in Mobile Environments (LIME) [74], JavaSpaces [75, 76] and 
PerDiS [77] are insensitive to disconnections, allow for reconciliation, optimistic locking and 
concurrent data access, etc., but usually lack a notification mechanism that allows the asynchronous 
notification of software. Existing implementations support that software reads data from the shared 
memory that is not present, resulting in blocking the reading software until another software writes 
that data. But shared memory implementations do not support that a software writes data and 
instructs other software to read a specific data. 
The shared memory model is an attractive concept to share data among software in distributed 
computing systems in ubiquitous computing because it uncouples the interacting software, allowing 
for reconfiguration and disconnections. However, because of the lack of notification of software it 
is not sufficient to be used as the only programming model for interaction. 

2.1.1.6 Logical Mobility 
Wireless connectivity and mobile devices have introduced the potential of physical mobility. 
Software running on different computers may appear and disappear, as the result of the movement 
of computers, leading to new use cases and new possibilities for interaction with and of software. 
Mobile code highlights the capabilities of logical mobility. The idea of mobile code has been 
introduced by John von Neumann in his seminal work on automata and the universal constructor 
[78] and is a feature of the Java programming language [79]. Logical mobility allows software to 
move from computer to computer in distributed computing systems. One application is to reduce 
the effects caused by limited resources by moving software to more powerful computers when they 
become available. Another application is to reduce the effects caused by disconnection by moving 
software from remote computers to local ones before a disconnection happens. 
Mobility is about movement of mobile entities (logical: software; physical: devices, i.e. computers) 
between locations [80-83]. In logical mobility the location is usually the computer running the 
software. The location in physical mobility is usually a point in a physical space (two or three-
dimensional coordinates, room in a building, etc.). 
While the advantage of mobility is the flexibility to adapt a distributed computing system and to 
optimally use resources, i.e. the resources of computers in a distributed computing system, the 
downside of mobility of software is the impact on security when allowing malicious software to 
enter (means: to move into) a distributed computing system that is designed to contain only trusted 
software. 

2.1.1.7 Recommendation 
As a result of the overview of programming models above, the following models should, or should 
not, be used for middleware for distributed computing systems in ubiquitous computing: 
• Do not use the client-server model because it requires that software has fixed roles and that 

servers do not initiate communication with clients. This excludes client software in a distributed 
computing system in ubiquitous computing to provide services, and servers cannot initiate 
communication to notify clients about events. 
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• Use the peer-to-peer model because it allows software to define their role and, furthermore, 
allows software to change their roles. Additionally, in the P2P model, any software can initiate 
communication. 

• Use the synchronous interaction model only when it can be guaranteed that the connection 
between two communicating software remains until both, request and response, are exchanged 
between the software. 

• Use the asynchronous interaction model where it cannot be guaranteed that the connection 
between two software remains until their communication is finished. 

• Use the shared memory model to exchange data without needing notifications that new data is 
available for processing. 

• Support for mobility, logical and physical, for optimal resource use in a distributed computing 
system in ubiquitous computing, but take precautions for security threats, like introducing 
malicious code into a usually trustworthy distributed computing system. 

2.1.2 Architectures 

A definition of software architecture and its purpose is given by Kruchten in [84]: 
Software architecture deals with the design and implementation of the high-level 

structure of the software. It is the result of assembling a certain number of architectural 

elements in some well-chosen forms to satisfy the major functionality and performance 

requirements of the system, as well as some other, non-functional requirements such as 

reliability, scalability, portability, and availability. Perry and Wolfe put it very nicely in 

this formula2, modified by Boehm: 

Software architecture = {Elements, Forms, Rationale/Constraints} 

Software architecture deals with abstraction, with decomposition and composition, with 

style and esthetics. – cited from [84] 

In this subsection, three basic concepts for software architecture are described: monolithic, layering, 
and service oriented architecture. A summary for the suitability of monolithic and layering 
architectures in ubiquitous computing can be found in [52]. Service oriented architecture is 
discussed in more detail in [85]. 

2.1.2.1 Monolithic 
Middleware based on the concept of monolithic architecture is designed and implemented as one 

block. That is, this middleware cannot be divided into smaller parts and is not adaptable. The 
functionality of the middleware is fixed. The software implementation of the middleware is not 
replaceable in parts, while there are exceptions, e.g. the ISIS architecture described in [86, 87], or 
the Phoenix architecture described in [88]. 
Monolithic architecture allows for high optimisation because all its elements, forms, rationales and 
concepts are known in advance. Communication, i.e. data exchange and control flows, between the 
different parts of the middleware can be optimised to achieve the best possible result in terms of 
runtime, response time, memory consumption, etc. [52]. 
Ubiquitous computing is characterised by heterogeneity of platforms and limited resources of some 
platforms. As a result, monolithic middleware has to carry out a balancing act between supporting 
platform features and being as small as possible to fit onto resource constrained platforms, like 
mobile phones. 
As the convenience of middleware increases with the number of features it provides, the concept of 
monolithic architecture is considered to be unsuitable for ubiquitous computing [52]. 

2.1.2.2 Layering 
Layering structures the elements of the architecture into layers with well-defined functionality [66]. 
Layering supports separation of concern where each layer has to concern only about the 
functionality it is defined for. Modularity is supported by dividing the overall functionality of a 
middleware into smaller parts. Allowing adding and removing layers makes the resulting 
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middleware reconfigurable, which is a required feature to tackle the heterogeneity of platforms used 
in distributed computing systems in ubiquitous computing [52, 89]. 
In the concept of a layered architecture every layer defines an interface to the layer above, and an 
interface to the layer below. The interface to the layer above is used to provide the functionality to 
the higher layer. The interface to the layer below is used to request responses, e.g. 
acknowledgements, from the lower layer, for example for reconfiguration and optimisation of the 
control flow within the layer. Interaction between the layers always happens between two adjacent 
layers. The concept of layered architecture does not allow that a layer above another layer interacts 
with the layer below that other layer directly [89, 90]. Layers may be empty, i.e. do not implement 
any functionality. Yet, conceptually those empty layers do still exist and may not be pruned. 
The Open Systems Interconnection ISO 7498 standard, also known as the OSI-model, is a well 
known layered architecture to describe communication systems [90]. Existing middleware for 
ubiquitous computing based on layered architecture are e.g. The Location Stack presented in [91] 
and the Aura project described in [92, 93]. 
As the concept of layered architecture allows for reconfigurability, and is already used for 
middleware for ubiquitous computing, this architecture concept is suitable for ubiquitous 
computing. 

2.1.2.3 Service oriented architecture 
In the concept of service oriented architecture (SOA), middleware functionality is realised as 
loosely coupled services. Services are independent, self-sufficient software elements, which reside 
somewhere in a distributed computing system, and that are discoverable [94-96]. Middleware based 
on the concept of SOA realise their functionality by a collection of loosely coupled services. 
Loosely coupling means that the collection of services that forms a middleware is changeable, i.e. 
the middleware can be reconfigured. SOA can be understood as an evolution of layered architecture 
where a service represents a layer, and where any service is able to interact with any other service 
directly. 
Figure  2-1 illustrates SOA concept. Services, providing functionality, register at a broker. The 
broker makes services discoverable. Clients, consuming functionality, query the broker for 

corresponding services. Clients interact with services directly, without involving the broker. The 
European project SeCSE created a conceptual view on service oriented architecture that illustrates 
the different stakeholders, elements and their relations. Those stakeholders are e.g. service 
consumers, service providers, service developers, etc. The different elements that may be part of 
software based on the concept of SOA are services and brokers [97]. This conceptual view is also 
used by the European Commission as a framework to classify European projects that use the 
concept of SOA [98]. The conceptual view structures the elements of systems based on the concept 
of service oriented architecture. This provides a better understanding of the characteristics, 
responsibilities, and relations of the elements. 
Papazoglou extended the concept of service oriented architecture to integrate aspects of service 
composition, coordination between services, and service management [85]. This extended service 

oriented architecture (ESOA) distinguishes between basic services, which are identical to services 
in SOA, composite services, which are compositions of basic services, and managed services, 
which are composite services managed by a service operator / provider. Figure  2-2 illustrates the 

 
Figure  2-1: The service oriented architecture [36] 
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ESOA, its different stakeholders and the operations of the different service types, i.e. basic, 
composite and managed services. 
SOA requires late binding [99]. Late binding supports to change the control flow of software at 
runtime [100], i.e. binding services to their clients at runtime. Examples for realisation of late 
binding are function pointers in the C and C++ programming language [101], dynamic class loading 
in Java [102, 103] and far jumps in assembler. The alternative to late binding is early binding. In 
early binding the compiler and linker binds together all resources to one piece of software before 
the software is executed. With early binding the control flow of software is fixed before its 
execution. 
SOA is an attractive concept for designing middleware for distributed computing systems in 
ubiquitous computing, because the services are loosely coupled, allowing for reconfiguration of 
middleware, and the direct interaction between services, which promises a better use of the limited 
resources of the devices used in distributed computing systems in ubiquitous computing. Loosely 
coupled services are helpful for disconnected operation, because clients are able to rebind from 
disappeared services to other, available and compatible services. 

2.1.2.4 Recommendation 
The concept of monolithic architecture is not suitable for ubiquitous computing, because there is no 
support for reconfiguration. The concept of layered architecture facilitates separation of concern, 
reconfiguration, and modularity, which makes this concept suitable for ubiquitous computing. 
Service oriented architecture evolves the concept of layered architecture to allow direct interaction 
between any services. 
As a recommendation, new middleware for distributed computing systems in ubiquitous computing 
should choose the concept of service oriented architecture, because this concept provides flexibility, 
reconfiguration, mobility, and disconnected operation. ESOA adds management and composition of 
services to SOA. 

 
Figure  2-2: The extended service oriented architecture [85] 
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2.1.3 Coordination models 

A coordination model is the glue that binds separate activities into an ensemble – cited 

from [104] 

In [105], the authors describe the basic ideas about coordination models, which is to model 
interaction between software elements. An evaluation of coordination models for mobile computing 
is given in [106]. 
This subsection evaluates existing coordination models for interaction of services in middleware for 
distributed computing systems in ubiquitous computing. 

2.1.3.1 Direct communication model 
In the direct communication model, services start a communication by explicitly contacting 
partners, like other services. This requires that the involved services agree on a communication 
protocol [70]. Direct coordination usually implies synchronisation of the communication, i.e. the 
use of the synchronised interaction model. The asynchronous interaction model can be simulated by 
decoupling request and response into two independent processes, for example by using the peer-to-
peer concept [66, 107]. 
One disadvantage of the direct communication model is that services can hardly sustain the 
openness and dynamics of reconfiguration, i.e. appearing and disappearing communication partners 
[108]. There is no decoupling of communication partners. If a communication endpoint (i.e. a 
communication partner) disappears, the other endpoints (i.e. other partners) have to re-establish the 
communication by discovering a new endpoint and agreeing on a communication protocol. 
Typical implementations of the direct communication model are RPC [109] and RMI [57, 110]. 

2.1.3.2 Shared data-space model 
The shared data-space model is a concept of assisted coordination [111]. It uses centralised or 
distributed virtual spaces to share their data. A virtual space provides the same information to all 
services [108]. The shared data-space model decouples communication partners, allowing 
reconfiguration and disconnection of services [66]. 
Examples for shared data-space model, for instance tuple spaces, are described in the Paragraph 
 2.1.1.5. 

2.1.3.3 Message oriented model 
The message oriented model is a concept of assisted coordination [111]. Messages are sent from 
clients to recipients to request their services. Emmerich [43] writes that “Message-oriented 
middleware (MOM) supports the communication between distributed system components by 
facilitating message exchange.” 

MOM middleware is an event-driven, asynchronous, nonblocking and message-based 

communication method that guarantees message delivery. In its essence, a MOM allows 

separate, uncoupled applications to reliably communicate asynchronously. The MOM 

architecture generally replaces the client/server model with a peer-to-peer relationship 

between individual components, where each peer can send and receive messages to and 

from other peers. MOM systems provide a message queue between interoperating 

programs, so if the destination process is busy, the message is held in a temporary 

storage location until it can be processed. – cited from [112] 

As it is described in [112, 113], the message oriented model deals with disconnection and mobility. 
Disconnection and mobility are supported by the decoupling of the communication between the 
communication partners. 
One advantage of the message oriented model is the asynchronous message delivery, allowing the 
sender to continue its work as soon as the message is sent, regardless whether the message is 
received and processed by the communication partner. Another advantage is the support for group 
communication, enabling to send a message to multiple recipients. A disadvantage of the message 
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oriented model is that synchronous behaviour, where clients wait for the service being delivered, 
requires additional effort. 
Jung et al provide a comparison of the message oriented middleware, which is based on the 
message oriented model, with RPC (see Table  2-1). 
 

Table  2-1: Comparison of message oriented middleware and RPC [14] 
Feature MOM: messaging and queueing Remote Procedure Call (RPC) 
Metaphor Post office-like Telephone-like 
Client/Server time 
relationship 

Asynchronous Synchronous 

Style Queued Call-return 
Load-balancing Single queue can be used to implement 

FIFO or priority-based policy 
Requires a separate TP monitor 

Transaction support Yes No 
Asynchronous 
processing 

Yes. Queues and triggers are required Limited. Requires threads and tricky code for 
managing threads 

 
Evaluations of middleware based on the message oriented model are in [115-117]. In [115, 116], a 
general overview of the functionality of existing middleware is given. The suitability of existing 
middleware and the message oriented model for Internet applications is studied in [117]. 
In [115], a composite message oriented middleware where the relation between messages can be 
expressed is introduced. The relations are expressed in messages that contain information about the 
related message (for example a unique message identifier). 

2.1.3.4 Event oriented model 
The event oriented model is very similar to the message oriented model. It is an assisted 
coordination model [111], and provides space, time and synchronisation decoupling of the 
communication partners [20]. In contrast to the message oriented model where messages are sent to 
a recipient, events are published and received by subscribed communication partners [20, 110]. That 
is, the sender of the event does not know who receives the event. In the message oriented model, the 
sender of the message knows who receives the message. The decoupling in the event oriented 
model is often achieved by an event broker that receives events from publishers, and forwards them 
to subscribers. 
Eugster et al [20] give a detailed discussion on the event oriented model, there called 
publish/subscribe, and compare it with the direct communication model, the shared-data-space 
model and the message oriented model (see Table  2-2). They write that the event oriented model 
provides space, time and synchronisation decoupling, and group the event oriented model into three 
different categories: type, topic and content. Space decoupling means that interacting software does 
not need to be located in the same physical space, e.g. executed on one computer. Time decoupling 
means that interacting software does not need to be active at the same time, but instead the 
interactions can be buffered somewhere. Synchronisation decoupling means that software may 
interact independently from their state, e.g. without requiring to receive a response or even 
acknowledgement for a previous interaction. 
 

Table  2-2: Decoupling abilities of different interaction models and implementations [20] 
Abstraction Space decoupling Time decoupling Synchronisation decoupling 
Message passing No No Producer-side 
RPC/RMI No No Producer-side 
Asynchronous RPC/RMI No No Yes 
Future RPC/RMI No No Yes 
Notifications (observer pattern) No No Yes 
Tuple spaces Yes Yes Producer-side 
Message queuing (Pull) Yes Yes Producer-side 
Publish/Subscribe Yes Yes Yes 
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Examples where the event oriented model between software is used are Infobus [118], DREAM 
[119], DERMI [120], JEDI [121], Hermes [122, 123] and STREAM [124]. They use different 
organisation forms for managing, storing and delivering events. Some of them, e.g. DERMI and 
JEDI are optimised for use in mobile environments by focusing on time and space decoupling. 
Others, e.g. Hermes and STREAM focus more on subscription aspects, i.e. the addressing and 
delivery of events based on e.g. context information like temperature etc. A demonstration of how 
the event oriented model can be used for reconfiguration in middleware for distributed computing 
systems by changing subscriptions and redirect events is given in [125]. 

2.1.3.5 Recommendation 
The direct interaction model requires that communication partners can establish a direct connection 
and, in the case of synchronous interaction, can maintain that connection. This makes it less suitable 
for distributed computing systems in ubiquitous computing with their characteristic of 
disconnections. The shared-data-space model is a suitable interaction model when no notification of 
communication partners is required. The message oriented model allows senders of information, i.e. 
messages, to notify the recipients of the message. If notification is required but the recipient is not 
known by the sender then the event oriented model is used. All three models, shared-data-space, 
message oriented, and event oriented, are robust against disconnections and allow for 
reconfiguration and mobility of the communication partners. As a result, middleware shall be able 
to use all three interaction models. 

2.1.4 Different forms of transparency 

The following text is cited from Raymond, who gives an introduction into the reference model of 

open distributed processing (RM-ODP) and summarises the different forms of standard 
transparency: 

Computational specifications are intended to be distribution-transparent, i.e., written 

without regard to the very real difficulties of implementation within a physically 

distributed, heterogeneous, multi-organisational environment. The aim of 

transparencies is to shift the complexities of distributed systems from the applications 

developers to the supporting infrastructure. 

RM-ODP defines a number of commonly required distribution transparencies and 

describes the computational refinements and use of engineering functions needed to 

provide these transparencies. The distribution transparencies defined in RM-ODP are: 

access transparency — hides the differences in data representation and procedure 

calling mechanism to enable interworking between heterogeneous computer systems 

location transparency — masks the use of physical addresses, including the distinction 

between local versus remote 

relocation transparency — hides the relocation of an object and its interfaces from 

other objects and interfaces bound to it 

migration transparency — masks the relocation of an object from that object and the 

objects with which it interacts 

persistence transparency — masks the deactivation and reactivation of an object 

failure transparency — masks the failure and possible recovery of objects, to enhance 

fault tolerance 

replication transparency — maintains consistency of a group of replica objects with a 

common interface 

transaction transparency — hides the coordination required to satisfy the transactional 

properties of operations 

– cited from [126] 

Transparency simplifies the development of software for distributed computing systems. 
Developers are released from tasks to deal with the different problems, e.g. appearing and 
disappearing services, logical mobility, etc. and instead use the functionality implementing the 
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different forms of transparency of the underlying platform, or middleware. As a consequence, it is 
desirable that the underlying platform and middleware realise as many forms of transparency as 
possible. 

2.1.5 Existing frameworks 

Frameworks for building middleware provide specific aids to support their implementation, and to 
facilitate the integration, deployment and execution of their services. Such frameworks are often 
based on the notion of a component model. In general, component models include the following 
features: 
• a set of component types: they identify specific roles of middleware services that are considered 

important and of common usage in middleware 
• the specification of a component container: it defines the environment in which a component 

lives. It acts as an intermediary as far as all communications between the component and the 
external environment, i.e. the platform, are concerned. Also, it can manage components life 
cycle, persistency, transactions, multithreading, load balancing, etc. 

• the specification of a component descriptor: it describes the characteristics of components 
Frameworks simplify and fasten the development of middleware. This subsection reviews existing 
frameworks for their suitability for being used to develop middleware that is then executed on 
mobile devices. Beside frameworks designed for ubiquitous computing, like PCOM from the 
University of Stuttgart [127] and the Reconfigurable Ubiquitous Networked Embedded Systems 
(RUNES) project [128, 129], existing frameworks with a related focus or with a widespread use are 
reviewed, e.g. the Open Services Gateway initiative (OSGi) [130, 131], the Reflective Middleware 

for Mobile Computing (ReMMoC) [15], the (Enterprise) JavaBeans [132, 133] concept and the 
Common Object Request Broker Architecture Component Model (CCM) [55]. Additionally, due to 
the relevance of the current situation, Web Services technology is included in this review. 

2.1.5.1 Common Object Request Broker Architecture Component Model 
The Common Object Request Broker Architecture (CORBA) Component Model (CCM) is a general 
purpose component model for distributed computing systems, based on the CORBA middleware 

 
Figure  2-3: CORBA architecture reference model 



Framework for middleware executed on mobile devices Dissertation of Bjoern Wuest 

Page 20 

[55, 134]. CORBA provides platform independent communication between software in distributed 
computing systems [134]. This is achieved by a standardised description of the application 
programming interfaces (API) of the software using the Interface Description Language (IDL) and 
the General Inter-Operation Protocol (GIOP) transport protocol. In CORBA, software registers at 
the Object Request Broker (ORB), so it can be found. Object Services provide basic support 
functions for the implementation of software, like life cycle. Support features that are not 
considered to be basic, like email server facilities, are Common Facilities. Application Objects use 
CORBA. Figure  2-3 depicts the CORBA architecture reference model with the features provided by 
the different elements. The number of features is continuously growing as new technologies are 
realised or transferred to CORBA, e.g. support for wireless communication protocols, disconnected 
operation, and context awareness [135, 136]. 
The CORBA Component Model advances the concept of software in CORBA to the concept of 
components [55]. For this purpose, CCM introduces the terms Basic Component and Extended 

Component. Basic components are made of attributes and the equivalent interface. Attributes are 
used to write and read the component configuration. The equivalent interface represents the 
functionality of the component, i.e. its API. In addition to basic components, extended components 
are made of facets, receptacles and event source and sink. A facet is a single aspect of the 
component’s API, i.e. a particular functionality implemented in the component. The sum of all 
facets results in the equivalent interface. Receptacles allow other components to “plug into” the 
component to be notified on events. The event source publishes defined events, whereas the event 
sink consumes them. The CCM architecture is depicted in Figure  2-4. 
Middleware created from services implemented using the CCM can be based on the peer-to-peer 
model, may use the synchronous (facets and receptacles) and the asynchronous (event sinks and 
source) interaction model, and allow for logical mobility when the service implementation is written 
in the programming language of the target platform, i.e. executable by the platform the service 
moves to. CCM allows for building middleware based on service oriented architecture. With 
different extensions and additions of the CORBA middleware, the direct interaction model, the 
message oriented model, and the event oriented model are useable for interaction. Additionally, 
implementations of the shared-data-space model are possible. CORBA offers access and location 
transparency. Depending on the integrated CORBA services and CORBA facilities, relocation, 
migration, persistence, failure, replication, and transaction transparency is possible. CCM inherits 
these characteristics and features from CORBA. The disadvantage of CCM is its enormous number 
of features that are tightly integrated into the CORBA middleware and the CCM itself, resulting in 
typical implementations of several hundred megabytes in size (like StarCCM [138]), and enormous 
hardware requirements (CPU power, memory, etc.), which makes CCM unsuitable for deployment 
on resource limited devices used in ubiquitous computing, like smart phones. 

 
Figure  2-4: CCM architecture [137] 
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2.1.5.2 (Enterprise) JavaBeans 
JavaBeans is a component model designed for the Java programming language. The Java 
programming language features a virtual machine where software written in Java is executed in. 
This virtual machine abstracts from platform specifics, allowing running Java software on any 
platform where a compatible virtual machine is available. The result is that JavaBeans are portable, 
i.e. support logical mobility, relocation and migration transparency [132]. JavaBeans are executed 
in a container that is written in the Java programming language and that realises persistency, the 
event oriented model, a connection to data base systems and to the CORBA middleware. Properties 
are used for customisation of JavaBeans for reconfiguration. Introspection, realised by reflection 
technology [139], enables tools to investigate the behaviour of JavaBeans for plug-and-play 
development [140]. 
Reflection is the process by which software can observe and modify itself. A formal definition of 
reflection is given in [46, 141]: 

In as much as a computational process can be constructed to reason about an external 

world in virtue of comprising an ingredient process (interpreter) formally manipulating 

representations of that world, so too a computational process could be made to reason 

about itself in virtue of comprising an ingredient process (interpreter) formally 

manipulating representations of its own operations and structures. – cited from [46] 

Enterprise JavaBeans are a more feature-rich variant of JavaBeans, designed for the use in 
enterprise computing. The architecture of Enterprise JavaBeans (EJBs) (or Enterprise Beans) is 

similar to CCM basic components [133]. EJBs are embedded into a container that executes the EJB 
and provides functionality that is of general interest in enterprise software, e.g. transaction 
management, remote communication protocols, security, and logging. Figure  2-5 depicts the 
architecture of EJBs [133]. 
There are three different types of EJB: session bean, entity bean, and message-driven bean [133]. 
Session beans are used when a state is required, i.e. the operation sets the value of variables that are 
used in a second operation. Usually, such beans are used by exactly one client to ensure that the 
client can predict the state of the bean. By definition, session beans are not persistent, i.e. their state 
is not saved when it is stopped. Entity beans are persistent. They are defined to be one row in a 
relational data base table. Entity beans are designed to interact with multiple clients concurrently, 
and save their state in the data base they are connected to. The third type, message-driven beans, is 
a stateless bean that processes events from various, unspecified sources. Message-driven beans are 
not meant to interact with clients directly, but with events sent by them instead. The communication 

 
Figure  2-5: Architecture of Enterprise JavaBeans [133] 
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between message-driven beans and clients is asynchronous, whereas the communication with the 
other two bean types is synchronous. 
Similar to CCM, EJB is a general purpose component model, while more elaborate for the use in 
enterprise distributed systems. EJB systems are not meant to change frequently. There is no entity 
comparable to CORBA object request broker to locate EJBs. This means that EJBs do not strictly 
adhere to service oriented architecture. EJB support all coordination models described in Subsection 
 2.1.3. Furthermore, access, location, persistence, and transaction transparency are supported. 
Extensions do exist for replication and failure transparency. But similar to CCM, implementations 
of EJB, for example the Sun Application Server, require a lot of resources (CPU, memory, disk 
storage) not available on mobile devices like smart phones. 

2.1.5.3 Web Services 
Web Services are an emerging technology. There are several solutions developed for Web Services 
in numerous areas. Yet, those manifold developments led to a fuzzy understanding about Web 
Services, as identified in [142]: 

The hype surrounding Web Services has generated many common misconceptions about 

the fundamentals of this emerging technology – cited from [142] 

Simply, web services are software that is remotely accessible via standard web protocols. Web 
services may: 
• be described [143, 145-149] 
• interact via well defined interfaces [143, 146-147] 
• fulfill a specific task [144, 147, 149] 
• maintain a workflow or business transaction [144-145, 147] 
• are self-contained [145] 
• are published and discoverable [145-146, 148] 
• use XML for their description and communication [146-151, 153] 
• be independent of programming language and platform [147] 
• combine software running on different middleware [152] 
Web Services are developed in an active community that continuously creates new technologies for 
Web Services, e.g. transaction support, events and notification, group communication, quality of 
service, service level agreements, reconfiguration, disconnected operation, security and privacy, 
discovery (for examples see Subsection  3.1.6), and many more. They support the event oriented, 
message oriented and shared-data space coordination model, are based on the concept of service 
oriented architecture, and support several forms of transparency [154]. As a result, Web Services 
seem to be able to tackle virtually any characteristic and requirement of ubiquitous computing. 
Web Services are designed for being executed in the Internet, as described by Vaughan-Nichols, 

The services themselves would run on Web-based servers, not PCs, thereby moving 

functions from the desktop to the Internet. – cited from [155] 

Nevertheless, there are successful attempts to execute Web Services on mobile devices, for example 
the lightweight SOAP server described in [156]. 
The reason why Web Services are not the optimal solution for ubiquitous computing is the lack of 
logical mobility. While physical mobility, that is the mobility of devices, is supported by Web 
Services, there is no support that Web Services move from one device to another. 

2.1.5.4 Open Services Gateway initiative 
The Open Services Gateway initiative (OSGi) is a standardisation body driven by the industry to 
create a basis for service deployment in distributed computing networks [130, 157]. 

Its mission is to create open specifications for the network delivery of managed services 

to local networks and devices. The primary targets for the OSGi specifications are set 

top boxes, service gateways, cable modems, consumer electronics, PCs, industrial 

computers, cars and more. – cited from [158], similar statements are in [131] 

The following text is an introduction to OSGi cited from [131]: 
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The OSGi specifies the layer upon which services execute. The specifications deliver an 

open, common architecture that allows the deployment and management of services in a 

coordinated fashion. This common architecture can then be mapped onto the physical 

and logical components that go to make up the operational environment. 

A set of principles have been established to guide the development of these 

specifications, and these principles go a long way toward explaining the characteristics 

of the standard: 

• Platform Independence: The OSGi software environment can be implemented on 

many platforms, with widely varying capabilities. Application Independence: OSGi 

provides a “horizontal” platform that is applicable in any computing environment 

where the capabilities of the software environment are useful. 

• Multiple Service Support: OSGi environments are capable of hosting multiple 

applications from different service providers on a single service platform. 

• Service Collaboration Support: The OSGi environment allows services to be 

deployed that provide functionality to other services. Applications can dynamically 

discover these services and adapt their behavior to the configuration of the 

environment and the other services that are present. 

• Security: An OSGi environment can concurrently support many services from 

different service providers. Security between these services is of paramount 

importance. 

• Multiple Network Technology Support: OSGi cannot mandate particular choices of 

network and it is network agnostic, as far as is reasonably practical. 

• Simplicity: The OSGi environment offers a service environment where the complexity 

of managing the service environment can be placed into the hands of professionals in 

the form of the gateway operator. This does not, however, preclude individuals from 

configuring their own gateway as appropriate. 

– cited from [131] 

The OSGi framework is based on Java, inheriting the features and capabilities of the Java 
programming language like mobile code and security [19]. The OSGi framework provides a 
general-purpose, secure, managed Java framework that supports the deployment of extensible and 
downloadable service applications known as bundles [131, 159]. Applications are encapsulated in 
bundles. A bundle is comprised of Java classes and resources of the application, like images and 
documents. Bundles are also services to other bundles. The OSGi service platform defines services 

 
Figure  2-6: Relationship of components in OSGi [131] 
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for logging, file serving over http, device access abstractions (i.e. low-level access to platform 
features), configuration and user management, protocol handling, etc. [131, 159, 160]. The 
relationship of components in OSGi is depicted in Figure  2-6. 
The OSGi framework is executed on dedicated gateway computers that connect a wide-area 
network with a local-area network and provide their services (in the bundles) to devices in the local 
network [161, 162]. 
Figure  2-7 shows an example of OSGi infrastructure. It illustrates a distributed computing system to 
control a home environment, e.g. television set, lights, heater, etc., with the help of the OSGi 
framework. The home can be controlled from the outside via a mobile phone, for example via a 

Web page interface. Implementations of such infrastructure are described in [163, 164]. The authors 
of [165-167] describe how software based on OSGi supports elder people in a smart house called 
the Gator House. Additional uses of OSGi are listed in [159]. 
While the OSGi provides its own implementation of the OSGi framework, there are alternative 
implementations with additional features. The OSCAR OSGi framework implementation, described 
in [168, 169], adheres to the peer-to-peer model, allowing OSGi frameworks to discover each other. 
The SOCAM framework [170] and the SENCHA middleware [171], extend the OSGi framework 
with context-awareness. Jadabs extends the OSGi framework with aspects, which allow for 
extension of service features without modifying the service implementation [172]. Beanome, 
presented in [173], extends the description of bundles to utilise advanced discovery protocols, for 
example JINI networking technology. 
The open questions of the OSGi framework are the lack of update of bundles and the design of the 
framework to be run on gateways. The OSGi framework allows updating a bundle only while it is 
not used. A bundle that is in use cannot be updated. This is considered as essential drawback of the 
OSGi framework when used for ubiquitous computing. The OSGi framework is designed to be run 
on gateway computers that connect a wide area network, for instance the Internet, with a local area 
network. As a result, the capabilities and resources of some devices in a distributed computing 
system are exploited, while other resources are dormant. Additional questions of OSGi are 
discussed in [169, 171], of which some are tackled with the version 4.0 of the OSGi framework, 
published in August 2005. 

2.1.5.5 Reflective Middleware for Mobile Computing 
The motivation for the Reflective Middleware for Mobile Computing (ReMMoC) is the use of 
different middleware in distributed computing systems in mobile and ubiquitous computing. 
ReMMoC is a middleware framework that dynamically adapts to underlying, present middleware. 
ReMMoC masks the availability of middleware to applications, so applications do not need to care 

 
Figure  2-7: Example of OSGi infrastructure [161] 
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which middleware they use for e.g. communication. With ReMMoC, applications may 
communicate using CORBA in one location, and in another location they use SOAP [15, 174]. 
ReMMoC uses reflection to adapt to the underlying middleware. Reflection is described in [46, 
141]. Applications access ReMMoC using Web Services technology, i.e. SOAP (an overview of 
Web Services is in Paragraph  2.1.5.3) [15, 175, 176]. 
Figure  2-8 illustrates the architecture of ReMMoC. The two key building blocks of ReMMoC are 
the Service Discovery CF (component framework) and the Binding CF. The Service Discovery CF 
integrates different service discovery solutions and will be described in Subsection  3.1.9. The 
Binding CF abstracts from different middleware, e.g. CORBA or SOAP, and binds applications to 
available middleware. 
Applications, that are clients of ReMMoC, invoke the middleware functionality forwarded by 
ReMMoC using SOAP messages. ReMMoC clients explore the forwarded functionality from 
WSDL documents that ReMMoC creates at runtime, matching the current configuration [15]. The 
Binding CF forwards communication functionality, e.g. CORBA, SOAP, tuple-spaces, etc. (refer to 
Figure  2-9). Applications then use the abstraction from communication protocols provided by the 
Binding CF to access available ones [45]. 

 
Figure  2-8: Architecture of ReMMoC [175, 176] 

 
Figure  2-9:  Communication in ReMMoC between client and service [15] 
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ReMMoC abstracts from the different middleware present in different locations, but considers 
middleware for communication protocols and service discovery only. ReMMoC does not provide 
any solution for integrating services used by applications, e.g. discovery, logging, security, and so 
on. Additionally, ReMMoC does not support mobility and has no support to integrate new 
middleware at runtime. When a new middleware is encountered that ReMMoC has no support for, 
the implementation and configuration has to be updated, and the whole ReMMoC system must be 
redeployed. This makes ReMMoC practically unusable for distributed computing systems in 
ubiquitous computing. 

2.1.5.6 RUNES 
The objective of the Reconfigurable, Ubiquitous, Networked Embedded Systems (RUNES) project 
is to create a component model for software in ubiquitous computing. In RUNES project, 
architecture for networked embedded systems is developed [128]. 

the RUNES middleware reaches down into layers that typically belong to the network 

and the operating system, therefore providing a unified approach to configuration, 

deployment and reconfiguration at multiple levels of abstraction. – cited from [128] 

Figure  2-10 depicts the elements of the RUNES component model. Components provide the 
functionality to applications. The components in RUNES interact with the runtime, applications, 
and other components through interfaces and receptacles exclusively. Interfaces make the services, 
implemented as components, accessible, and receptacles are required services of the component. 
The capsule is the runtime environment that hosts components. The capsule and the components are 
implemented for each platform, e.g. PDA running Linux, PC running Windows, and mobile phone 
running Symbian. The runtime API is identical across all platforms, so components have the same 
runtime API available. The component interface and the runtime API are described in CORBA’s 
Interface Description Language (IDL), which is an established standard for technology independent 
interface specification [128, 177]. 
RUNES support adding and removing components compatible with the platform at runtime. 
Communication, discovery, etc. are realised as components. The middleware of RUNES is based on 
the peer-to-peer programming model and the concepts of service oriented architecture. It supports 
basically any interaction and coordination model because they are implemented in components. A 
limitation of RUNES is the missing support for update of components while they are in use. While 
the middleware of RUNES features logical mobility, a requirement is that the target computer 
where a component moves to has the same platform, i.e. operating system, as the source computer 
where the component moves from. 

2.1.5.7 PCOM 
Pervasive Components (PCOM) is a component model for ubiquitous (=pervasive) computing. It 
provides a high-level programming abstraction and captures dependencies between components. 
PCOM resolves dependencies between components, and detects available components in a 
distributed computing system [127, 178]. Figure  2-11 shows the architecture of PCOM. 

 
Figure  2-10: Elements of the RUNES component model [128] 
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PCOM uses the BASE middleware for detecting and interacting with components in a distributed 
computing system. BASE is a micro-broker based middleware for ubiquitous computing [179]. 
That means that BASE provides only rudimentary functionality that is required to integrate 
additional functionality on demand. BASE provides low-level adaptation support for interaction 
between components, i.e. abstraction from communication protocols. BASE enables selection of 
communication protocols upon availability, including the exchange of communication protocols on 
ongoing communication between components. 
Figure  2-12 illustrates a situation where such replacement of the communication protocol is 
depicted. The design and implementation size of a few kilobytes allow for using BASE on resource 
limited devices like mobile phones as well as on resource rich devices like mainframe computers. 

 
Figure  2-11: Architecture of PCOM [127] 

 
Figure  2-12: Request and response over different communication protocols in BASE [10] 
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The design of BASE, based on the Connected Limited Device Configuration (CLDC) Java profile 
for resource limited devices, does not allow middleware based on it to modify the set of 
components after the middleware is deployed [10]. 
PCOM resolves dependant components by evaluating component descriptions. Components 
describe the service (interfaces etc.) they offer, and formulate the interfaces etc. they depend on. 
Besides this, information about platform requirements (e.g. CPU type, operating system, memory 
consumption etc.), and implementation information used by PCOM to manage and control 
components, is contained in the component descriptions. Figure  2-13 shows an example of two 
components for an instant messenger application. In the example a Keyboard Component depends 
on a Keyboard Component. Implementation details used by PCOM for component life cycle and 
management are description in sections (d) and (g) in the component’s descriptions. The platform 
requirements of the components are described in sections (c) and (f). Sections (a) and (e) describe 
the offerings of the components, i.e. the interfaces, events, etc., they provide. The dependency on 
other components is described in section (b). PCOM resolves the dependencies of components by 
comparing the requirements (section (b) in the component’s description) with the offerings of other 
components (section (e) in the component’s description). 
A similar approach of automatic component dependency resolution for the Open Services Gateway 
initiative is presented in [180]. 
The limitations of PCOM result from the limitations of BASE that does not allow logical mobility 
and reconfiguration of components in the middleware once it is deployed. To change the set of 

middleware services, the middleware has to be redeployed first, which is unsuitable for ubiquitous 
computing. 

2.1.5.8 Summary on reviewed frameworks 
Table  2-3 on the next page summarises the characteristics of the reviewed frameworks. 
All reviewed frameworks support reconfiguration. Web Services, ReMMoC, RUNES and PCOM 
are able to be executed on mobile devices. Web Services, ReMMoC and PCOM do not support 
logical mobility, resulting in ineffective use of resources in distributed computing systems in 

 
Figure  2-13: Example of two components for an instant messenger application [127] 
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ubiquitous computing. The RUNES project is still in its specification phase and does not support 
the update of components that are in use. Update is an important feature for middleware in non-stop 
operation, and in situations where it is not practicable to shutdown the distributed computing system 
to perform maintenance, e.g. bug-fixing components. 
According to the comparison of existing frameworks and the recommendations given above, Web 
Services and RUNES are the most promising candidate to implement middleware for distributed 
computing systems in ubiquitous computing. However, several standards of Web Services are still 
pre-mature and it is unclear how they will be realised and how they can be used. Furthermore, Web 
Services lack support for logical mobility. RUNES has partial support for logical mobility, but does 
not support online-update. Consequently, there is the need for a new framework approach which is 
presented in the next sub-section. 
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Table  2-3: Comparison of characteristics of reviewed frameworks 
 CCM (E.) JavaBeans Web Services OSGi ReMMoC RUNES PCOM 
Reconfiguration Yes Yes Yes Yes Yes Yes Yes (4) 
Limited resources No No Yes Yes Yes Yes Yes 
Disconnected operation Yes Yes Yes No Yes Yes Yes 

Programming model 
Client-Server Yes Yes Yes Yes (1) Yes Yes Yes 
Peer-to-peer Yes No Yes Yes (1) Yes Yes Yes 
Synchronous interaction Yes Yes Yes (1) No Yes Yes Yes 
Asynchronous interaction Yes Yes Yes No Yes Yes Yes 
Shared memory Yes (1) Yes (1) Yes (1) No Yes Yes Yes 
(logical) Mobility Partially (2) No No Yes No Partially (2) No 

Architecture 
Monolithic No No No No No No No 
Layered No No No No No No No 
SOA Yes Partially (3) Yes Partially (3) Yes Yes Yes 

Coordination model 
Direct communication Yes Yes Yes (1) No Yes Yes Yes 
Shared data-space Yes (1) Yes (1) Yes (1) No Yes Yes Yes 
Message oriented Yes Yes Yes No Yes Yes Yes 
Event oriented Yes Yes (1) Yes (1) No Yes Yes Yes 
Supported transparencies All (1) Access, location, 

persistence, failure 
(1), replication (1), 
transaction 

Access, location, 
persistence (1), 
replication (1), 
transaction (1) 

Relocation, migration Access, location, 
relocation, 
replication, 
transaction 

All (1) Access, 
location, 
relocation, 
transaction 

Others High number of 
tightly integrated 
features, with the 
result of enormous 
platform 
requirements (CPU 
power, memory, hard 
disk, etc.) 

High number of 
tightly integrated 
features, with the 
result of enormous 
platform 
requirements (CPU 
power, memory, hard 
disk, etc.) 

Very active 
research and 
standardisation 
community with 
the result of 
numerous, partially 
competitive 
proposals  

Execution of software on 
dedicated gateway 
computers; no 
communication support 
(provided by other 
middleware, e.g. Java 
Remote Method Invocation) 

Extending 
ReMMoC with 
new features 
requires 
redeployment 

Does not 
support 
update of 
components 
that are in 
use. 

No support 
for 
integrating 
new 
services 
into the 
middleware. 

(1) : some features are supported by extensions to the standard or implemented as additional services. 
(2) : If the component is written in a programming language that is supported by the computer that the component should move to, then logical mobility is supported. 
(3) : Does not feature service discovery. However, extensions like the Java Remote Method Invocation Registry or the JINI network technology that provide service discovery can be 
used for discovery. 
(4) : Reconfiguration between devices only. The middleware on a device cannot be reconfigured. 
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2.2 Framework for Applications in Mobile Environments 2 
The purpose of the Framework for Applications in Mobile Environments 2 (FAME²) is to support 
the development of middleware that is able to run on mobile devices, personal computers, and 
general purpose servers. The design goals of FAME² are: 
• flexibility of resulting middleware, i.e. adding, removing and updating middleware services 
• reusability of services so that they can be used in different middleware 
• openness to allow for different programming models, coordination models, and transparencies 
• minimal requirements to the platform, i.e. CPU power, memory, etc. 
FAME² consists of guidelines, proposals for interfaces and functionality, and prototypes. 

2.2.1 Development process 

FAME² is based on the concept of service oriented architecture. Middleware, developed with 
FAME², is an ensemble of services. These services are hosted in a Service Execution Environment 

(SEE). The SEE manages hosted services and the middleware that is composed of these services. 
Usually, the architecture of services and SEE are created together. As a result, services and SEE 
mutually influence each other, reducing the reusability of the architecture of services with other 
SEEs. FAME² follows a development process that strictly separates the development of the service 
execution environment and services. This development process is described in [5, 181], and 
depicted in Figure  2-14. Starting from an environment and a mission defining the requirements the 
middleware needs to consider, the requirements are separated into requirements for the SEE and for 
services. The environment for FAME² is ubiquitous computing. The mission of a middleware could 
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Figure  2-14: The development process used for FAME² (based on [5, 181]) 
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be “a personalisation middleware for multimedia home appliances in ambient intelligence”, as 
described in [182]. The architecture and design of SEE and services are created independently from 
each other. The development process of the SEE yields a design and implementation of a service 
shell, where the implementation of services is embedded into. This service shell is responsible to 
make the service implementation compatible with the SEE, and reunifies the separate development 
of SEE and services. Middleware is created by selecting a SEE and a collection of services, where 
the services are implemented in the service shell defined by the SEE. In an optional step, a unified 
middleware application programming interface (API) may be provided to unify the use of the 
middleware. 
The advantage of this development process is that the architecture and design for the SEE do not 
influence the architecture and design of services, vice versa. This separation promises better reuse 
of the architecture and the design of SEE and services [183]. Additionally, the separation allows 
developers to concentrate on their task, and abstract from related tasks [184]. 

2.2.2 Architecture 

The architecture of FAME² comprises a service execution environment and a service shell. Figure 
 2-15 illustrates the architecture of FAME². The SEE consists of the following elements: 

• The life cycle manager (LCM) element implements the life cycle of services, i.e. their 
instantiation, configuration, start and stop, and disposal. The LCM is responsible to integrate 
(add) and remove services from middleware. The LCM checks consistency and conformity of 
services before they are integrated into a middleware to ensure the middleware’s integrity. The 
LCM can remove services from a running middleware without requiring a shutdown of the 
middleware. 

• The reference manager (RM) element monitors and tracks service use. The RM is able to 
update the service reference 2  while a service is moved, for instance to another computer. 
Alternatively, the RM can redirect clients of a removed service to another service with similar 
functionality. 

• The update manager (UM) element replaces services with new versions of the same service 
invisibly for the service clients. Optimally, clients do not detect the update of a service, but may 
experience a variation in delay between their request and the response from the service only. 
Chapter  4 describes the details how this update is realised within FAME². 

                                                 
2 A service reference points to, or is a link to a service. Clients use the service reference to contact 
the service. 
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Figure  2-15: Architecture of FAME² 
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• The repository element manages the service logic, resources and descriptions of services 
installed at the device that executes the middleware, and thus the repository. The service logic 
implements the behaviour of the service, i.e. the algorithms of the operations of the service. The 
resources are data required, created, used, and managed by the service, e.g. documents, images, 
sounds, and so on. The repository implements operations for querying, installing, replacing, and 
uninstalling services. 

• The discovery element locates services in the local middleware, as well as in remote 
middleware. Remote middleware are the middleware executed on computers other than the local 
one. Chapter  3 describes the discovery element in detail, and proposes a novel approach to 
integrate different existing and future service discovery solutions. 

• The service execution environment uses the event oriented coordination model to notify 
subscribers about events, for example the presence of a new service or the request of 
discovering a service. The event manager (EM) element realises the event oriented coordination 
model and provides asynchronous and synchronous point-to-multipoint communication. Point-
to-multipoint means that the publisher of an event may distribute it to multiple subscribers, and 
receives their responses. Services may use the EM for their own communication. 

• The security manager (SM) element protects the middleware from malicious users and services, 
and controls the access to the SEE. The security manager is used by the repository to verify a 
digital signature of services that should be installed or replaced. Furthermore, the security 
manager controls access to all operations of the SEE, e.g. discovery, events, etc., by evaluating 
access control lists. An access control list is a concept to enforce privilege separation, i.e. to 
determine the appropriate access rights to a given resource depending on the identification of 
the requestor [185]. 

• The service execution environment application programming interface (SEE API) provides 
access to the elements described above. It is a common access point that delegates invocations 
to the responsible element, for example a discovery request is forwarded to the discovery 
element. 

• The service shell is a “convenience building block” for service developers in which they can 
implement their services. The service shell ensures compatibility of the service with the SEE. 
The shell provides default implementations for the functionality common to all services. In 
FAME² this common functionality includes a service monitor and operations for a customised 
service life cycle. The service monitor provides information about the service vitality and state. 
Such information is useful to observe the operational state of the middleware, as well as to make 
decisions for optimisations. Possible optimisations are deactivating a never-used service, or 
“offloading” a heavily used service to a more powerful computer. The operations for the 
customised service life cycle enables configuration of the service. These operations are invoked 
by the LCM. 

The SEE API, LCM, UM, RM and parts of the SM are part of the SEE implementation. Discovery, 
repository, EM and parts of the SM are implemented as services, and the SEE uses them as helper 
and provides access points to these services. This supports using different discovery, repository, EM 
and SM implementations for different middleware. Optimally, services are not aware of the current 
EM, SM, repository and discovery implementation of the middleware, but just use their 
functionality through the SEE API. How this abstraction works is demonstrated in Chapter  3 for the 
discovery element. 

2.2.3 Design 

Figure  2-16 shows the Unified Modeling Language (UML) class diagram of the service execution 
environment and service shell of FAME². The SEE API is the core of FAME², thus called ICore. It 
provides operations for service life cycle, discovery and global middleware configuration. The 
service life cycle operation load(in Principal, in/out Service, in Parameters) loads and configures a 
service and prepares it for execution, i.e. the service is integrated into the middleware. Configuring 
a service involves operations such as reserving resources, creating data structures like caches, etc. 
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After successful execution of the start(in Principal, in/out Service, in Parameters) operation the 
service runs and provides its functionality to clients, e.g. applications or other services. The 
counterpart of this operation is stop(in Principal, in/out Service, in Parameters) that stops the 
service, i.e. its clients may no longer use its functionality. Finally, destroy(in Principal, in Service, 

in Parameters) removes the service from the middleware and free occupied resources. The service 
might still be installed on the local device that runs the middleware, but the service by itself is no 
longer part of the middleware. 
The LCM ensures that the service life cycle is executed in the proper sequence, i.e. a service is first 
loaded, then started, then stopped, and then destroyed. After a service is stopped, it might be started 
again. The status of a service, e.g. whether the service is started, loaded, disposed, etc., is available 
from the service by itself via the getStatus(in Principal, out Status) operation in the IService 
interface. This interface defines status constants to determine the status of a service. 
The access to discovery and the repository is realised by the operations findService(in Principal, in 

Description, out ServiceInfos) and getInstalledServices(in Principal, out Services) in the SEE API. 
The findService(…) operation is the service access point for the discovery element in the FAME² 
architecture, and called the Open Service Discovery Interface (OSDI). The OSDI abstracts from 
service discovery and allows integration of different service discovery solutions. OSDI is described 
in detail in Section  3.1.10. The IServiceInfo interface is part of the OSDI and instances of this 
interface provide information about found services. This interface is customised by the different 
service discovery solutions that OSDI abstracts from. The operation getService(in Principal, out 

Service) returns the reference to the service the instance describes. The getInstalledServices(…) 
operation in the ICore interface retrieves all services currently installed in the repository. Additional 
operations of the repository are available when discovering the local repository with the help of 
discovery. 
Global middleware configuration is done via the setConfiguration(in Principal, in Name, in Value) 
and getConfiguration(in Principal, in Name, out Value). Services may use these operations to share 
properties with other services in the middleware, for instance configuration parameters. The global 
middleware configuration is based on the shared data-space model. 

 
Figure  2-16: UML class diagram of the service execution environment and service shell 
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The event manager element uses event channels for publishing events. An event channel is a topic 
based realisation of the event oriented coordination model. A topic represents a category of interest, 
e.g. service life cycle, security violations, and so on. The chosen design promises scalability when 
publishing many events to many subscribers, because the different topics are separated from each 
other. Subscribers subscribe to an event channel with the subscribe(in Principal, in Subscriber) and 
unsubscribe with the unsubscribe(in Principal, in Subscriber) operation. Events, being instances of 
the IEvent interface, are published in a channel via the publish(in Principal, in Event) operation. 
Events provide information about the source of the event (getSource(in Principal, out Source)) and 
the principal who created the event (getPrincipal(in Principal, out Principal)). 
The IService interface and AService class constitute the service shell, a “convenience building 
block” for implementing services. The IService interface defines operations and constants to query 
the status of a service, e.g. whether the service is started, loaded, or disposed. The AService class 
declares operations that service developers can adapt to customise the service life cycle. 
Additionally, the AService class implements the update manager and reference manager. A detailed 
description is given in Chapter  4. 
The principal (ISecurityPrincipal interface) is the first parameter of every operation of FAME². The 
principal identifies the invoker of an operation. This identification is necessary for features like: 
• Access control and encryption: the principal identifies the invoker of an operation and thus 

permits to perform access control to check whether the invoker is granted to execute this 
operation, or not. Furthermore, the information may be used to decrypt parameters for 
operations that are passed encrypted, and to encrypt their result. This increases security when 
operations are invoked remotely over an unsecured network, for example WLAN. 

• Billing: if the use of a service should be charged, then the user of the service, or the client that 
uses the service on behalf of a user, needs to be identified so he can be charged. 

• Auditing: to trace the operation of middleware, and to analyse the behaviour of users, it is 
necessary to identify them. 

2.2.3.1 Access control 
Users may tamper software. In SOA, this tampered software may be services that then tamper 
middleware [186]. To limit negative effects imposed by malicious services and users, access control 
limits access to middleware resources, i.e. services [185]. Access control permits or denies subjects 
to access services. Subjects are clients of services. The decision for permit or deny is done by 
evaluating security policies. Access control models define the structure of security policies. 
In the discretionary access control (DAC) model, first described by Lampson [187], the owner of 
resources defines who will have what kind of access. DAC is used in the first file systems for the 
UNIX operating system where the owner of a file defines who can access it. The disadvantage of 
DAC is that everyone who has access to a resource can overtake the ownership, allowing for theft 
of ownership. Furthermore, DAC does not support groups, resulting in a scalability problem for 
management of security policies [188]. 
The mandatory access control (MAC) model uses security policies defined by an administrator 
[189-191]. With MAC there is no theft of ownership possible. However, MAC intensifies the 
problem of scalability because security policies are defined by few system administrators, instead of 
a large group of owners as in DAC. 
The role based access control (RBAC) model, described in [192-194], introduces groups of 
subjects, and privileges to grant privileges. Introducing groups increases scalability of defining 
security policies. Introducing privileges to grant privileges separates the concept of administration 
of security policies and owners of resources to protect. 
The context aware access control (CBAC) model, developed by Moschgath [185], extends RBAC 
by introducing a new parameter, context, into security policies. This parameter influences the 
evaluation of security policies depending on the context of the resource to protect and the subject 
that accesses the resource. Moschgath demonstrated in her thesis that such parameter is especially 
useful in ubiquitous computing [185]. 
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Another approach is the trust access control (TrustAC) model, described in [195, 196], where 
privileges are granted to trust levels instead of roles or subjects. TrustAC has advantages in 
ubiquitous computing where clients of services may be previously unknown and thus not have 
access permissions assigned. The more often a client behaves well, the higher its trust rating will be 
and the more privileges will be granted. Nevertheless, the client has to identify itself to be assigned 
with a trust level. 
Beside the access control model, it is necessary to decide on what level access control is performed. 
For middleware based on the concept of service oriented architecture, three different levels for 
access control are possible: 
• Middleware level: Access control on the middleware level grants or denies access to the 

middleware as a whole. The advantage is that the security policies need to be evaluated only 
once, when clients access the middleware for the first time. All subsequent uses of the 
middleware do not need to be checked against the security policies. The disadvantage is that 
access is granted on a very coarse level, granting or denying access to the whole middleware. 

• Service level: Access control on the service level grants or denies access to single services of 
middleware. The advantage, in comparison to access control on the middleware level, is the 
finer granularity of access control, granting or denying access to services instead of the whole 
middleware. However, the access control on service level requires that security policies are 
evaluated every time a client accesses a service it did not access before. 

• Operation level: Access control on the level of operations grants or denies access to single 
operations of services of middleware. This is a very fine granularity of access control, allowing 
clients to access parts of services, while denying access to other parts. The disadvantage of this 
fine granularity of access control is the increased number of required evaluations of the security 
policies, compared to access control on the middleware or service level. 

Nevertheless, all three levels of access control have in common that clients need to identify 
themselves. FAME² supports all levels of access control, and requests identification information 
from clients with the invocation of any operation in the form of a principal that clients have to 
provide as parameter. FAME² supports any access control model where the identification of the 
client, that is the subject, is sufficient. As a consequence, all of the above described access control 
models, DAC, MAC, RBAC, CBAC and TrustAC, are useable with FAME². 
As the evaluation of security policies consumes resources, and because there might be situations 
where access control is not required, for example in home networks with a fully trusted 
environment, FAME² designs access control as a service that can be integrated into, replaced, or 
removed from middleware. When leaving a fully trusted environment, a service implementing 
access control can be integrated into the middleware, without requiring a restart of the middleware 
and its services. When entering an environment where a different level and model of access control 
is required, the service implementing access control can be replaced, again without restarting the 
middleware. When entering a fully trusted environment, the service implementing access control 
can be removed from the middleware. Additionally, FAME² supports that multiple services 
implementing access control are used in the same middleware in parallel. However, this requires a 
proper configuration of security policies to avoid mutual exclusions with the result that all users are 
denied all permissions. 

2.2.3.2 Tagging interfaces 
Interfaces are contracts that define the interactions between entities, like objects in object oriented 
programming. Interfaces in programming languages are introduced in [197, 198] to specify software 
modules and their relations to each other. A review on the use of interfaces in the Java 
programming language can be found in [199, 200]. 
In addition to define shared boundaries and interactions between services, FAME² uses interfaces to 
tag them for restrictions and feature requests. Tags are descriptors, attached to objects, to identify 
and classify the tagged object. 
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FAME² defines three tags that are used by the service shell to control the behaviour of services. The 
ILoadedInterface tag is attached to services that need to be loaded before their operations are used. 
The IStartedInterface tag is attached to services that need to be started before their operations are 
used. Without these tags, operations of services can be used even before a service is loaded, i.e. 
configured. The third tag defined by FAME² is the ISignalInvocation tag that advices the service 
shell to signal the invocation of every operation of the tagged service in the event manager. 
Services may introduce additional tags, e.g. to tag services to add functionality like remote 
communication, billing, load balancing, etc. In [201, 202] examples are given how tags are used to 
add remote communication protocols to services. In [203] it is demonstrated how to deal with loss 
of connectivity in ubiquitous computing by using tags. 

2.2.4 Implementing services 

FAME² is implemented in the Java programming language. Developing a FAME² service is very 
similar to a normal Java class, and requires only marginal extra work. The advantage of FAME² is 
that it allows integration of services realised for other frameworks, for example Enterprise 
JavaBeans, and on the other hand supports the integration of FAME² services into other 
frameworks. 
Every FAME² service needs to declare its operations in an interface. Interfaces introduce a level of 
abstraction between the interface of a service and its implementation. This abstraction is of 
advantage when updating a service implementation, because clients of the service are bound to the 
service interface, and not its implementation. Clients explore and access the operations of a service 
by the service interface. Every operation that is not declared in the service interface is not available 
for clients. In FAME² operations have to follow the following three definitions: 
• The first parameter of every operation must be the principal that identifies the invoker of the 

operation. This principal must be of the type ISecurityPrincipal. The principal is required for 
features like access control, billing, and auditing. 

• The Java programming language, and its virtual machine that executes Java software, requires 
that operations declare the exceptions they throw. Exceptions indicate exceptional conditions, 
like division by zero, communication failures, or missing resources to perform an operation. 
Java does not permit operations to throw any other exception than it has declared. As FAME² is 
able to extend the functionality of services at runtime, i.e. without modifying the service by 
itself, it can be necessary to throw exceptions that might not be declared. To avoid this situation, 
where an extension cannot be assigned to a service because the extension throws an exception 
that was not declared, every operation shall throw a so called untyped exception. To declare an 
untyped exception, the operation has to declare the exception java.lang.Throwable. Other 
programming languages, for example C++, do not require declaring exceptions. 

• The Java virtual machine (JVM), which executes software written in the Java programming 
language, features garbage collection that frees memory occupied by objects that are no more 
used. Objects are instances of classes. For performance reasons, the JVM caches the classes of 
objects. A class is only garbage collected, i.e. removed for the cache, when the JVM does not 
manage any objects of the class. This allows the JVM to detect similarities between objects, i.e. 
that they are instances of the same class. Only when the class is removed from the memory by a 
garbage collector, a new version of the class can be loaded by the JVM to reflect an update of 
e.g. a service (which is implemented as a collection of classes). It is assumed that the majority 
of updates affect the implementation of a class, i.e. the algorithms and control flow, and not the 
interface. As a result, the JVM may not share the class of objects, but instead should share the 
interfaces that classes implement. This allows that the JVM garbage collector removes the 
definition of the class of an object from the memory as soon as the object is removed from the 
memory, while the interface is cached until every object that is an instance of a class 
implementing the interface is garbage collected. To support the removal of classes from the 
memory as soon as their instance is removed from the memory, the signatures of operations 
shall contain parameters and return values of the following types only: 
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- Interfaces (e.g. ISecurityPrincipal or IServiceInfo) 
- Native types of the Java programming language (i.e. void, boolean, char, byte, short, int, 

long, float, and double) 
- Classes part of the Java standard class library (e.g. java.lang.String, java.util.Map) 
- Classes which are part of a third party library that are endorsed into the Java virtual 

machine. Endorsing a library into the JVM requires access to the computer running the 
JVM, and can be done only before the JVM is executed 

- However, instead of endorsing third party libraries, it is proposed to encapsulate the library 
as a FAME² service, allowing the library to benefit from all the features of FAME², e.g. the 
possibility of access control, or update. The bridge pattern is a structural design pattern to 
implement such encapsulation [16, 204]. 

The service implements the interfaces where its operations are declared, and the IService interface 
defined by FAME². Figure  2-17 shows the UML class diagram of an example service providing 

mathematical operations. The operations of the service are declared in two interfaces, one for 
integer (IIntegerCalculations interface) and one for floating point calculations 
(IFloatingpointCalculations interface). The service (CCalculationService) implements the 
interfaces of the two interfaces and the operations declared in the IService interface. The source 
code of the calculation service is given below: 

Program  2-1: Source code of the calculation service example 
1 public class CCalculationService implements IFloatingpointCalculations, 

IIntegerCalculations, IService { 

2  public float minus(ISecurityPrincipal P, float A, float B) throws Throwable {return A-

B;} 

3  public float plus(ISecurityPrincipal P, float A, float B) throws Throwable {return A+B;} 

4  public int minus(ISecurityPrincipal P, int A, int B) throws Throwable {return A-B;} 

5  public int plus(ISecurityPrincipal P, int A, int B) throws Throwable {return A+B;} 

6  

7  public long getServiceRuntimeID(ISecurityPrincipal Principal) throws Throwable { … } 

8  public byte getStatus(ISecurityPrincipal Principal) throws Throwable { … } 

9 } 

 
Figure  2-17: UML class diagram of a calculator service 
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Alternatively, the service may be derived from the AService class that is a convenience building 
block and provides the implementation of the operations defined in the IService interface and the 
service life cycle operations required by the LCM. Figure  2-18 shows the UML class diagram of 
this alternative way of service creation. The CAlternativeCalculationService does not need to 
implement the operations declared in the IService interface because the AService class provides a 
standard implementation. The source code of the alternative calculation service is shown below: 

Program  2-2: Source code of the alternative calculation service example 
1 public class CCalculationService extends AService implements IFloatingpointCalculations, 

IIntegerCalculations { 

2  public float minus(ISecurityPrincipal P, float A, float B) throws Throwable {return A-

B;} 

3  public float plus(ISecurityPrincipal P, float A, float B) throws Throwable {return A+B;} 

4  public int minus(ISecurityPrincipal P, int A, int B) throws Throwable {return A-B;} 

5  public int plus(ISecurityPrincipal P, int A, int B) throws Throwable {return A+B;} 

6 } 

 
In the UML diagram depicted in Figure  2-19 the calculation service is extended to require to be 
loaded before any integer calculations can be done, and to be started before any floating point 

calculations are possible. This behaviour is achieved by tagging the IFloatingPointCalculations 
interface with the IStartedInterface tag and the IIntegerCalculations interface with the 
ILoadedInterface tag. The implementation of the CCalculationService class remains unchanged. 
Similarly, the service can be tagged to signal the invocation of its operations. 

2.3 Evaluation and comparison 
The Framework for Applications in Mobile Environments 2 is designed to support the development 
of middleware for distributed computing systems in ubiquitous computing. FAME² follows a 
minimal approach, where the mandatory functionality of a service execution environment that hosts 

 
Figure  2-18: UML class diagram of an alternative calculator service 

 
Figure  2-19: UML class diagram of the calculator service with tagged interfaces 
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services is limited to an absolute minimum. Other functionality that is not implemented in the SEE 
is realised by services that the SEE integrates into the middleware at its runtime. A development 
process that emphasises separation of concern allows designing services without dependencies on 
the SEE. 
Middleware developed with FAME² is reconfigurable because services can be added to and 
removed from the middleware without performing a restart. Services are updated by the update 
manager without requiring its clients to be aware of this update. 
The minimal approach of FAME² makes it the perfect candidate for developing middleware 
executed on resource constrained devices. The uncompressed size of the prototype implementation 
of the FAME² SEE is only 33408 bytes. Compared with the several megabytes of typical CCM and 
EJB implementations, and the 90 kilobytes (packed) of the very minimal SOAP server described in 
[156], FAME² is the smallest implementation of a framework for reconfigurable middleware. The 
FAME² service execution environment requires 4208 bytes of memory on top of a JVM with the 
CAlternativeCalculationService service 3 , whereas PCOM requires approx. 190 kilobytes, the 
minimal SOAP server requires 125 kilobytes, and the Sun Application Server, a container for EJB, 
requires more than 20 megabytes. This very low physical size and memory overhead makes FAME² 
suitable for embedded devices like sensors. Furthermore, the FAME² SEE does not consume any 
CPU power when no discovery, service life cycle or update is done, i.e. the middleware does not 
reconfigure. 
Loss of connection to remote services is handled by the reference manager in the FAME² SEE. 
Upon detection of a loss of connection, the RM tries to discover another similar service that can be 
used instead. If there is no replacement, then the situation is signalled to interested applications. 
Middleware developers may decide to integrate services into their middleware that provide special 
handing of disconnected operation, e.g. caching of requests, and introduce new tags used to label 
services to improve their behaviour in the situation of disconnected operation. 
The programming model of middleware based on FAME² is defined by its services. FAME² does 
not restrict the programming model. Logical mobility is supported by the reconfiguration features of 
FAME², and by providing a homogeneous platform for services, i.e. using a service shell that is 
designed for the SEE and where the service implementation is embedded into. 
FAME² is based on the concept of service oriented architecture and allows creating middleware 
based on this concept. 
The coordination model that a middleware may select depends on the selection of services that 
implement them. If there is a service implementing the event oriented coordination model, then 
FAME² may use it to notify subscribers about events in the SEE or service shell. Other coordination 
models, and their implementations (i.e. protocols), can be realised as services and then easily 
integrated into FAME². 
The Java programming language provides access transparency for the FAME² prototype. Location 
transparency is realised by the discovery element, which does not distinguish between the discovery 
of local and remote services, and that returns at minimum a reference of the discovered services that 
clients may use immediately without doing any further operations. Relocation and some aspects of 
failure transparency are provided by the reference manager and update manager in the FAME² SEE. 
Services implement the migration, persistence, replication and transaction transparencies. 
In addition to CCM, FAME² supports logical mobility and development of middleware that is 
executed on resource limited devices. Compared with EJB, FAME² supports the peer-to-peer 
programming model, logical mobility, and is based on the concept of service oriented architecture. 
Web Services provide all features that FAME² does except logical mobility. OSGi is a framework 
for deployment and does not provide support for any coordination model. Additionally, OSGi does 
not expect that a loss of connection to the devices providing services can happen. While the features 
of ReMMoC are close to be identical to FAME², ReMMoC lacks of reconfiguration of middleware 

                                                 
3 All measurements for FAME² were done with the Test & Performance Tools Platforms that is part 
of the Eclipse project and initially developed by Fraunhofer FOKUS. 
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at its runtime. ReMMoC requires a restart when a middleware needs to integrate new services. The 
same restriction applies for PCOM. Furthermore, ReMMoC and PCOM do not support logical 
mobility. The features of RUNES are similar to FAME². RUNES is a recent development and in its 
early specification phase. Yet, the current design of RUNES does not support update of components 
while they are in use. Logical mobility is limited, because the platforms, i.e. operating system, a 
component moves between must be identical. 
A limitation of all reviewed frameworks, which support logical mobility, is the lack of support for 
security. These frameworks delegate security concerns to the platform, i.e. operating system and a 
Java virtual machine where used. However, the security mechanisms of platforms are not sufficient 
for logical mobility. There is no support to check the integrity of services, and it is not possible to 
restrict partial access to services. FAME² supports security by access control on the following three 
levels: middleware, service, and operation. By realising access control as a service, the 
implementation of access control can be changed on demand and the environment, or deactivated at 
all to preserve resources. 
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3 Service discovery 
A vital feature of ubiquitous computing is the ability to find available services and resources on 
demand. Also, service discovery is an important feature of service oriented architecture (SOA) 
[205]. Service discovery is used to discover and exploit new services in distributed computing 
systems. Numerous middleware, e.g. Java Remote Method Invocation (RMI), Jini Network 
Technology (JINI), Common Object Request Broker Architecture (CORBA), BASE, etc. feature 
service discovery. Service discovery consists of the following two aspects: finding services [12] and 
exploiting services [206]. 
Finding services is the process to discover the services itself, i.e. their location. Exploitation of 
services is the process to find out the capabilities of discovered services, i.e. how their interfaces are 
designed, what operations they provide, and how to use the interfaces to invoke required operations. 
In some service discovery solutions the exploitation is implicit because clients request for a service 
with e.g. a particular name and expect the discovered service to have a specific interface. 
There are three types of service discovery [207]: 
• Naming: Naming is the binding of a service name to the address of the described service. 

Services register at a lookup service, which is the broker in SOA. Each service registers with a 
more or less descriptive, dedicated name and location information, e.g. IP address, TCP port 
number and unique distributed object identifier. Clients query the broker to lookup the location 
of a service that has registered with a specific name. A service is found when the name used by 
the service for registration matches the name in the client’s query. 

• Trading: Trading binds services to service descriptions. In contrast to naming, trading allows a 
more detailed description of the service and its capabilities to be registered at the broker. Clients 
query services with a specific aspect in the service description. This allows clients to lookup 
services with a vague query, unlike naming, which requires a specific name. Furthermore, clients 
can request the descriptions of looked up services to explore their capabilities. The downside of 
trading is a more complex realisation of brokers, queries and descriptions in comparison to 
naming. 

• Flexible discovery: Naming and trading are two types of service discovery that bind services to 
certain descriptions. But they do not tackle the question of how to discover a broker or lookup 
service. Flexible discovery is about discovering brokers that can be queried for services. There 
are two possibilities how this is solved in existing middleware. First, computers in distributed 
computing systems are probed with a request sent to all computers. Those computers that answer 
to this request provide broker functionality. Second, computers running a broker frequently 
announce themselves in the distributed computing system, e.g. via beaconing. Other computers 
listen to the announcements and record sources of these announcements, because the sources 
refer to computers running a broker. 

Service discovery consists of descriptions of software elements that can be discovered, queries to 
lookup software elements, responses that link to the software elements, and a protocol that matches 
queries with descriptions and creates the responses. 
There are numerous existing solutions for service discovery. They are designed for use in specific 
distributed computing systems, with specific assumptions of their developers in mind. This variety 
of existing solutions is the reason why they are not suitable for use in multiple distributed 
computing systems designed for ubiquitous computing [11]. At the same time, there might be no 
universal solution that fits well into all possible distributed computing systems designed for 
ubiquitous computing. As a result, clients that want to use service discovery in different distributed 
computing systems have to choose which service discovery solutions they support. This fact 
complicates the development of clients [12, 14]. Simplifying the development of clients is an 
objective of middleware. Interoperability of different service discovery solutions is a simplification 
for clients [12, 14, 208, and 209]. Optimally, interoperability and integration of service discovery 
take place without requiring modification of clients and services. Furthermore, a solution of 
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interoperability shall be able to integrate new service discovery solutions, without requiring 
modifications or restarting of middleware and clients. 
The next section gives an overview of existing service discovery solutions and attempts that tackle 
interoperability questions between them. They all conclude that these existing attempts are not 
sufficient to comply with the requirement of interoperability. Based on the experiences of existing 
attempts, a new approach for interoperability of service discovery is designed and presented in 
Section  3.1.10. This approach allows interoperability and integration of existing and future service 
discovery solutions, as long as they adhere to the naming or the trading service discovery types. In 
Section  3.3 an evaluation of the approach is given and it is compared with existing attempts that 
tackle interoperability between different service discovery solutions. 

3.1 Survey on existing service discovery solutions and approaches 
In this section a collection of existing service discovery solutions and approaches is presented. The 
collection of works deals with questions of interoperability among different service discovery 
solutions and approaches. Detailed comparisons on different aspects, like security, communication 
in wireless networks, etc., can be found in [210-212]. 

3.1.1 Internet Domain Name Service 

The Internet Domain Name Service (DNS) is a service discovery solution used to find Internet 
services. It is based on naming [213-215]. The address of Internet services is a series of numbers, 
known as the IP address. Additionally, some Internet services may have a TCP or User Datagram 
Protocol (UDP) port number as part of their address. E.g. the address of the Internet service World 

Wide Web (WWW) includes a TCP port number that is used by its transport protocol, the hypertext 

transport protocol (HTTP). As IP addresses are considered to be relatively difficult to memorise, 
whereas names in textual form are not, the DNS allows Internet services to map their IP addresses 
to names in textual form. The textual form is called the domain name. Clients use the DNS to 
lookup the IP address of a domain name. 
The name, which the client looks up, needs to match exactly the domain name of the Internet 
service used when it registers its name at the DNS. Otherwise the IP address of the Internet service 
cannot be resolved and the client will not be able to locate that Internet service. 
The DNS has no support for clients and services to find computers running DNS. The location of 
DNS consists of the IP address of the device running it, and a UDP port number, which is 53 by 
default. 

3.1.2 Java Remote Method Invocation registry 

The Java Remote Method Invocation (RMI) is a middleware that includes a service discovery 
solution based on naming, the RMI registry [216]. The service discovery of RMI is similar to DNS. 
Services register at the RMI registry with a free selectable name and the location information that 
consists of the IP address, the TCP port number and a unique distributed object identifier. A Client 
looks up a service by querying the RMI registry with a name, which the service had registered at the 
registry. If the name matches the registered name exactly, then the IP address, port number and 
unique distributed object identifier are resolved. The client uses the retrieved information to setup a 
communication channel with the service. 
RMI has no support for clients and services to locate the RMI registry. The location of the RMI 
registry consists of the IP address of the computer running it, a TCP port number, which is 1099 by 
default, and a standardised unique distributed object identifier, which is 0 by default. Thus, the RMI 
registry must be known a priori to both clients and services. A partial workaround for this 
shortcoming is to execute an echo service that simply replies to broadcasts or multicasts. With such 
echo service computers running clients and services are able to locate the IP addresses of computers 
running the RMI registry. However, this does not provide information about the TCP port number. 
By default, TCP port number 1099 is used by default for the RMI registry, but this TCP port 
number can be changed to any other port number if desired. Another partial workaround is to use 
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DNS to resolve the IP address of computers running a RMI registry. This would require that 
computers running a RMI registry register in the DNS with a domain name. Still, clients then have 
to know this domain name and the port number the RMI registry listens at. 

3.1.3 Jini network technology  

The Jini network technology (JINI) middleware, which is based on RMI, includes the JINI lookup 
service which is a service discovery solution based on trading [36]. Services register at JINI lookup 
services, the brokers, with a description of their own. The description is mapped to the address of 
the service, which is identical to the address in Java RMI and consists of the IP address of the 
computer running the service, a TCP port number, and a unique distributed object identifier. The 
process of registering a service with its description at a JINI lookup service is called join. The client 
looks up services by querying the lookup services with service descriptions. The process of lookup 
is called discover. 
The service description is realised as a collection of entries. An entry is a part of the service 
description. JINI allows definition of new entry types to describe any aspect of a service. For 
convenience, there are a number of predefined entries in JINI (cited from [217, 218]): 

• Address - the address of the physical component of a service.  

• Comment - a free-form comment about a service.  

• Location - the location of the physical component of a service. This is distinct from 

the Address class in that it can be used alone in a small, local organization.  

• Name - the name of a service as used by users. A service may have multiple names.  

• ServiceInfo - generic information about a service. This includes the name of the 

manufacturer, the product, and the vendor.  

• ServiceType - human-oriented information about the "type" of a service. This is not 

related to its data or class types, and is more oriented towards allowing someone to 

determine what a service (for example, a printer) does and that it is similar to 

another, without needing to know anything about data or class types for the Java 

platform.  

• Status - the base class from which other status-related entry classes may be derived. 
JINI supports features like events and leases for service registration. Leases are used to keep track 
of service registration. Services whose leases are expired are removed from the lookup services. 
Causes for expired leases could be that services forgot to deregister, or are unable to deregister once 
their device is about to leave the reachability of the JINI network, e.g. switching off the computer 
running the service, or loosing network connectivity. Events enable notification of clients upon new 
service registrations and unregistrations. 
JINI supports federations of lookup services. Lookup services replicate themselves within a 
federation [217, 218] to improve scalability and reliability. The architecture of JINI is depicted in 

 
Figure  3-1: Architecture of Jini network technology [210] 
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Figure  3-1. The network services layer provide high level services, e.g. JavaSpace for tuple spaces. 
Own services might be implemented using those network services or being build directly on top of 
the JINI technology layer. This JINI technology layer provides the basic service discovery 
functionality, i.e. lookup to discover services, the registration mechanism for services, and the lease 
concept. JINI technology bases on Java technology, which provides the features like RMI that JINI 
is build upon. The operating system executes the Java environment, including JINI services, and 
also realizes access to the network transport used to communicate with other devices. 
Flexible discovery is supported by JINI via network multicasts. Clients send a multicast datagram to 
detect JINI lookup services. Lookup service responds with the IP address and the TCP port number 
of the computer they are executed on. Furthermore, the unique distributed object identifier of the 
lookup service is returned. 

3.1.4 Universal Plug and Play 

Universal Plug and Play (UPnP) is an architecture for pervasive peer-to-peer network 

connectivity of intelligent appliances, wireless devices, and PCs of all form factors. 

Although it’s introduced as an extension to the plug and play peripheral model, UPnP 

is more than a simple extension to it. In UPnP, a device can dynamically join a network, 

obtain an IP address, convey its capabilities upon request, and learn about the presence 

and capabilities of other devices. Finally, a device can leave a network smoothly and 

automatically without leaving any unwanted state behind. Universal Plug and Play 

leverages TCP/IP and the Web technologies, including IP, TCP, UDP, HTTP and XML, 

to enable seamless proximity networking in addition to control and data transfer among 

networked devices in the home and office. – cited from [210] 

The service discovery of UPnP is based on the concept of trading and supports flexible discovery. 
The objectives of UPnP are zero-configuration, location transparency and automatic discovery of 
services [219]. Zero-configuration means that there shall be no setup and no configuration needed 
in order to integrate new services into an UPnP enabled network. This is achieved by defining the 
IP address and the UDP port number that every computer must use to be integrated into a UPnP 
enabled network. Any violation to this definition results in an exclusion of that particular non-
compliant computer from the UPnP enabled network. Invisible networking refers to the fact that 
services shall not be aware of that services may be running on another computer than on the client. 
This is achieved by using network communication protocols for all kinds of communication, even 
for communication within one computer where no network is involved. Automatic discovery of 
services is realised by periodic announcements of services and by multicasts that probe for new 
devices periodically. 
Figure  3-2 shows the protocol stack of UPnP. The service discovery protocol of UPnP is Simple 

Service Discovery Protocol (SSDP) [220], which is a simplified version of the Service Location 
Protocol (SLP) [221-223]. SSDP uses HTTP over multicast (HTTPMU) and HTTP over UDP 
(HTTPU). It is used for the announcement of new services and locating existing ones. Services are 
described in eXtensible Mark-up Language (XML) documents. 
A disadvantage of UPnP is the absence of dedicated brokers that would compute the comparison of 
a client’s query and the service descriptions of available services. When a client looks for a 
particular service, the client has to download the XML documents with the service descriptions of 
available services, and to evaluate them locally. This may result in increased network load when 
many clients search for services often without caching the downloaded XML documents. This 
results in the XML documents to be downloaded by many clients many times. 
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Furthermore, UPnP is developed for networks with a limited expanse, e.g. maximum a few dozens 
of computers. In contrast, other service discovery solutions, e.g. DNS, are designed for networks 
with millions of computers. 

3.1.5 Bluetooth service discovery protocol 

In [224], the Bluetooth service discovery protocol is described as the following: 
Bluetooth SDP is an example of already existing SD working in an ad-hoc environment. 

SD in Bluetooth works by a request/response model where requests and responses use 

the Bluetooth specific Protocol Data Unit (PDU) units, which are sent over L2CAP 

channels. 

Service Discovery Protocol (SDP) in Bluetooth involves an SDP server and SDP 

clients. The server maintains service records and handles service requests from the 

clients. 

A service is described by a service record, that contains the attributes of the service, 

that consists of an attribute ID and a value. Two of the attributes describe service 

availability and estimated service lifetime. Services, capabilities, and devices are 

identified by so-called Universally Unique Identifiers (UUIDs). A service search is 

based upon a match in a list of requests UUIDs and any device UUID. 

The Bluetooth specification allows to create own service records, as long as the 

important attributes are represented as UUIDs, since those are needed for the service 

discovery protocol. SDP has an extension, Extended Service Discovery Protocol 

(EDSP), that enables SDP to connect and perform service discovery on UPnP networks. 

Solutions also exist to support UPnP and Salutation. – cited from [224] 

Summarised, the Bluetooth service discovery protocol requires that a service is mapped to a 
Universally Unique Identifier (UUID) and the clients have to know the UUIDs of the services they 
are looking for, similar to the service discovery of Java RMI. The Bluetooth service discovery 
protocol supports flexible discovery, i.e. no configuration is required to detect computers running 
services and to make them detectable. The Bluetooth service discovery protocol is limited to the 

 
Figure  3-2: Protocol stack of Universal Plug and Play [219] 
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spatial extension of the Bluetooth radio, which is usually between 10 and 100 meters. Locating 
services that are running on computers more distant is not supported by Bluetooth. 

3.1.6 Service discovery for Web Services 

Web Services is a technology that gain attention within last years as part of the hype around Service 
Oriented Architecture. Part of Web Service technology is service discovery functionality, which by 
itself is a Web Service [225]. In Web Service technology, two basic concepts for service discovery 
are used: registration and lookup, and announcement. In registration and lookup, a Web Service 
registers itself, or is registered by other party, at a repository. A client queries in the repository by 
issuing a query that the repository compares with its registered service descriptions. The repository 
may be centralised (i.e. there is only one repository) or distributed (i.e. many repositories with 
possible replication of their information). In an announcement, Web Services announce and offer 
(or tout) themselves to clients. In the concept of announcement, repositories are considered as 
clients, allowing for integration of both concepts. 
Due to its attention that Web Service technology got, numerous approaches for service discovery 
exist for this technology. This sub-section briefly explains some of them. Yet, as will be seen during 
the review of those service discovery approaches, while various solutions compete with each other, 
there is no solution that tries to integrate the existing solutions to form a of best-of-breed solution. 
 
A very trivial solution of making Web Services discoverable is to describe them on a Web page (i.e. 
Hypertext Mark-up Language (HTML) page). The advantage of this solution is simplicity. 
Depending on human interaction to find the Web page describing a particular Web Services is the 
disadvantage of this solution. The solution requires a two-step process, where humans have to first 
discover the Web page, and only then the Web Service can be discovered. 
 
The Universal Description, Discovery and Integration (UDDI) is a discovery solution for Web 
Services that is similar to the Domain Name System (DNS) [226, 227]. 

The UDDI specifications include a) SOAP APIs that allow querying and publishing of 

information, b) XML representation for the registry data model and the SOAP message 

formats, c) WSDL interface definitions of the SOAP and d) APIs Definitions of various 

technical models that facilitate category systems for identification and categorization of 

UDDI registrations – cited from [226] 

Part of UDDI is a repository, which itself is a Web Service. The repository stores the descriptions of 
registered Web Services and processes discovery requests. UDDI supports different access policies 
to restrict access to the repository. Access can be either public, allowing everyone to query the 
UDDI repository, protected, allowing access to a restricted group only, or private, allowing access 
to a restricted group that must be part of one administrative domain, e.g. one company. 
Shortcomings of UDDI are: 
• UDDI does not notify clients about the changes of a Web Service registration. If a Web Service 

changes its registration, clients may end up using outdated, possibly invalid, information while 
accessing the previously retrieved Web Service. A workaround is to use Web Services 

Notification [228] that provides events (notification) for Web Services and their clients. 
• UDDI does not provide any mechanism to find a UDDI repository. Clients need to know the 

location of a UDDI repository in order to be able to locate available Web Services. 
 
In [229] an extension for UDDI to support Quality of Service (QoS) information with Web Services 
registrations is proposed. The extension adds qualityInformation to the Web Service registration 
information in UDDI. When querying UDDI for a Web Service, this qualityInformation can be 
taken into consideration for selecting a Web Service. The qualityInformation is linked to the 
binding and it enables a very fine granularity of QoS specifications for Web Services. The QoS 
information supported are runtime related QoS, transaction support related QoS, configuration 

management and cost related QoS, and security related QoS. 
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The advantage of the extension is that it does not interfere with traditional UDDI. On the other 
hand, because it is just an extension, the disadvantages of UDDI, like how to locate a UDDI 
repository, remain. 
 
A functionality that is similar to UDDI is provided by electronic business XML (ebXML) [230]. 
ebXML describes business processes and makes them available via an XML description. In ebXML 
the business processes are registered at the repository. The business processes are composed of 
different collaborating Web Services. This is in contrast to UDDI where the Web Services are 
registered. The problem with ebXML is that the registration information does not provide any 
information revealing which business process is a Web Service, and which business process is not. 
Furthermore, ebXML expects that humans query the registry of ebXML, and evaluate its response. 
 
The Web Service Inspection Language (WSIL) allows for discovery of Web Services that are not 
published in a well-known repository, e.g. UDDI, but are registered at the Web Server that provides 
the Web Service [231, 232]. A WSIL document contains a description of the Web Service, possibly 
many links to additional descriptions of the Web Service (i.e. Web Service Description Language 
(WSDL) documents), several links to other publications of the Web Services (e.g. in UDDI), and 
one link to the described Web Service. By definition, the WSIL document that describes a Web 
Service must be stored in the root path of the Web Server that hosts the described Web Service. The 
advantage of WSIL, in comparison to a simple HTML page, is that the WSIL document is 
formatted in XML and its processing can be done by computers. The disadvantage of WSIL is that 
developers of clients need to know that there is a WSIL document describing a Web Service and 
they need to know the location of that document, i.e. the location of the Web Server hosting the 
document. 
 
Web Services Dynamic Discovery (WS-Discovery) is a true dynamic discovery of Web Services in 
networks. The design of WS-Discovery assumes a limited spatial extension, e.g. Bluetooth ad-hoc 
networks [233, 234]. WS-Discovery defines protocols for announcement and discovery of Web 
Services. For this purpose, Internet Protocol (IP) multicast messages are sent on the IP multicast 
address 239.255.255.250 (IPv4) and FF02::C (IPv6) on port 3702. Announcements are sent from a 
Web Service to this address where clients receive them. Clients send requests for a Web Service to 
this address where Web Services respond to the query. WS-discovery is not designed for an Internet 
scale discovery, but rather to support discovery of Web Services in ad-hoc networks with a 
minimum amount of devices. Furthermore, WS-discovery does not define queries, description 
documents, registration processes, etc. but leaves this to other discovery solutions, e.g. UDDI and 
WSIL. 
 
The Advertisement and Discovery of Services (ADS) provides announcement of Web Services for 
easier discovery [227, 235]. The objective of ADS is to automatically register Web Services at 
UDDI and selects the concept of a “crawler”. This crawler will scan through the Internet and 
register every Web Service it may find in a UDDI repository. A Web Service is detected by storing 
a well defined Web Service description at a well defined location on the server hosting the Web 
Service. This file is called svcsadvt.xml and has to be stored in the root of a web server. Similar to 
the HTML page and WSIL, the ADS requires that the Web Servers providing ADS information are 
known to clients. Furhtermore, clients of Web Services have to know the UDDI repositories where 
ADS registers found Web Services at. 
 
A solution for discovering Web Services based on ontology matching is the METEOR-S project 
[236]. The Web Service description is enriched with semantic information, either in the form of a 
new document, or as an extension to an existing document, like a WSDL document. This semantic 
description is published in the METEOR-S Web Services Discovery Infrastructure (MWSDI) 
registry where an ontology matching is performed between the descriptions of registered Web 
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Services and the semantic queries of clients. The advantage, in comparison to the previously 
presented discovery solutions for Web Services, is that METEOR-S realises discovery of Web 
Services by comparing semantic information with a relative amount of freedom, and not by fixed 
descriptions with fixed rules. 
 
The semantic discovery service (SDS), proposed in [238], aims to provide seamless integration and 
interoperation of Web Services based on semantic descriptions and business process modelling. The 
idea behind SDS is that clients describe their interactions with Web Services in the Business 

Process Execution Language for Web Services (BPEL4WS) and forward this interaction description 
to the SDS. The SDS then discovers, selects and binds the most suitable Web Services. The 
description of the interaction is augmented with semantic information expressed in DARPA Agent 

Markup Language Semantics (DAML-S), DAML Query Language (DAML-QL), and the Java 

Theorem Provider (JTP). As a result, SDS can perform semantic translations to integrate Web 
Services that are usually incompatible with each other, i.e. integrating Web Services that require 
inputs and produce outputs which are of incompatible type but have a similar semantic meaning. 
 
Another approach for semantic based Web Service discovery and integration is Web Services 

Modelling Execution Environment (WSMX) [239-241]. The difference to SDS is that Web Services 
are executed in a special runtime environment, the WSMX, and that interactions between Web 
Services are expressed in the Web Services Modeling Ontology (WSMO). An implementation of 
WSMO is done within the Glue project [242]. 
 
The Athena project aims at developing a search engine, similar to Google, but for Web Services. 
Key objective is to create a service discovery that can detect Web Services that are similar to each 
other, and thus being able to present clients with alternatives for a Web Service the client is 
interested in [243]. For this purpose, expressive queries, formulated by users, are used to discover 
the Web Services of choice [244]. In comparison to UDDI, queries are formulated relative to other 
Web Services. UDDI uses absolute queries, e.g. “give me that Web Service from company XY”, 
whereas Athena allows for relative queries, e.g. “give me a Web Service similar to the ones from 
company XY”. 
 
There exist numerous more service discovery solutions for Web Services, some of them which are 
described in [225]. Yet, the various existing solutions focus on particular application domains or 
specific objectives. What is missing in the presented solutions is to form a best-of-breed solution 
that adapts to different situations and demands. What is needed is a solution that is able to integrate 
different service discovery solutions and make them accessible for clients via a unified interface. 
Such approaches are presented in the next sub-sections. 

3.1.7 Support for Service Discovery and Interaction 

The Support for Service Discovery and Interaction (SSDI) project is the first work on integrating 
different service discovery solutions like UPnP and SLP [12, 13]. In contrast to the above reviewed 
service discovery solutions, the middleware developed in SSDI does not aim to replace existing 
service discovery solutions, but to integrate them and combine all their benefits. The selected 
approach uses a modified form of the structured query language (SQL) to formulate queries for 
service discovery. The architecture of the middleware from the SSDI project is shown in Figure  3-3. 
The client library is the smallest part of the middleware that clients need to integrate. The client 
library is used to create queries in the custom SQL and to forward it to the middleware. The state 

repository keeps information about discovered services, the state of services (e.g. running, failed, 
temporarily unavailable, etc.), and the metadata augmenting the services (like service descriptions). 
The state repository also unifies the location information of services. This is necessary because 
different service discovery solutions may return different location information, e.g. JINI returns an 
IP address, a TCP port number and a unique distributed object identifier, whereas UPnP returns an 
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IP address, a TCP port number and a uniform resource identifier (URI) for the XML document 
describing the service. The different sub-systems are implementations of the different service 
discovery solutions that are integrated into the middleware. For combining different instances of the 
middleware running on different computers the federation services are used. The federation services 
facilitate exchange of data of the state repository. 
The middleware enables integration of different service discovery solutions to exploit their services 
via a uniform interface, but has the severe disadvantage that caused existing clients not being able 
to use this middleware. Existing clients, that use a particular service discovery solution, already 
have their queries formulated in the required query language, e.g. a set of entries in JINI or an 
SSDP URI. Using the middleware of the SSDI project with existing clients requires them to rewrite 
their queries in the modified SQL that is used within the middleware of the SSDI project. Another 
disadvantage is the limited capability of integrating future service discovery solutions. Integrating 
service discovery solutions into the middleware requires that their query language to be compatible 
with the SQL used. Furthermore, the modified SQL may not be able to exploit all features of 
service discovery solutions, because the modified SQL does not allow addition of new language 
expressions. 

3.1.8 Open Service Discovery Architecture 

A recent work in the area of service discovery interoperability and integration is the Open Service 

Discovery Architecture (OSDA) [14]. OSDA provides uniform access to existing and likely future 
service discovery solutions. This is achieved by the introduction of a middleware that has standard 
interfaces to query service discovery and receive responses in well-defined formats. The 
middleware mediates between supported service discovery solutions by translating the client’s 
query, formulated in the query language of OSDA, into the query languages of available service 
discovery solutions, e.g. JINI or UPnP. Responses are translated from the proprietary format of the 

 
Figure  3-3: Architecture of the middleware of the SSDI project [12] 
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different service discovery solutions to the language format of OSDA by the middleware. This 
middleware of OSDA can integrate new service discovery solutions dynamically, i.e. a shutdown 
and restart of the middleware is not required. 
Figure  3-4 illustrates the architecture of OSDA. A domain in OSDA refers to an administrative 
domain of one service discovery solution. The middleware of OSDA is organised in the P2P Cross-

Domain Service Discovery. Clients interact with this P2P Cross-Domain Service Discovery. The 
other architectural elements, e.g. Policy Server, Service Agent, etc. are additional elements not 
directly related to OSDA but are introduced for additional control for service discovery. 
OSDA integrates existing and future service discovery solutions, but requires clients and service 
discovery solutions to use its proprietary query language and response format. 

3.1.9 Reflective Middleware for Mobile Computing 

The Reflective Middleware for Mobile Computing (ReMMoC) is a middleware that provides 
integration of service discovery solutions. Additionally, ReMMoC provides the integration of 
communication protocols used for service interaction, e.g. TCP, HTTP, and RMI etc. [15, 45]. 
ReMMoC is composed of two frameworks, the binding framework that provides the integration of 
communication protocols, and the service discovery framework that provides the integration of 
service discovery solutions. 

 
Figure  3-4: The architecture of the Open Service Discovery Architecture [14] 
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The service discovery framework of ReMMoC is depicted in Figure  3-5. Clients access the service 
discovery framework via the IServiceLookup interface. This interface expects a collection of 

attributes that describes the requested service [245]. The interface is implemented in the 
DiscoverDiscovery component [45]. This component forwards queries from the clients to the 
Service Lookup Personalities, which are the implementations of service discovery solutions, e.g. 
SLP and UPnP. Additionally, ReMMoC exports a dedicated interface per Service Lookup 
Personality, e.g. IUPnP, to enable clients to have a direct access to a particular service discovery 
solution. 
The DiscoverDiscovery component uses a “Cycle and See” philosophy to query all available 
Service Lookup Personalities. 

ReMMoC uses a “Cycle and See” philosophy. This entails that the framework execute 

the discovery of discovery protocols by cycling through a set of tests for each individual 

protocol it is aware of. The probability of services being found increases as the number 

of tests to cycle through increases. “Cycle and See” does not rely on agreement 

between participating elements, and is evolvable to include future discovery 

mechanisms. – cited from [45] 

Yet, the “cycle and see” philosophy in ReMMoC has two shortcomings. 
However, the “Cycle and See” approach is limited in two respects: 1) cycling through 

discovery protocol tests is both time and resource consuming, and 2) as the number of 

tests increase the performance of the platform degrades. – cited from [15] 

Another disadvantage of ReMMoC is the need to update the middleware whenever a new service 
discovery solution is introduced. 

We have implemented the service discovery framework with two service lookup protocol 

implementations: SLP and UPnP, allowing us to demonstrate how to overcome the 

problems of the availability of multiple service discovery protocols. However, as with 

the binding framework, it is feasible for new discovery protocols to be dynamically 

integrated into the framework at a later date. This requires a new version of the 

DiscoverDiscoveryProtocol component, which can detect the new protocol, to be 

plugged into the framework. – cited from [246] 

3.1.10 Summary 

As could be seen from the review of existing service discovery solutions, there are numerous stand-
alone solutions. These solutions may coexist but do not integrate. Existing solutions that integrate 

 
Figure  3-5: The service discovery framework of ReMMoC [245] 
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service discovery solutions are either not able to do so at their runtime, or they require the mapping 
of query languages and response formats to a proprietary format. 
To provide maximum benefit to clients of service discovery, an integrating solution should be based 
on the following requirements: 
• Stable: Clients shall be able to keep their queries they have already formulated. There should be 

no need to define a new query language, or extensions to query languages. This makes the 
solution compatible for legacy clients, i.e. already existing clients. 

• Purposeful: Clients querying about a service expect a reference4 for immediate use. Clients do 
not want to receive abstract information that they need to first resolve in order to get the 
reference to a service. In a comparative example, when someone asks “I need a screwdriver”, it 
is unlikely that he would be happy with the answer “I have one in my toolbox”, but instead he 
expects the screwdriver to be handed out. On the other hand, clients have the interest to receive 
additional information about the service. This enables them to have a final decision whether the 
services returned by the service discovery match their expectations. 

• Self-similar: Service discovery solutions shall be implemented as services. This allows 
discovery of a service discovery service via service discovery. 

• Flexible: While an integrating approach should enable clients to interact with service discovery 
in a uniform way, it should also enable clients to interact with service discovery services 
directly, using proprietary interfaces. 

• Open: An integrating approach has to support future service discovery solutions. The integration 
of future service discovery solutions must not bring a negative impact on existing services, 
service discoveries and their clients. 

• Continuous operation: The integration of new service discovery solutions must not require a 
restart of the middleware or clients. Their integration and removal should take place seamlessly. 

The following Table  3-1 compares the different existing approaches for integration of service 
discovery with the above requirements. From the table it can be clearly seen that none of the 
existing approaches to integrate the different service discovery solutions complies with all of the 
requirements. Therefore, a new approach for integrating service discovery solutions is presented in 
the next section. 
 

Table  3-1: Comparison of approaches integrating service discovery solutions 
 Stable Purposeful Self-similar Flexible Open Continuous operation 
WSDA Yes No No Yes Yes Yes 
SSDI Yes No No No Yes No 
OSDA No No No No No Unknown 
ReMMoC Yes Yes Yes Yes Yes No 
 

3.2 FAME²: The open service discovery interface 
As seen in Table  3-1, there is a need for an approach of integrating service discovery solutions that 
complies to the different requirements listed above. The open service discovery interface (OSDI) 
provides interoperation and integration of service discovery solutions. The idea of OSDI is 
comparable to meta-search engines for the World Wide Web, e.g. MetaGer, MetaCrawler, or 
Excite. 

                                                 
4 A reference points to, or is a link to a software element, e.g. a service. 
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Figure  3-6 illustrates the idea of the open service discovery interface. In a distributed computing 
environment different services are provided, e.g. a projector service for displaying presentations to a 

larger audience, a printer service to print handouts, and a camera service to record parts of the 
presentation. The different services are discoverable via different service discovery services, e.g. 
JINI for discovery of the projector, UPnP for discovery of the printer, and SLP for discovery of the 
camera. Additionally, there are services that behave like a service discovery service, but they are 
actually capable to translate a query from one query language into another one, e.g. from JINI to 
UPnP. Assuming that there is a presenter who uses a handheld computer, e.g. a personal digital 
assistant (PDA) or a smart phone, to do his presentation and to control the services he needs, i.e. the 
projector service and the printer service. His presentation software needs to discover the required 
services. The presentation software on the handheld computer is programmed to use JINI as the 
service discovery solution. The task of the OSDI is to abstract the different service discovery 
solutions and to provide the presentation software a uniform access to them. Integrating translators 
that translate queries from one query language into another language enables clients to exploit 
different service discovery solutions with a single query. In Figure  3-6 the client queries for a 
printer using a query formulated in the query language of JINI. However, the printer is discoverable 
via UPnP but not via JINI. But as the JINI2UPnP translator service translates the query into a 
UPnP compatible query, the client can then discover the printer even though with a JINI query. The 
client would not be aware of the translation of the query. 

3.2.1 Architecture 

The Open Service Discovery Interface uses an event dispatching system. The architecture of the 
OSDI is illustrated in Figure  3-7 on the next page. A client formulates a query in any query 
language, e.g. JINI, SLP, or SSDI’s SQL dialect. Being able to formulate the query in any query 
language complies with the requirement of stability. The query is passed by the client to the open 
service discovery interface. The implementation of the open service discovery interface creates a 
service discovery event that carries the query of the client and is ready to store the references of 
services found by service discovery. This event is passed to an event dispatcher, which places the 
event on an event channel. Service discovery services, query translator services, and response filter 
services, listen to this service discovery event. Service discovery services check if the query stored 
in the event is compatible with their query language, and start to lookup services matching the 
query if the query is compatible. Query translator services translate the query stored in the event 
into another query language. The translation overwrites the already stored query. Based on policies, 
the response filter services analyse the references of services stored in the event and can decide to 
remove or manipulate references. 
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Figure  3-6: The idea behind the open service discovery interface 
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3.2.2 Design 

Figure  3-8 shows the Unified Modeling Language (UML) class diagram of the OSDI. For better 
overview and easier understanding the diagram and the following explanations and examples omit 
the security principal. Clients formulate their queries and pass them to the lookup(Query) operation 
defined in the IServiceDiscovery interface. As a result, each receives a collection of IServiceInfo 
instances, one per found service. The IServiceInfo interface has an operation getService() that 
returns the reference of the found service. Service discovery services may enrich the IServiceInfo 
interface with additional information, e.g. the URL of an XML document that describes a service 
published in a UPnP network. This flexibility introduced with IServiceInfo meets the requirement of 
being purposeful. The CDiscoveryEvent is the event created by the OSDI implementation and then 
placed on the event channel by the implementation of IEventChannel. The different service 
discovery services, e.g. ILocalDiscovery, IJINI, IRMI, IUPnP and ISLP, and the query translator 
services, e.g. IJINI2UPnP and ILocal2RMI, are derived from the IService interface. As a result, 
service discovery services are discoverable via service discovery, complying with the requirement 
of self-similarity. Additionally, it meets the expected flexibility because clients are able to retrieve 
a particular service discovery service and then interact with it directly via proprietary application 
programming interfaces (APIs). 
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Figure  3-7: Architecture of the open service discovery interface 

 
Figure  3-8: UML class diagram of the open service discovery interface 
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3.2.3 Implementation of service discovery services 

The key aim of the OSDI is the easy and simple integration of new service discovery services 
without having a negative impact on existing services and clients. This section describes the actions 
required to develop and integrate a new service discovery service. The steps described in this 
section also apply to the integration of query translation services and response filter services. 
Implementing a service discovery service is similar to the implementation of a FAME² service. 
First, the API of the service discovery service is defined. Second, this definition is derived from 
IService. An example with a service discovery service for the RMI service discovery is given 
below: 

Program  3-1: Application programming interface definition of the RMI service 
discovery service 

1 public interface IRMI extends IService { 

2  public void bind(String Name, java.rmi.Remote Service) throws Throwable; 

3  public String[] list() throws Throwable; 

4  public java.rmi.Remote lookup(String Query) throws Throwable; 

5  public void rebind(String Name, java.rmi.Remote Service) throws Throwable; 

6  public void unbind(String Name) throws Throwable; 

7 } 

 
The interface is identical to the API of the Java RMI registry. Therefore, client developers do not 
need to learn a new API. 
The next step is the implementation of the RMI service discovery service. The implementation of 
the service is shown below: 

Program  3-2: Implementation of the RMI service discovery service 
1 public class CRMI extends AService implements IRMI { 

2  private java.rmi.registry.Registry m_Registry; 

3  public void start(ICore Core, java.util.Map Parameters) throws Throwable { 

4   m_Registry = java.rmi.registry.LocateRegistry.getRegistry(); 

5   Core.getEventChannel().register(p_This, CDiscoveryEvent.class); 

6  } 

7  public void stop(ICore Core, java.util.Map Parameters) throws Throwable { 

8   throw new UnsupportedOperationException(“Java RMI does not allow to be stopped.”); 

9  } 

10  public void bind(String Name, java.rmi.Remote Service) throws Throwable { 

11   m_Registry.bind(Name, Service); 

12  } 

13  public String[] list() throws Throwable { return m_Registry.list(); } 

14  public java.rmi.Remote lookup(String Query) throws Throwable { 

15   return m_Registry.lookup(Query); 

16  } 

17  public void rebind(String Name, java.rmi.Remote Service) throws Throwable { 

18   m_Registry.rebind(Name, Service); 

19  } 

20  public void unbind(String Name) throws Throwable { m_Registry.unbind(Name); } 

21  public void processEvent(IEvent Event) { 

22   if (Event instanceof CDiscoveryEvent) { 

23    CDiscoveryEvent ev = (CDiscoveryEvent)Event; 

24    ev.addResponse(new CServiceInfo(m_Registry.lookup(ev.getQuery()))); 

25   } 

26  } 

27 } 

 
In the lines 3 to 9 the service life cycle operations are implemented. As the Java RMI registry 
cannot be stopped, the RMI service discovery service cannot be stopped. Lines 10 to 20 are the 
implementation of the proprietary API of the RMI service discovery service that clients may use 
when requiring access to the full features of the RMI service discovery solution. The discovery for 
the OSDI is implemented in the lines 21 to 26. 
There are no additional steps required for an implementation of a service discovery service. The 
example above demonstrates the openness of the OSDI, i.e. the ability to integrate new service 
discovery solutions without impacting existing service discovery services or clients. Continuous 
operation is already realised by FAME². 
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The simple use of the OSDI is achieved by the simple API, the lookup(Query) operation, based on 
the request/response paradigm. Clients formulate their query, pass it to the OSDI (i.e. request), and 
await the responses. Simplicity for service developers is achieved by the close similarity between 
the development of a usual FAME² service, and a service discovery service, query translator service 
or response filter service. 

3.3 Evaluation 
In comparison to the middleware of the Support for Service Discovery and Interaction project 
described in [12, 13], there is no need to define a common query language in the OSDI. The Open 
Service Discovery Interface enables clients to use different service discovery solutions in a uniform 
manner. The clients formulate their query about a service in any query language they like. As a 
result, the OSDI supports exploiting the full features of available query languages of service 
discovery solutions, and clients are not restricted to a proprietary query language that may provide 
some features only. Furthermore, the only modification that existing clients need to do is to redirect 
their query from the service discovery solution they currently use to the OSDI. The OSDI probes 
the available service discovery services, is able to translate queries into other query languages, and 
can filter the responses from service discovery to ease service selection for a client in the case 
where there are multiple services that match the query. In contrast to SSDI middleware where 
federation of service discovery requires an extra federation service, OSDI achieves federation of 
service discovery by implementing service discovery solutions as services by themselves. This 
allows the discovery of service discovery services via the same mechanisms as when looking for 
other services. 
The Open Service Discovery Architecture is based on the ideas of SSDI middleware. In OSDA, a 
new query language and a new response format are defined. As a consequence, clients have to 
reformulate their queries and need to process the OSDA response format. Integration of new service 
discovery solutions requires that they are compatible with OSDA query language and response 
format. In comparison, OSDI does not require the query language of a service discovery solution to 
be compatible to any other query language. The only requirement is that the service discovery 
solutions need to be able to provide a reference to the discovered services, or at least enough 
information to create such reference. 
Similar restrictions, which apply to SSDI middleware and the OSDA, also apply to the Reflective 
Middleware for Mobile Computing. Furthermore, while the OSDI enables seamless integration of 
new service discovery solutions, i.e. without updating a middleware implementing OSDI, ReMMoC 
requires such an update in order to be able to discover new service discovery solutions. 
Concluding, the OSDI is a flexible solution for service discovery interoperability and integration 
that does not restrict clients to use a standard query language. It is able to directly return service 
references to clients, and that enables dynamic integration of new service discovery solutions as 
they become available, without any update to clients, other service discovery services, and 
middleware implementing OSDI. The OSDI complies with all the different requirements an 
approach of integrating service discovery solutions should comply with. 
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4 Online-update of services 
The work in [247] mentions three reasons for update of software. The first reason is to correct 
specification, design, coding, and documentation faults. This reason is called corrective 

maintenance, and is more well-known in common speech under the terms bug-fixing or patching. 
The second reason is to improve performance and effectiveness of software, i.e. optimisations. 
Additionally, enhanced features for the software may be integrated. This second reason is called 
perfective maintenance. The third reason is to react to changes of the platforms where the software 
is executed on. As new hardware and software becomes available, there are times where the already 
deployed software needs to be adjusted to support them. This third reason is called adaptive 

maintenance. 
Usually, software update requires stopping the software, updating it, and then restarting it. Software 
with high dependability, e.g. business transaction, telephone switching, emergency response, and 
highly distributed systems, are not supposed to be stopped and to be restarted for update purposes. 
Instead, such software is expected to continue operation. In order to still be able to update such 
software, online-update functionality is required. Online-update performs software maintenance 
without the need to stop and to restart the software. Instead, parts of the software are exchangeable 
while they might be in use. 
The concept of service oriented architecture (SOA) aids in realising software that is online-
updateable. Loosely coupled services enable mechanisms of redirection to updated services. 
However, this does not cover already existing interactions between services and their clients, but 
only affects new interactions. The major reason is that the concept of SOA requires late binding. 
Late binding supports the change of control flow of software at runtime [100], i.e. binding services 
to their clients at runtime. Examples for realisation of late binding are function pointers in the C and 
C++ programming language [101], dynamic class loading in Java [102, 103] and far jumps in 
assembler. The alternative to late binding is early binding. In early binding the compiler and linker 
binds together all resources to one piece of software before the software is executed. With early 
binding the control flow of software is fixed before its execution. 
Optimally, online-updates do not interfere with ongoing interactions, require no additional 
communication between clients, services, and the platforms running them, and do not require 
special attention of humans. While there are numerous proposals for online-update, each of them 
imposes problems that limit their usability. 
The authors of [248] have given a comparison of online-update solutions, including memory 
manipulation proposed in [249, 250], the proxy structural design pattern proposed in [17-19], and 
platform manipulation as proposed by the authors of [251, 252]. The conclusion of the authors of 
[248] is that none of the existing update solutions provide a convenient solution. Some of them are 
suspicious to the exposure of the self-reference (i.e. proxy pattern). Others require adaptation of 
existing software. Yet, others require direct access to memory and low level functionality of 
computers (i.e. memory manipulation) or create a proprietary and highly specialised run time 
environment (i.e. platform manipulation). 
For online-update, there are six different strategies. 
• Replication: The authors of [253] identified online-update capability as a mandatory 

requirement in Internet applications. They solved the problem by doubling the execution block: 
one that is actually processing and one that is used for standby. The software can switch between 
the execution blocks. This allows update of the software by updating the unused execution block 
first, then switching over and finally updating the other execution block. The limitation of their 
approach is that the code size is doubled on disc and in memory, and application developers need 
to implement the logic to switch between the execution blocks. Yet, meanwhile standard 
software patterns and middleware existing to realize this switching between execution blocks. 
The advantage of their solution is that it imposes minimal overhead, and optimally there is no 
overhead. 
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• Memory manipulation: In [250] low level memory manipulations inside of the operating 
system kernel are used for online-updates. Such approach is highly efficient, and allows for 
maximum flexibility while providing transparency of update to the software running on the 
operating system. However, this approach is highly proprietary and requires the redesign of 
operating systems. In [249] an update mechanism based on direct memory manipulation is 
presented. An update package contains the updated version of the software for the purpose of 
update, as well as a software that takes care of any contingencies that might happen, e.g. that the 
software to update is currently used. The approach described in [249] enables changing types and 
signature of software, i.e. the interface of services by using explicit casts and overloaded 
versions of the same operation in the software patch package. The problem of the solution 
presented in [249] is that it requires direct memory manipulation, which will partially bypass 
protection mechanisms of modern operating systems (e.g. Linux, Windows 2k or XP) and 
hardware (e.g. NX-protection of AMD and Intel CPUs), and security platforms like Paladium 
(for Trusted Computing). 

• Platform manipulation: A Java Virtual Machine (JVM), modified to support replacement of 
parts of software (i.e. objects) while it is running is described in [251]. The authors argued that 
the behaviour of an object is bound to its class (a blueprint for an object), and the replacement of 
classes affects the creation of new objects only. However, they admitted that the coexistence of 
objects of the same type but of different versions (i.e. created from different versions of the same 
class) leads to confusion and may cause abnormal software behaviour, like inconsistencies and 
crashes. Nevertheless, the major drawback of their solution is the requirement of a modified 
JVM, which would require all computers to be first updated in order to support online-update. 
The authors of [252] enable online-update by using a dynamic class loader for the JVM. The 
class loader requires special interfaces to the JVM that were implemented in the Sun JVM 
version 1.2 for the Solaris operating system. The dynamic class loader supports reloading and 
replacing of classes, and is able to modify the behaviour of existing object instances by replacing 
their classes. The class contains the implementation of algorithms that are executed when a 
method in the object is invoked, so the replacement of a class updates all its objects. The 
modifications add a static overhead of 2.2% to the execution time of Java software. 

• Proxy pattern: In [17], it is shown how to apply the proxy structural design pattern to allow 
online-update of classes in C++. The authors argued that the proxy pattern is the most effective 
solution because it does not require any change of already existing software. The proxy pattern 
wraps code around a software element. This code deals with update without affecting the proxied 
software element or its clients. The idea of adding new code to running software dates back to 
the earliest electronic computers [254]. The proxy pattern enables update without sacrificing type 
safety and performance. In [18] it is motivated that an online-update is a requirement for 
distributed applications because their shutdown might not be an option. The presented solution, 
based on the Java programming language, uses the proxy structural design pattern to wrap any 
object. Upon update, the proxy remains while the wrapped object is updated. Objects have 
references to the proxy only. The advantage of this solution is that there is no need to modify 
existing code and the JVM. The authors pointed a problem when using the self-reference 
operator as this bypasses the proxy. The only possibility to ensure that the proxy pattern is not 
bypassed is to modify the JVM. The measurements of their solution yielded that wrapping an 
object with a proxy adds a maximum of 3,36%, a minimum of 0,08% and an average of 1,13% to 
the execution time, and a maximum of 18,92%, a minimum of 3,98%, and an average of 6,36% 
to the memory consumption. Using the bridge pattern, a variant of the proxy pattern, that enables 
online-update of OSGi services, is described [19]. However, this work does not discuss the 
questions of the proxy pattern when the self-reference operator is used. 

• Interaction modelling: The author of [255] described an online-update mechanism for the Java 
programming language, which is based on three ideas: indirection by using interfaces instead of 
classes; late binding; and factories that create objects. The concepts and language elements in 
Java do not allow for online-update. 



Dissertation of Bjoern Wuest Framework for middleware executed on mobile devices 

Page 61 

A Java programmer can gain more power at run-time by using their own classloader, 

although they cannot force a class to be unloaded. However, using a classloader can 

lead to other problems as Java defines runtime type equivalence in terms of the fully-

qualified name of the class plus the identity of the classloader that loaded the class. – 

cited from [255] 

His solution for online-update, a system called Grumps, is a component model where the single 
software element, i.e. an object of a class, is realised in a container. The interaction between the 
containers is based on the event oriented coordination model. If an object needs to be updated, 
the events are simply rerouted to the new version of that object, i.e. to its container. The Grumps 
solution requires that coordination between objects is based on events. This may be, however, 
not useful, and is not compatible with already existing code that uses method calls. Method calls 
are implementations of the direct coordination model, and of the intrinsic communication form 
in object oriented programming languages like Java. 
A similar approach called weaves is proposed in [256, 257]. A weave is a set of components and 
connections. The weaves are visually modelled, i.e. the components are shown and developers 
draw connections between them. When updating a component, the developer erases the 
connections to this component, and draw new connections to the updated component. 
The work presented in [258] uses interaction modelling and defines operations to ensure that no 
communication between components is ongoing. This is achieved by interception and 
redirection. 
The authors of [259] described an online-update solution based on the runtime-change of 
architectures. Connectors combine components. The former realises any kind of communication, 
whereas the latter realises the computation. A connector connects two or more components. 
Their idea is to re-establish connectors between the components and to isolate old versions of 
components. Once a component has no more connectors, it can be removed. Instead of isolating 
communication to components on the implementation level (as it is done in [255]), they did it on 
the architecture level. 

• Dynamic interfaces: The technology of dynamic interfaces aims to make the requirement for 
updates obsolete. Instead of programming software that invokes operations, software just passes 
arguments and let the platform decide which operation is best suitable for the given arguments. 
The Ninf is a global world-wide computing infrastructure that uses dynamic interfaces to exploit 
available computational power in a grid computer system [260]. A more general solution to 
dynamic interfaces for software based on the concept of service oriented architecture is presented 
in [261]. Part of this solution is an editor, where users and administrators can map the invocation 
of an operation programmed into software to the operations available in other software. 
Administrators define parameter mappings, i.e. assign default values for parameters that the 
invoking software does not provide, select to ignore parameters that the invoked software does 
not expect, or change the types of parameters, e.g. from integer number to floating point 
numbers. The SOFtware Appliances/Dynamic Component UPdatating (SOFA/DCUP) 
architecture combines the concepts of dynamic interface and proxy pattern [262]. SOFA/DCUP 
is based on a static part around a service with a static interface. Software is programmed to use 
this static interface. The static part contains a dynamic part of the service, where the interface of 
the dynamic part may change from a version to another version. The static part contains logic to 
combine the static interface with the dynamic interface of the dynamic part of the service. The 
author of [263] pointed out that frameworks would greatly benefit from dynamic interfaces but 
identified the ambiguity as the major problem for automatic mapping of dynamic interfaces. 

The replication strategy doubles the required resources, physical disc storage capacity and memory 
consumption, so it is considered as unsuitable for ubiquitous computing. Memory manipulation 
requires low-level access, possibly bypassing the operating system. As new versions of operating 
systems will have strict rules on who is allowed to have low-level access to the memory, this 
solution is no longer applicable to modern computing systems. As a consequence, memory 
manipulation is not a future-oriented strategy. The platform manipulation strategy demands a 
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redeployment of an altered platform, e.g. Java Virtual Machine, onto all computers in a distributed 
computing systems used for ubiquitous computing. Since such system may consist of thousands of 
computers this strategy is expected to be impractical. The interaction modelling is a user-centred 
strategy that requires the users to perform rerouting (rewiring, reweaving). Yet, in the vision of 
ubiquitous computing, users are supported in an unobtrusive manner, resulting in a conflict with the 
interaction modelling strategy. Dynamic interfaces have demonstrated that they can make update 
mechanisms obsolete, but require human interaction to resolve ambiguities. What remains is the 
proxy pattern, which does not require low-level access to system resources, e.g. memory, does not 
consume double resources, does not need a redeployment of platforms, and is implemented 
automatically without requiring user intervention. However, the proxy pattern is vulnerable when 
the self-reference operator is used, i.e. a service exposes a reference to itself. Then the proxy around 
a service is bypassed, resulting in a failure of future update attempts [18, 264]. 
The proxy pattern can be applied to deployed services [265, 266]. The decoration of a service with a 
proxy does not modify the existing service but merely wraps it around. Ideally, the decorated 
service and the clients of the service are not aware of the existence of the proxy. For this purpose, 
the proxy is an authorised representative of the wrapped service, responsible for intercepting all 
communication to that service. 
The communication mechanism used for communication between loosely coupled services, e.g. 
FAME² services, needs to support flexible communication links. The publish/subscribe 
coordination model is such a communication mechanism [20, 21]. Software based on 
publish/subscribe reacts to the occurrence of events. An event is defined to be an instantaneous, 
atomic (happens completely or not at all) occurrence of interest at a point in time [267]. In a 
publish/subscribe architecture, the subscriber, which may be a service, registers for a certain event 
of interest and will be notified when that event of interest occurs [20]. Registration is done by 
passing the reference of the subscriber to the publisher. The reference is a unique, immutable and 
direct link to the subscriber. The publisher, which may be another service, is responsible for 
notifying all subscribers by sending the event to all end-points of their references. 
The combination of the two abovementioned concepts results in an incompatibility problem. In a 
publish/subscribe architecture the subscriber exposes its reference to the publisher during 
registration. If the subscriber is wrapped by a proxy that should intercept all communications, 
including receiving events, then the subscriber should not pass its own reference but the reference 
of the proxy instead. Yet, as the wrapped service should not be aware of the proxy, the proxy is 
bypassed by the publish/subscribe communication mechanism. The reasons are that: 
• the subscriber does not know about its extension by the proxy and thus does not update its 

registration information (the reference) at the publisher 
• the publisher does not know about the transparent extension of the subscriber by a proxy and 

thus has no reason to request a new reference of the subscriber 
• the proxy does not know the publishers that the extended subscriber has subscribed to. As a 

consequence, the proxy cannot intercept direct communication between the subscriber and the 
publishers 

This situation, where the publisher sends its events to the subscriber and hence bypassing the proxy, 
violates the purpose of transparently wrapping the subscriber and intercepting all communication to 
the subscriber. The proxy does know about the reference of the subscriber, but because references 
are immutable and the proxy does not know where the subscriber did subscribe, the proxy cannot 
update the reference kept by the publishers of events to refresh the link to the proxy instead of 
linking to the subscriber. Solutions to this problem range from avoid using the reference of objects 
(Liebermann [265] and Hölzle [21]) to manually engineered static proxies (Welch and Stroud [266] 
and Renaud and Evans [264]). Static proxies are proxies designed by the human for a particular 
service and they are aware of the use of the self-reference operator of their proxied object to 
intercept the use. But static proxies require human interventions, which is opposing the idea of 
ubiquitous computing. 
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The remainder of this chapter is structured as following: the next two sections describe details of the 
proxy pattern and publish/subscribe. Section  4.3 introduces the concept of mutable reference 
endpoint to harmonise the proxy pattern with publish/subscribe. Furthermore, this concept allows 
for wrapping the service with as many proxies as required, including the wrapping with proxies 
while it is in use and communicates with events. The implementation of the mutable reference 
endpoint, which is part of the FAME² update manager, is described in Section  4.4. The chapter 
closes with a summary. 

4.1 The proxy structural design pattern 
The proxy structural design pattern [16] is a structural design pattern to transparently wrap around 
software, e.g. a service. The process of creating a proxy around a service is called service 
decoration. Thus, the proxy decorates the service, or the service is decorated by a proxy. The proxy 
is the authorised representative of the decorated service, i.e. the proxy is the interaction point 
between the decorated service and its clients. The objective is to intercept all client initiated 
communication to the decorated service. In object oriented programming, this communication is the 
invocation of operations of the service by the clients. The objective of transparent wrapping with 
the proxy pattern is to ensure that neither the decorated service nor its clients are aware of the 
proxy. 
Using the proxy pattern, features such as logging for audit and monitoring purposes, billing to 
charge for service use, security to control service access, persistence to pertain the service state, 
transaction control for defined workflow, etc., can be wrapped around a service. The situation of the 
service determines the features required. Thus, in order to preserve resources it does not make sense 
to have the functionalities above being an integral part of services. Instead, flexible service 
composition can be applied to add those functionalities on demand and on the fly. Transparent 
extension is feasible, because the functionality of the service does not need to change to have the 
features above extended. 
A client accesses a service through a reference of that service (see Figure  4-1). A reference is a link 
to software, e.g. a service, a client, or a proxy. The reference uniquely addresses the software by the 

software’s reference endpoint. By definition, references are immutable and unique. In other words, 
the reference pointing to a reference endpoint cannot be changed to point to another reference 
endpoint. Also, the reference endpoint is inseparable bound to its software. Furthermore, a reference 
may not be divided, i.e. point to different software at the same time. In the remainder of this 
chapter, this reference type is also called traditional reference. 
When creating a proxy around a service, the references of the proxy and the decorated service are 

different, because references are unique. Both references point to different software elements (see 

 
Figure  4-1: A client accesses a service through the reference of the service 

 
Figure  4-2: Decorating a service with a proxy 
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Figure  4-2). It is not possible to change the reference of the service to point to the proxy because 
references are immutable. 
Thus, the resulting figure of a client using a decorated service looks like in Figure  4-3. 
The immutability of references is still an unsolved problem if the proxy around a service is created 

after clients have obtained the reference to the decorated service. For a transparent extension with a 
proxy neither the decorated service nor the clients of the service should be aware of the proxy’s 
existence. Consequently, there is no reason for the service and its clients to expose information 
about each other, i.e. which clients use the decorated service and which services are used by a 
client. Furthermore, the clients have no reason to support changing the reference from their used 
service to the new proxy around the service. 

4.2 Publish/subscribe 
The communication mechanism used between loosely coupled services needs to support flexible 
communication links. Publish/subscribe is such a communication mechanism [20, 21]. It follows 
the message or event oriented coordination model. 
In publish/subscribe, the subscriber registers with publishers to receive published events. The 
registration is done by passing the reference of the subscriber to the publisher. The publisher sends 

events to the subscriber by using the subscriber’s reference. The major advantage of 
publish/subscribe is that publishers do not need to address the subscribers. The process of 
registration and event-sending is shown in Figure  4-4. 

4.3 The concept of mutable reference endpoint 
A problem occurs if a transparent extension of the subscriber using the proxy pattern is 
implemented after the subscriber passed its reference to the publisher. As explained in the previous 
section, references are immutable and unique. Subscribers have no obligation to update their 
references in their subscribed publishers, and publishers do not keep track with the changes or 
validity of their subscribers’ references. A subscriber registers at a publisher using its reference and 
the publisher sends events to the subscriber using the reference. However, if the subscriber is 
extended with a proxy after a successful registration, the publisher still has the reference of the 
subscriber and not of the proxy. In this case, the events from the publisher are directly sent to the 
subscriber, and the proxy is bypassed. As a result, the intention of transparently wrapping the 
subscriber with a proxy will fail because there are possibilities that clients (publishers) will directly 
communicate with the proxied service (subscriber), and will bypass the proxy. 

 
Figure  4-3: A client access a service through a proxy around the service 

 
Figure  4-4: Operation of publish/subscribe 
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To solve the outlined problem, caused by the use of unique immutable references in the 
implementation of publish/subscribe and the proxy pattern together, the concept of mutable 
reference endpoint is introduced. Mutable references, which are the references to mutable reference 
endpoints, are unique, and they point to or link to software. However, contrary to traditional 
references they are mutable, which means that the reference may change the software it points to. 
Every software, e.g. service, client, proxy, etc., has its own unique mutable reference. 
The mutable reference is a substitute for immutable references. To use the mutable references 
effectively, the usage of immutable references must be avoided. Both reference types, mutable and 
immutable, cannot coexist. 
If necessary, mutable references can change their references. This is necessary when one intends to 
use the publish/subscribe communication mechanism before applying the proxy pattern to the 
subscriber. If a subscriber is transparently decorated after a subscription at a publisher, the mutable 
reference of the subscriber allows the proxy to redirect the reference to it, ensuring that published 
events are intercepted by the proxy, and not received directly by the subscriber. 
Two additional operations for each object type are proposed to introduce mutable references into 
object oriented programming languages. The first operation is the get method that retrieves the 

mutable reference. In Java or C++ this operation would be called getThis(). The other operation is 
the set method that updates the mutable reference endpoint, so that the mutable reference will point 
to another object. This operation is called setThis(…). Figure  4-5 shows the concept of mutable 
references. In this illustration a publisher uses the getThis() operation to obtain the mutable 
reference of a subscriber. The proxy will use setThis(…) to update the mutable reference endpoint. 
This will provide publishers with the up-to-date reference of the decorated subscriber. 
Whenever the reference to an object, like a subscriber, should be stored for some purposes, like 
sending events, the get method for returning the mutable reference would be used instead of the 
built-in operations of object oriented programming languages. 
With the use of mutable reference endpoints and mutable reference, the proxy pattern can be 
applied for online-update of services while the services are allowed to be subscribers in a 
publish/subscribe communication. 
Using mutable references has two limitations: (1) Using mutable references, the reference of a 
decorated service is updated. When a service is decorated with more than one proxy at the same 
level, i.e. wrapping a proxy around a service and the wrapping a second proxy around the same 
service, and not the proxy around the service, would cause a collision. There is no way to tell which 
proxy is the real representative of the decorated service. However, a proxy may be decorated by 
another proxy without causing collisions. (2) When mutable and immutable references are used at 
the same time, the whole concept of mutable references becomes obsolete and the problems 
discussed above, i.e. bypassing the proxy, remain. Once a service exposes its immutable reference 
and this immutable reference is used to register at any publisher, any proxy around this service 
would be bypassed. 

 
Figure  4-5: The concept of mutable reference endpoint 
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4.4 Implementation of the mutable reference endpoint in FAME² 
The FAME² update manager (UM) realises online-update of FAME² services even when these 
services may communicate using events, i.e. publish/subscribe. The UM adds a mutable reference 

endpoint to every service instance once they are instantiated. Actually, the mutable reference 
endpoint is implemented as a proxy around a service. This proxy is created before the service can 
expose its own reference. Service developers should use a placeholder for the mutual reference that 
is defined in the service shell, instead of the traditional reference. Additionally, the proxy 

 
Figure  4-6: Life cycle of a service with implementation of the mutable reference 
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implements part of the update functionality, i.e. the logic to replace a service with another one. The 
life cycle of a service with the implementation of the mutable reference is shown in Figure  4-6. 
The UM enriches every FAME² service with the two additional operations, getThis() and 
setThis(…). The operation getThis() returns the current instance of the service. If there is no proxy 
around the subscriber, the getThis() operation returns the value that the traditional reference would 
do. If there is a proxy around the subscriber, the getThis() operation returns the reference to the 
proxy that is around the subscriber. The setThis(…) operation updates the mutable reference. 
Whenever a proxy is created around a subscriber, the proxy is, by contract, aware of the setThis(…) 
operation. Therefore, when the proxy is created, it invokes the setThis(…) operation on the 
subscriber, passing itself as parameter. Whenever the subscriber registers itself with, or is registered 
at a publisher, the getThis() operation is used to get a reference to the mutable reference endpoint. 
By using the mutable reference the reference at the publisher always refers to the most up to date 
proxy around the subscriber, or the subscriber itself. 

Program  4-1: Source code of an implementation of mutable reference endpoint 
1 private Subscriber mutableReference; 

2 public Constructor() { 

3   mutableReference = ProxyOfThis; 

4 } 

5 public Subscriber getThis() { 

6   return mutableReference; 

7 } 

8 public void setThis(Subscriber s) { 

9   mutableReference.setThis(s); 

10 } 

 
The source code in Program  4-1 is an example of an implementation for the getThis() and 
setThis(…) operations. The instance that is returned by getThis() is the mutable reference of the 
subscriber. This is done to take into consideration that the result of the getThis() operation is used 
for registration with publishers. Thus, the source code in Program  4-1 is a bridge pattern 
implementation of the subscriber (see [16] for a definition of the bridge pattern). The ProxyOfThis 
creates a proxy of the subscriber with the immutable reference to the subscriber as the initial object 
reference for the created bridge. 
Figure  4-7 shows a sequence chart of interaction with a service based on publish/subscribe. Starting 
with step 1, the update manager of the FAME² service execution environment (FAME² SEE), which 
instantiates a FAME² service (Service), wraps the Service with a proxy (Proxy 0). The request to the 
update manager to wrap the service with a proxy is sent by the Service itself and is implemented as 
part of the FAME² service shell. During instantiation, the Service subscribes for events at a 
Publisher. The Publisher sends events to all its subscribers, including the Service. First, the 
Publisher retrieves the current reference to the Service by invoking the getThis() operation (step 2). 
The operation would return the reference to Proxy 0. Next, the Publisher sends an event to the 
reference endpoint, which is the Proxy 0 created by the UM (step 2.1). Proxy 0 forwards the event 
to the Service which had subscribed at the Publisher (step 2.1.1). Some time later the FAME² SEE is 
requested to wrap the Service with another proxy (Proxy 1) (step 3).  
The Proxy 1 updates the mutable reference endpoint by invoking the setThis(…) operation with 
itself as the parameter (step 3.1). The management of updates to the mutable reference is handled by 
Proxy 0. If the Publisher wants to send an event to the Service, then it retrieves the current reference 
to the Service by invoking the getThis() operation (step 4). This time, the operation would return the 
reference to Proxy 1. Next, the Publisher sends an event to the reference endpoint, which is the 
Proxy 1 (step 4.1), which forwards the event to Proxy 0 (step 4.1.1) which actually forwards the 
event to the Service which had subscribed at the Publisher (step 4.1.1.1). As it can be seen from this 
sequence diagram, wrapping a service with a proxy happens invisible to a service and its clients, or 
in other words, happens invisible to subscribers and publishers. 
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Figure  4-8 shows the sequence chart for an update for the above situation. The communication is 
based on publish/subscribe. In step 1, the Publisher retrieves the current mutable reference 
endpoint, which is Proxy 0, of the Service and sends its event. Proxy 0 forwards the event to the 
Service. In step 2, an update request is sent to replace the Service with a new, Updated Service. The 
update manager, as part of the implementation of Proxy 0, releases the binding to Service and 
establishes a new binding to the Updated Service. Events are sent then to the Updated Service (step 
3). The update of the service is invisible for the Publisher, i.e. no termination and registration for 
the subscription needs to be done. Furthermore, the update is invisible for the Service and the 
Updated Service because no information about subscription needs to be exchanged between the 
Service and the Updated Service. 

 
Figure  4-7: Sequence chart of the use of the mutable reference endpoint concept and 
publish/subscribe communication 
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4.5 Summary 
The proxy structural design pattern enables online-update of services. This pattern does not require 
any change of already existing software. Upon update, the proxy remains while the wrapped object 
is updated. Objects have references to the proxy only. All communication to a wrapped object 
passes through its proxy. However, the use of the proxy pattern and publish/subscribe as 
communication between objects is problematic. Publish/subscribe requires that subscribers expose 
their reference to publishers, often allowing inbound communication, i.e. events, to a proxied 
subscriber bypassing the proxy. When the proxied subscriber is then updated, the publisher cannot 
deliver the events because the addressed subscriber is replaced by an updated one. 
This chapter has introduced a new concept for object oriented programming languages, the mutable 

reference endpoint. Traditional references in object oriented programming languages are, by 
definition, immutable and unique links to objects. A mutable reference endpoint is a unique 
endpoint for a reference to an object, but it can be changed, i.e. can be bound to another object. 
Mutable references avoid bypassing of proxies around subscribers in publish/subscribe architecture.  
The FAME² update manager implements the logic to wrap every service with a proxy upon 
instantiation. This proxy adds a mutable reference endpoint. When the service is updated, the 
mutable reference endpoint will be bound to the updated service, and instantly updates the mutable 
references. 
 

 
Figure  4-8: Sequence chart of an update and publish/subscribe communication 
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5 Extensible constraint framework 
One of the primary objectives of creating software from services is reusability. Services are 
discoverable, self-contained software elements providing functionality for specific, well-defined 
tasks. Reusability of services promises a reduction of development cost, i.e. time, money, and 
human resources, resulting in cheaper software and shorter time-to-market. Furthermore, reuse 
promises increased software quality because the number of sources of programming errors, i.e. the 
number of services to be reimplemented, reduces with the number of services that are reused [263, 
268-271]. Reuse of services is based on the economic principle of economies of scale [24, 272], 
which means that doubling the resources results in more than double output [273, 274]. But instead 
of doubling the resources for a current project, reuse enables utilisation of resources spent for past 
projects. 
In practice, reuse is limited by the uncertainty of suitability [22-24], which also led to serious and 
costly software errors in the past [275]. A major source for this uncertainty is incomplete 
specification of the service interfaces [276, 277]. Usually, the service interfaces are the only 
contract between the service and its clients. Formulating and specifying explicit limitations between 
services and its clients is a solution to reduce uncertainty [25, 26]. The formulation of specification 
of such explicit limitations is called Design by Contract (DbC). The contract then defines the 
interface, but also the behaviour of software. Services with explicit limitations as a part of their 
contract are called Trusted Services [24], because they have guaranteed properties and behaviour. 
DbC competes with defensive programming [278, 279]. As Meyer pointed out in his paper on 
Applying “Design by Contract” [25], defensive programming is about 

to include as many checks as possible, even if they are redundant with checks made by 

callers. Include them anyway, the advice goes: if they do not help, at least they will not 

harm. […] This technique, however, often defeats its own purposes. Adding possibly 

redundant code “just in case” only contributes to the software’s complexity – the single 

worst obstacle to software quality in general, and to reliability in particular. The result 

of such blind checking is simply to introduce more software, hence more sources of 

things that could go wrong at execution time, hence the need for more checks, and so on 

ad infinitum. Such blind and often redundant checking causes much of the complexity 

and unwieldiness that often characterizes software. – cited from [25] 

Following Beugnard et al [22], there are four types of contracts between services and their clients: 
• Basic contracts 
• Behavioural contracts 
• Synchronisation contracts 
• Quality-of-service contracts 
Basic contracts specify the operations a service can perform, i.e. its operations, the input and output 
parameters each operation requires, and the possible exceptions, i.e. error conditions, which might 
be signalled by the operation when being executed. Behavioural contracts specify an operation’s 
behaviour using conditions on input and output parameters. These conditions, called pre- and post-
condition or –constraint, are Boolean assertions that ensure that operations receive proper input and 
return valid results. Synchronisation contracts specify the global behaviour of services, i.e. they 
express dependencies of timing and sequence for invocations of the service operations. Quality-of-
service contracts specify qualities of the service behaviour, e.g. maximum response delay, quality 
and precision of the result, number of responses for a given number of queries, and so on. 
Regardless of the type of a contract, a contract aims to protect both contractors, e.g. a service and its 
client. A contract protects the client by specifying how much should be done to be entitled to 
receive a certain result. A contract protects the service by specifying how little is acceptable to be 
not liable for failing to carry out tasks outside of the specified scope [25]. This idea goes back to 
Floyd-Hoare-Logic [280] and the Hoare triple that provides a simple mathematical notation for 
reasoning about the correctness of software: }{}{ RSP . In this notation, P and R are predicates and S 

is a statement of the software. The Hoare triple says that if a pre-condition P is hold for a statement 
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S, then this statement S will produce a result that is compliant to a post-condition R. Beside pre- and 
post-conditions there are invariants, which ensure that a software is never in an inconsistent state. 
While DbC is a powerful tool to increase reliability and quality of service use, existing approaches 
do not take into consideration the dynamic and loose coupled nature of software systems created 
from services. This dynamic and loose coupled nature requires that contracts are dynamically 
negotiable, i.e. contracts adapt to the situations and contexts [22]. 
This chapter describes an approach to dynamically formulate and negotiate pre-conditions for 
behavioural and quality-of-service contracts. This approach, called the Extensible Constraint 

Framework (ECF), also supports contract enforcement and monitoring, which is identified as 
critical element for contract management [281, 282]. The next section reviews existing solutions for 
the different approaches for DbC. Section  5.2 describes the ECF. A discussion and evaluation of the 
ECF is given in Section  5.3. 

5.1 Review of existing solutions for Design by Contract 
There are numerous examples that demonstrate the usefulness of DbC in different software. Sicilia 
and Sánchez-Alonso [271] use DbC to formulate dependencies between learning objects. Learning 
objects are independent and self-standing units of learning content predisposed to reuse in multiple 

instructional contexts [283], e.g. courses at a university. Pre-conditions are the requirements that a 
student is required to follow the course material. Post-conditions are the knowledge the student has 
gained when successfully completing the course. 
Liu and Cunningham [23] demonstrate the use of DbC for service discovery. In service discovery, 
clients may receive multiple responses to one query. Selecting the most appropriate discovered 
service includes an exploration of its interface. Contracts help in this selection process by providing 
additional information about the service capabilities. 
The authors of [268, 270] use contracts not only in the implementation of software elements, e.g. 
services, but also in their architecture and design. Pre-conditions express the requirements of the 
service architecture and design, e.g. other services or a specific architectural style [84, 259]. Post-
conditions express to what services and architectural styles the service architecture and design are 
compatible. The intention of [268, 270] is to enable reuse of architecture and design in different 
software projects. They also indicate limitations of DbC when services do evolve, i.e. extending or 
changing their provided functionality. These limitations result from the explicit formulation of post-
conditions. While post-conditions are required for a formal proof of the correctness of software, 
they are often a limiting factor when services might become more powerful. The reason is that post-
conditions can only be strengthened to avoid that clients of services will receive a result from an 
evolved service that is outside of the previous specification of the service. 
In [284, 285] it is described how DbC can simplify emerging programming styles, e.g. extreme 
programming and aspect oriented programming. The idea of extreme programming is to implement 
functionality without previous design but only a specification. This specification documents the 
inputs to accept, and the expected outputs for different inputs. Programmers then implement the 
functionality and run a test on their implementation, testing if every specified input returns the 
specified output. If this test is not successful, then the functionality is implemented again. The 
intention of extreme programming is to avoid the time required for a design, because in practice 
every design does not cover some of the requirements the software should solve. Design by 
Contract is used to simplify the testing of functionality because the accepted inputs and the resulting 
outputs are no more documented in an external specification, i.e. a printed text document, but rather 
being explicitly formulated as a part of the source code of the implementation. Aspect oriented 
programming (AOP) improves separation of concerns, easing software development by supporting 
modularisation. Services are designed and coded separately from code that cross-cuts their 
functionality [286, 287]. The latter is code which implements a non-functionality feature, e.g. 
logging, access control, and pre- and post-conditions. Some of the cross-cutting features which are 
expressed in aspects (thus the name AOP) cannot be woven with other features into the same 
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service since two features could be mutually exclusive. In [284] it is described how to use DbC to 
explicitly specify the compatibility between aspects. 
The authors of [269, 275] show how DbC increases the quality of software and allows using 
software reuse and the object-oriented programming paradigm in safety-critical software. In [275] it 
is analysed how the cause of the Ariane 5 rocket explosion during its maiden flight could have been 
avoided. The explosion, resulting in an economically loss of a half-billion US-dollar, was caused by 
reusing a software function from the previous Ariane 4 rocket. This software function expected that 
the flight’s horizontal bias is represented as 16-bit signed integer value, whereas the software of the 
Ariane 5 rocket was designed to represent this value as a 64-bit floating point value. In [275] it is 
showed that it was nearly impossible to detect this mistake because even this incompatibility was 
documented it was too difficult to find this information in the whole amount of available 
documentation. Furthermore, all tests were passed successfully, resulting in less motivation to 
further study the software and its documentation to detect any incompatibility. Nevertheless, they 
demonstrated how DbC would have avoided this software bug without any testing, but just by 
compiling the software. Crocker [269] discusses on how to use the object-oriented programming 
paradigm, still considered as unsafe, in safety-critical software for airplanes and nuclear power 
plants. He demonstrates this by a detailed example of flight-instrument software that displays the 
most appropriate flight instrument on a screen for the pilot of an airplane. His primary pillar to 
ensure the correctness of the software, which is a must for safety-critical software, is the use of DbC 
to ensure that the different parts of the software, i.e. objects, fit together and operate in the expected 
way. 
Another motivation for Design by Contract is provided in [288] that states that blaming the source 
of mistakes, e.g. passing invalid parameters to software, increases the overall quality of software 
systems. Existing approaches for DbC do a static modelling of contracts by using pre-compiler 
directives, new keywords in programming languages or totally new programming languages, 
runtime instrumentation, wizards, or aspect oriented programming. 

5.1.1 Pre-compilers 

Pre-compilers are tools that modify source code of software before it is compiled. Such 
modification has often the purpose of replacing short directives with longer language constructs that 
serve a specific purpose, like contract enforcement. Using pre-compilers does not translate source 
code into executable code, but rather is a step before compiling source code. 
In [276, 289] it is described the Java Modelling Language (JML) to enrich the specification of 
source code in the Java programming language with assertions, i.e. pre- and post-conditions. JML is 
an unobtrusive extension to Java. The specification of source code is annotated with the assertions 
in the form of comments. Existing compilers will ignore these comments, whereas a JML pre-
compiler translates the assertions into Java source code. Using the pre-compiler, and then the 
compiler, activates assertion checking, while not using the pre-compiler disables the checking. The 
JML assertions are runtime checks, i.e. they are checked while the Java software executes. JML 
does not allow refining and negotiating contracts between clients and services. This makes JML less 
suitable for software dynamically composed form services. 
The iContract tool, described in [290], is another pre-compiler that translates assertions, described 
in comments of the Java programming language, into Java source code. In comparison to JML, 
iContract supports recursive contract checks. A recursive contract check is used in inheritance to 
evaluate the assertions defined in all super-classes a particular class is derived from. Like JML, 
iContract does not allow refining and negotiating contracts. 
Another pre-compiler is the Java with Assertions (Jass) described in [291]. Jass annotates Java 
software with specifications in the form of assertions, i.e. pre- and post-conditions. In addition to 
JML and iContract, Jass supports trace assertions and refinement checks. Trace assertions are used 
to monitor the dynamic behaviour of objects in time. Thus, they are especially useful for concurrent 
software, i.e. software where its parts are executed concurrently. Refinement checks are used to 
determine whether a class is related with another class, e.g. it is a derived class. In a subtype 
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(derived class), method pre-conditions can be weakened and post-conditions can be strengthened. 
Like in JML and iContract, assertions are checked during runtime of the software. However, Jass is 
not suitable for software dynamically composed from services because it lacks a negotiation and 
refinement concepts for contracts after software is compiled and deployed. 
All approaches using pre-compilers specify assertions in an unobtrusive manner. Existing compilers 
are able to compile source code annotated with assertions because the annotations are done in 
comments. To include the assertions into the software, the source code has to be pre-compiled 
before it is compiled. As a result, the assertions are always checked at runtime of the software. A 
disadvantage that all approaches based on a pre-compiler share is the lack of negotiation and 
refinement of assertions, i.e. contracts, after the compilation of software. This limitation makes 
these approaches unsuitable for software that is dynamically composed from services. 

5.1.2 Special compilers 

Special compilers have specific features that are not available in standard compilers. Special 
compilers are replacements for standard compilers. While translating source code of software into 
executable code, the special compiler adds language constructors to serve different purposes, like 
contract enforcement. 
Using pre-compilers to compile contracts into source code of programming languages, as described 
above, results in contracts being checked during execution time of the software. To enable 
consistency checking of contracts, the authors of [292] argue that they need to be an integral part of 
the programming language. As a consequence, they introduced new keywords into the Java 
programming language to express pre- and post-conditions and use one compiler to translate the 
source code into binary code. They further argue that their approach simplifies debugging and 
incremental compilation because there is no need for a separate compilation for the contracts (there 
are no pre-compilers). The disadvantage of this approach to introduce new keywords into a 
programming language is the requirement for a special compiler. Especially open-source projects 
will suffer from such approach because it requires everyone who wants to participate in the project 
to use a non-standard compliant compiler. Also, the lack of negotiation and refinement of contracts 
is not supported. 
Nunes introduce another keyword into programming languages, i.e. the Java programming 
language, to access the previous state of objects [293]. The use of the previous state of objects is 
helpful when defining contracts for transactions, where the previous transaction influences the next 
transaction. Like in the work of [292], the approach of Nunes lacks the capability of negotiation and 
refinement of contracts after the source code is compiled. 
Allen and Cartwright strengthened the type checking for containers in the Java programming 
language via a form or pre-condition [294]. Similar approaches were done by the authors of [295-
298]. 

5.1.3 Runtime instrumentation 

Modifying executable code while it is being executed is the purpose of runtime instrumentation. 
Directives are replaced or augmented by additional directives just at the moment or slightly before 
the software is being executed. 
jContractor is a tool that uses runtime instrumentation to add contracts to Java software [299-301]. 
Contracts are written in the programming language and follow a rigid naming scheme. jContractor 
analyses the software, using Java reflection technology [139, 141], and modifies the compiled 
software to insert contract checking at runtime. The advantage of jContractor, compared to 
solutions like JML [289], Jass [291], or special compilers as described in [292, 293], is the 
unobtrusive and common process of software development. There is no need to use any special 
compiler or pre-compiler. jContractor supports the inclusion of previous states of objects into the 
evaluation of contracts, similarly to the work presented in [293]. jContractor allows negotiation and 
refinement of contracts after software is compiled. The limitations of jContractor are the use of 
signed code, i.e. when the authenticity and integrity of the software is secured with a digital 
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signature. Modifying such software would result in a negative evaluation of the digital signature. 
Furthermore, instrumentation requires low-level access to the software and can take place only 
before the software is executed. Once the software runs, no more modification, e.g. negotiation and 
refinement of contracts, is possible. Another problem is the rigid naming scheme, being a source of 
errors when a contract is not added to an operation because of typos. Such errors are not detected 
and not reported by jContractor, resulting in wrong assumptions about the running software. 

5.1.4 Web Services Policy 

The Web Services Policy (WS-Policy) Framework describes the non-functional aspects of Web 
Services. It provides the grammar for defining attributes that represent the non-functional aspects. 
An attribute is part of an assertion. Assertions represent a requirement or capability of a Web 
Service. Assertions are grouped in alternatives. A policy is a collection of alternatives [302]. While 
WS-Policy was designed to support synchronisation and quality-of-service contracts, it supports 
behavioural contracts only [303]. Web Services policies need to be matched, there is no 
enforcement concept. Policy matching can be done on syntactical level, comparing attributes for 
equality, or using semantic interpreted information [304]. Policy definitions in WS-Policy can be 
refined at runtime of the software the policy document is written for, because they are formulated in 
XML documents. Modifying these XML documents does not require the software to be in a specific 
state. However, modifications do not apply to ongoing interactions between clients and the 
software. WS-Agreement allows for negotiation of policies [305]. WS-Agreement is a grammar to 
exchange and compare WS-Policy documents. 
An open question for WS-Policy is the lack of enforcement of policies. As WS-Policy depends on 
clients who evaluate and respect the policies in the WS-Policy document of software, there are no 
penalties when clients disobey the specified policies. 

5.1.5 Wizards 

Wizards are, in this context, tools that help developers to specify functionality for the software they 
program. Usually, wizards have a graphical interface, and abstract from the source code by letting 
developers intuitively select the functionality they want to include in their software. 
Defining contracts requires programmers to express them in the form of pre- and post-conditions in 
the source code (see above for examples). Designers of software already define constraints that the 
implementation must follow. A natural step would be to allow designers to define the contracts that 
the implementation must keep. Wizards address this requirement and provide tools that abstract 
from the programming language and allow designers to define their contracts. 
Such wizards are described in [306] for the Microsoft .NET. The designer can use this tool to 
formulate constraints independently from a programming language. The wizard integrates well into 
the standard development environment for Microsoft .NET, the Visual Studio .NET. The wizard 
supports pre- and post-conditions. However, there is no support for previous object state, as e.g. in 
jContractor [299] or the work presented in [293]. Also, there is no support for contract negotiation 
and refinement after the software is compiled. 
Another wizard, designed for the Python programming language, is presented in [307]. Python is a 
programming language available for a number of computing devices, including personal computers 
and mobile phones. However, the same restrictions and limitations that apply to the .NET wizard 
also apply to this wizard. 

5.1.6 Aspect oriented programming 

In aspect oriented programming, source code is augmented by directives that are treated special by 
compilers. These directives advice compilers to include available functionality like contract 
enforcement. 
The objective of aspect oriented programming (AOP) is to weave cross-cutting functionality into 
software during its compilation. Such cross-cutting functionality is usually tangled over numerous 
parts of the software. Examples are logging, access control, and pre- and post-conditions. The cross-



Framework for middleware executed on mobile devices Dissertation of Bjoern Wuest 

Page 76 

cutting functionality is called aspects. The advantage of AOP is that the developer concentrates on 
the functional part of the software, e.g. numerical calculations, data manipulation, etc., while the 
aspects are woven into the software by the compiler. 
In [308], aspects for checking pre- and post-conditions are defined. The implementation of the 
aspect is an ordinary function implemented in the same programming language as the software is 
programmed in, and woven into the software by the compiler. A similar approach is described in 
[309]. 
The authors of [310] extend the JWAM framework. JWAM is a framework for interactive business 
applications and is structured into various business related layers [311]. Part of JWAM is a layer 
realising DbC. Using the DbC functionality of JWAM requires an explicit invocation of the 
functionality. AOP is used to make this invocation implicit by analysing comments in the source 
code and creating proper pre- and post-conditions based on these comments. 
Like the approaches based on pre-compilers, special keywords for programming languages, and 
wizards, the approaches based on AOP do not support negotiation and refinement of contracts after 
compilation of the software. This limitation makes the approaches based on AOP unsuitable for 
software that is dynamically composed from services. 

5.1.7 Contract violation  

In [22], different possibilities of actions that can be taken in the case of a contract violation are 
listed. The first possibility is to ignore the contract violation, averting any effect. In some situations 
it may be acceptable to ignore a contract violation, e.g. when it the redeeming of the contract is 
desired but not critical. An example for such contract would be email delivery with a guaranteed 
delivery time. When the email is delivered too late, only a part of the contract is violated, and the 
sender may decide to ignore the violation because the email was at least received. The second 
possibility is to reject the request for an operation. For example, a calculator service that multiplies 
two positive integer numbers, but requires that the values of both terms are below 100, may reject 
the calculation request if any of the terms has a value above 100 or is negative. Typically, such 
reject is signalled with an exception, indicating that at least a part of the contract was violated. The 
third action is to wait. Waiting might be feasible when dependencies are not resolved, but it is 
expected that they might be in the future. An example is an email service that waits with the 
delivery of an email until network connectivity is available. The fourth action is to negotiate. If a 
part of the contract cannot be hold in the current situation, then the contractors may change the 
contract so it will be satisfied. An example would be a limitation of the number of invocations of 
service operations in a defined period of time. Clients may request from a service to increase the 
number of allowed invocations, possibly in exchange of a decreased number of allowed invocations 
at another time. What can be seen from the different possibilities of actions is that they all apply on 
pre-conditions, i.e. to react on a contract violation before an operation is executed. Furthermore, the 
different examples motivate that services should be able to react with all four different actions to 
contract violations. Ignoring and waiting does not require any special feedback from the service to 
the client. Rejection and negotiation requires a feedback from the service to the client. This 
feedback can be given in the form of exceptions, requesting the client to react to an exception with 
either accepting it, or starting a negotiation process. 

5.1.8 Comparison of existing solutions 

Services may depend on other services. When a dependant service disappears and is replaced by 
another, similar service, the pre- and post-conditions of services may change. As a result, 
composing software from services requires negotiation and refinement of contracts on services. A 
solution for Design by Contract for use in software based on the concept of service oriented 
architecture requires changing conditions after service deployment and during service execution. 
Conditions should be formulated in the same programming language as services. A dedicated or 
modified programming language for expressing conditions requires that developers have to learn 
another programming language, potentially reducing the willingness to define pre- and post-
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conditions. This includes the use of tools as well. Optimally, developers do not need to learn 
another programming language to express conditions, and do not require to use any additional or 
modified tool. Finally, there must be no requirement for a special runtime environment for contract 
enforcement, because this will hinder the widespread use of contract-aware services. Optimally, a 
solution for DbC has to support all four different contract types identified by Beugnard et al [22]: 
basic contracts, behavioural contracts, synchronisation contracts, and quality-of-service contracts. 
Finally, optimally all types of contract violation are supported. 
Table  5-1 compares the reviewed existing approaches and lists their capabilities. 
 

Table  5-1: Comparison of existing approaches for design by contract 
 Pre-compilers New 

keywords 
Instru-
mentation 

Wizards Aspect oriented 
programming 

 JML iContract Jass [292] [293] jContractor 

WS-Policy 

.NET Python [308] [310] 
Supported conditions 

Pre Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Post Yes Yes Yes Yes Yes Yes No Yes Yes Yes Yes 
Invariant Yes Yes Yes Yes Yes Yes No Yes Yes No No 
Previous state Yes No No No Yes Yes No No No No No 

Supported contracts 
Basic Yes1 Yes1 Yes1 Yes1 Yes1 Yes1 No Yes1 Yes1 Yes1 Yes1 
Behavioural Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Synchronisation No No No No No No No No No Yes Yes 
Quality-of-
service 

No No No No No No No No No Yes Yes 

Supported features 
Unobtrusive Yes Yes Yes No No Yes Yes Yes Yes No Yes 
Negotiation No No No No No Yes2 Yes No No No No 
Refinement No No Yes2 No No Yes2 Yes No No No No 
Proof of contract Yes No No No No No No No No No No 
Requesting 
conditions 

No No No No No No Yes No No No No 

Supported contract violations 
Ignore No No No No No Yes No Yes Yes Yes Yes 
Reject Yes Yes Yes Yes Yes Yes No Yes Yes Yes Yes 
Wait No No No No No Yes No Yes Yes Yes Yes 
Negotiate No No No No No No No No No No No 

Does not require learning / using … 
New language No No No No No Yes No Yes Yes Yes Yes 
New tools No No No No No Yes Yes Yes Yes No No 
Modified 
runtime 
environment 

Yes Yes Yes Yes Yes No Yes Yes Yes Yes Yes 

1 : support is provided by the interface specification (operation name, parameter signatures, etc.) of the service 
2 : Negotiation and refinement are only possible while the service is not running 

 
Summarising, there is no solution that supports all contract types and all contract violations. 
Furthermore, all existing solutions require to learn new languages or tools or to use a modified 
runtime environment when executing services. 
 

5.2 Description of the ECF 
This section describes the Extensible Constraint Framework (ECF), which is an optional part of 
FAME². It is a new approach to dynamically define, refine and negotiate all different types of 
contracts on services and their interactions. 
Existing approaches for Design by Contract integrate (also known as hard-wire) pre- and post-
conditions into the software either at compile time or when the software starts. Hard-wiring means 
that the assertions are an integral part of the software, and there is no possibility to negotiate or 
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refine contracts while the software is running. However, such negotiation and refinement is 
desirable for behavioural and quality-of-service contracts. Behavioural contracts might be changed 
when dependencies of software elements change, e.g. a dependant service disappears and is 
replaced with another service that has slightly different, harder or weaker, limitations. Quality-of-
service contracts may be negotiated to cover times of heavy load, or different context, e.g. when a 
computer hosting a service changes from being battery powering to being line operated, or the 
service moves to another computer with different hardware like a more powerful CPU. Existing 
approaches do not provide such support of negotiation and refinement of contracts. 
The extensible constraint framework (ECF) defines pre- and post-conditions, also called constraints, 
as software artefacts, i.e. classes in object oriented programming. These software artefacts can be 
added and removed from specially prepared service interfaces. The preparation of service interfaces 
is part of the FAME² update manager, but is also realisable via an ECF service (described below). 
The proxy that is created around each service has a special container to hold pre- and post-
conditions. When an operation of a service is invoked, the invocation is intercepted by the proxy 
around this service. Before the operation itself is invoked, the passed parameters are passed to the 
assigned pre-conditions. The result of the operation is checked against all assigned post-conditions 
before it is returned to the invoker of the operation. The action of contract violation, i.e. ignoring, 
rejecting, waiting, or negotiation, depends on the implementation of the pre-condition. Post-
conditions always ignore contract violations. 
The ECF supports four operations to model any kind of Boolean relationship between conditions: 
and, or, not, and parenthesis. Conditions are activatable or deactivatable depending on the current 
situation or context, e.g. to reflect fluctuations in available resources, or heavy service use. 
Violations of conditions are not only indicated by Boolean values, as it is the case in JML, 
iContract, jContractor, etc., but by expressive exceptions that contain details what condition was 
violated and why. On the one hand this helps in debugging software; on the other hand this 
information is useful to adapt software at runtime to meet the capabilities of current situations and 
contexts. The ECF comes with a service that allows querying the pre- and post-conditions assigned 
to operations of services. This information can then be used for other services, like service 
discovery for more accurate service selection. Negotiation of contracts is also possible via the ECF 
service. 
The ECF supports the following features: 
• Seamless integration into existing software development tools. There is no requirement for 

compiler support. 
• Extensibility by defining new constraints which seamlessly integrate with the ECF. New 

constraints are assigned to services without any source code modification, recompilation and 
redeployment of the service. 

• Dynamic constraints by allowing adding and removing of constraints from a service at 
runtime. No recompilation or restart of the service is required for the new constraints to be 
activated. 

• Grouping of constraints into constraint functions. Constraint functions behave like normal 
constraints. For grouping of constraints Boolean logic is used. The Boolean logic operations of 
and, or and not are supported. Constraint functions are always evaluated at once, such that a 
constraint function is comparable to the mathematical construct of parenthesis. 

5.2.1 Example 

Program  5-1 is an example of a service that stores objects of unspecified type. The ECF is used to 
limit the types that might be stored to be of type java.lang.Integer and java.lang.String. 
Furthermore, the ECF is used to limit the number of stored objects, and demonstrates how the size 
of the storage, i.e. the number of stored objects, can be changed. The Java source code of the 
essential parts of the example is shown in Program  5-1. 

Program  5-1: Example of using the extensible constraint framework 
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1 public interface IStorageService extends IService { 

2  public void add(ISecurityPrincipal Principal, Object Entry) throws Throwable; 

3  public void remove(ISecurityPrincipal Principal, Object Entry) throws Throwable; 

4  public int getSize(ISecurityPrincipal Principal) throws Throwable; 

5 } 

 

 

6 public class CStorageService extends AService implements IStorageService { 

7  private java.util.Collection m_Storage = new java.util.LinkedList(); 

8  public void add(ISecurityPrincipal Principal, Object Entry) throws Throwable { 

m_Storage.add(Entry); } 

9  public void remove(ISecurityPrincipal Principal, Object Entry) throws Throwable { 

m_Storage.remove(Entry); } 

10  public int getSize(ISecurityPrincipal Principal) throws Throwable { return 

m_Storage.size(); } 

11 } 

 

 

12 public class CTypeConstraint implements IConstraint { 

13  private Class[] m_AllowedTypes; 

14  public CTypeConstraint(Class[] AllowedTypes) { m_AllowedTypes = AllowedTypes; } 

15  public void check(Object[] Values) throws EConstraintViolation { 

16   for (int i = 0; i<Values.length; i++) { 

17    boolean valid = false; 

18    for (int j = 0; j<m_AllowedTypes.length; j++) { 

19     if (Values[i].getClass().equals(m_AllowedTypes[j])) { 

20      valid = true; 

21      break; 

22     } 

23    } 

24    if (!valid) { throw new EConstraintViolation(“The parameter number “ + i + “ has a type 

that is not allowed for this operation.”); } 

25   } 

26  } 

27 } 

 

 

28 public class CUpperLimitConstraint implements IConstraint { 

29  private java.lang.reflect.Method m_Method; 

30  private Object m_Object; 

31  private ISecurityPrincipal m_Principal; 

32  private int m_Limit; 

33  public CUpperLimitConstraints(java.lang.reflect.Method M, Object O, ISecurityPrincipal 

P, int L) { 

34   m_Method = M; 

35   m_Object = O; 

36   m_Principal = P; 

37   m_Limit = L; 

38  } 

39  public void check(Object[] Values) throws EConstraintViolation { 

40   try { 

41    Object result = m_Method.invoke(m_Object, new Object[]{m_Principal}); 

42    if (result instanceof Integer) { 

43     if (((Integer)result).intValue() > m_Limit) { throw new EConstraintViolation(“The 

object already stores the maximum number of objects. Please remove objects before 

adding new ones.”); } 

44    } else { throw new EConstraintViolation(“The given method \”” + m_Method + “\” does not 

support the upper limit constraint.”); } 

45  } 

46  public void setLimit(int NewLimit) { m_Limit = NewLimit; } 

47 } 

 

 

48 public interface IECFService implements IService { 

49  public IService constrainService(ISecurityPrincipal Principal, IService Service) throws 

Throwable; 

50  public void addPreCondition(ISecurityPrincipal Principal, IService Service, 

java.lang.reflect.Method Method, IConstraint Constraint) throws Throwable; 

51 } 

 
The interface declaration of the storage service is shown in the lines  1 to  5. The implementation of 
the service is in the lines  6 to  11. The constraint that limits the storage service to store objects of 
certain types is shown in the lines  12 to  27. Lines  28 to  47 show the implementation of a constraint 
that limits the number of elements stored. A part of the interface of the ECF service is shown in the 
lines  48 to  51. 
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Constraining the storage service to limit the types of objects to be stored within is realised by 
invoking the constrainService(…) operation of the ECF service with the instance of the storage 
service as a parameter. The result will be a storage service where conditions can be assigned to. To 
limit the types that this storage service is allowed to store, the operation addPreCondition(…) is 
invoked with the storage service as a parameter and a properly configured instance of the 
CTypeConstraint class. The Method parameter of the addPreCondition(…) operation can remain 
empty (=null) because this parameter is not required by the CTypeConstraint. After the instance of 
CTypeConstraint is assigned to the storage service, no other types than configured in the constraint 
may be stored in the storage service. The constraint does not, however, affect already stored objects. 
Thus, the integrity of the storage service, which may depend on the containment of objects of other 
types, remains intact. The use of the CTypeConstraint is also more powerful than using templates. 
Templates are an element of generic programming, to specialise generic algorithms to a specific 
data type [312]. Templates would restrict the storage service to accept exactly one type, but not both 
(java.lang.Integer and java.lang.String). The CTypeConstraint supports to restrict the storage 
service to accept several different types. One might also imagine other constraints to limit the value 
range of accepted integers, or the length of strings to store. 
Limiting the number of objects to be stored in the storage service is realised by the 
CUpperLimitConstraint. It is assigned to the storage service via the addPreCondition(…) operation 
of the ECF service (IECFService), where the Method parameter is a reference to the getSize(…) 
operation of the storage service. This reference is required so the CUpperLimitConstraint can 
ascertain the number of objects currently stored. Changing the maximum number of objects to be 
stored is configurable via the setLimit(…) operation in the CUpperLimitConstraint. 
All the constraints are assignable to the storage service while the service is running. Also, there is 
no requirement to prepare the storage service to be constrained. 

5.3 Evaluation and discussion 
The extensible constraint framework (ECF) supports the formulation of pre- and post-conditions 
and previous states. It does not support invariants, because the objective of ECF is to control the 
interaction between services, and not the validity of service execution. With ECF, it is possible to 
define all four types of contracts: basic, behavioural, synchronisation, and quality-of-service 
contracts. Furthermore, ECF is the only solution that supports all four types of contract violation. 
ECF does not require the developer to learn any new tools, language, or use any modifid runtime 
environment when executing services. Except proof of contracts, ECF also has support for the 
different features listed in Table  5-1 above. ECF is the only approach that supports negotiation and 
refinement of conditions while a service is running. 
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6 Future work 
The Framework for Applications in Mobile Environment (FAME²) is a framework for developing 
middleware based on the concept of service oriented architecture. It is a collection of features 
considered to be useful and mandatory for middleware that is used in distributed computing systems 
in ubiquitous computing: service life cycle, service discovery, online-update, refinement and 
negotiation of contracts, support for access control, and tagging interfaces to model cross-cutting 
aspects of services like logging and billing. 
While FAME² provides a set of useful and reasonable features and guidelines, there are features that 
would increase the usability of FAME² for middleware developers. Among these features are: 
• extended and autonomic service life cycle support with dependency resolution 
• semantic service descriptions and service modelling 
• smart and meaningful selection of available service discovery solutions for optimal resource 

preservation 
• autonomic service deployment for optimal resource use in a distributed computing system 
• service validation 
In this chapter, some thoughts for future work on these identified topics are given. 

6.1 Service life cycle and dependency resolution 
In current FAME², there is no formulation of dependencies between services. When a service 
depends on another service, this other service must be available, where availability means that the 
depending service is running either locally or remotely and if it runs remotely, then a 
communication protocol for remote communication must be available. There is no mechanism in 
FAME² that runs depending services automatically. This complicates management and 
administration of FAME² based software run in distributed systems, because users have to resolve 
dependencies manually. 
The PCOM middleware includes a partial solution by explicitly formulating dependencies between 
services [127]. A similar approach of explicit dependency formulation and resolution for the Open 
Services Gateway initiative is presented in [180]. Yet, PCOM and the work presented by Cervantes 
and Hall are not able to automatically run services when they are demanded. The Information 

Society Technology (IST) Future and Emerging Technologies (FET) project CASCADAS 
(Component-ware for Autonomic Situation-aware Communications, and Dynamically Adaptable 

Services) will tackle this question when investigating life cycle for services distributed in a self-
organising network [313]. 
To integrate dependency resolution, and thus an automated service life cycle, the FAME² life cycle 

manager (LCM) can be improved. As the LCM is separated from services, its modification has no 
negative effects on already existing services. 

6.2 Semantic service description and modelling 
The features and capabilities of services are described in their description. Existing service 
description languages, e.g. the Interface Description Language (IDL) of CORBA and the Web 

Services Description Language (WSDL) of Web Services do describe the interface specification of 
services, i.e. method names, types of parameters, return types, and signalled exceptions. Such 
descriptions are machine processible, that is they can be analysed, interpreted, and modified by 
computers, but they provide little information about compatibility, requirements, and behaviour that 
would help developers when creating service ensembles. 
Using service description with semantic information enables the introduction of fuzzy concepts into 
features like semantic service discovery, service choreography, service interaction modelling, etc. 
Instead of searching for services with precise request and requiring exact matches, natural language 
queries are used, e.g. looking for a “service that provides the current location” and imprecise 
matches would be sufficient. Similarly, the realisation of choreography of services based on the 
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semantic description of their features, mediated by a communication middleware and binding 
framework, and not on the interface specification, would enable a more dynamic interaction 
between services. Developers are supported when modelling service ensembles by designing the 
flow between services based on semantic information like compatibility, requirements, and 
behaviour. 
Several scenarios for semantic service description and modelling in their work on data management, 
and Web Services choreography are presented in [314-316, 355]. The approach described in [317] 
distributes the semantic service description in a knowledge network and utilises this knowledge 
network for composing services. Using the information on requirements specified in semantic 
service descriptions to optimise the resource use in GRID computing systems is presented in [318]. 
A comparison of different approaches for semantic service descriptions and their matchmaking in 
service discovery is given in [319] with the result that existing semantic service descriptions fail to 
describe aspects like behaviour of services unambiguously. Altogether, the existing approaches 
show the benefits of using semantic service descriptions, while specialising their description 
languages to particular domains, e.g. mobile data management [314], GRID computing [315, 318], 
and service composition [317]. However, the objective should be a general semantic service 
description language. 
The repository realised as part of the FAME² service execution environment supports the 
management of different service descriptions. However, FAME² does not specify a service 
description that could be used for automatic dependency resolution, semantic description, 
choreography, etc. 

6.3 Service discovery optimisations 
The Open Service Discovery Interface (OSDI) is an abstraction from service discovery solutions 
that are based on the request/response schema, i.e. where clients send requests querying about 
services, and responses are returned from service discovery solutions with information about found 
services. Similar approaches are the service discovery abstraction in the Support for Service 

Discovery and Interaction (SSDI) project [12, 13], the Open Service Discovery Architecture 
(OSDA) [14], and the service discovery framework in the Reflective Middleware for Mobile 

Computing (ReMMoC) [15]. However, only the OSDI permits clients to formulate their requests in 
any query language, integrates new service discovery solutions as services allowing for their own 
discovery (self-similarity), is flexible by allowing clients to interact with service discovery solutions 
directly or via the abstraction, and supports continuous operation 
Future work should investigate optimisations for service discovery, for example study mechanisms 
to determine the most efficient network (UMTS, Bluetooth, W-LAN, etc.) to use when many of 
them are available. Most efficient refers to aspects of energy consumption, bandwidth, cost, 
response time, accuracy, reliability, availability, etc. Current research in virtual network interfaces 
and network abstraction might provide such mechanisms [320-324]. 
The OSDI achieves access transparency for service discovery. The selection algorithm implemented 
in the event dispatcher of the OSDI, which decides where events are sent to, is based on the 
inefficient cycle and see philosophy [15]. Smarter selection algorithms may increase efficiency of 
the OSDI by selecting only the relevant out of the available service discovery solutions, and thus 
limit the number of destinations where events are sent to. The design of OSDI supports the 
replacement of the selection algorithm at runtime, making it possible to use optimised selection 
algorithms for different situations. First hints for alternative selection algorithms may come from 
network packet scheduling, e.g. Round Robin [325-329] and Fair Queuing [330, 331]. 
Research on translation of query languages of service discovery would result in a more flexible use 
of it. Translation means to formulate a query in the language of one service discovery solution, and 
let it automatically translate into the language of another service discovery solution. The advantage 
would be then that two otherwise incompatible service discovery solutions can be used by issuing 
only one query. The architecture of OSDI includes the concept of query translators. However, 
translating query languages is not realised within this dissertation. For translation, there are two 
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possible approaches: first, having a direct translation, and second, defining a common language into 
which all other languages can be translated. In this dissertation, no recommendation on the 
approach to select is given. The OSDI supports both approaches. Further optimisations can be 
achieved by choice of filters. Filters reduce the set of discovered services. This reduction simplifies 
the selection process to be realised within the client of OSDI when numerous services are 
discovered that match the query of the client. Filtering can be based on aspects of security (like 
access control), communication cost, availability, reachability, quality of service metrics, 
behavioural contracts, etc. 

6.4 Service deployment 
FAME² supports reconfigurability of middleware by adding and removing services at its runtime. 
As a result, FAME² theoretically supports logical mobility. Optimising resource use, quality of 
service, and optimising communication between services are the main reasons for logical mobility. 
Other reasons are security considerations, personal preferences of the service users, and expected 
unavailability of remotely used services. Logical mobility of services includes service deployment. 
Service deployment comprises the steps of release, installation, update, activation, deactivation, 
adaptation, uninstalling, and de-release of services [332]. Additional steps of service deployment 
are license management, dependency checking (see Section  6.1), requirements checking, 
compatibility questions, and so on. A comprehensive overview of numerous solutions for 
deployment is given in [332]. While there is progress in realising the above steps (e.g. [333-337]), 
there is one question that remains unanswered until today: “Who deploys what when to where?” 
This question is of particular relevance in ubiquitous computing. Ubiquitous computing envisages 
unobtrusive distributed systems, i.e. they do not bother the user but just serve him. Due to the 
heterogeneity and mobility expected in distributed computing systems for ubiquitous computing, 
logical mobility is a necessary feature to optimise resource use, increase quality of service, and to 
optimise the communication between services. To implement unobtrusive distributed computing 
systems, users, including administrative and technical personnel, are not the answer to the “Who” 
in the above question. A possible answer for the “Who” could then be: the computers themselves. 
The “what” in the above question could simply be answered with “services”. But this answer is too 
simple. It has to be clarified what is a service, and what is part of a service. Services may have a 
persistent state. This state might be deployed, too, to support that a deployed service just continues 
in the same state as before its deployment. On the other hand, it might be that such persistent state 
should not be deployed to support that the service does not continue with its previous state, but 
performs a total restart. Furthermore, the persistent state of a service may be invalid on the 
computer where the service is deployed to. A possible solution to this problem could be to limit the 
“what” to “stateless services”. 
The “when” and “where” part of the question is probably the most challenging. When answering 
this part from the viewpoint of communication between services, the answer would be “as soon as 

possible as close to the communication partner”. But when answering this part from the viewpoint 
of computation, the answer would change to “as soon as possible to the fastest computer 

available”. And when answering this part from the viewpoint of cost for moving services, the 
answer would be “as late as possible to the cheapest location”. Cost functions, a mathematical 
concept used to solve optimisation problems [338-340], could be an answer to the “when” and 
“where” part of the question. Depending on the cost function and parameters set, the answer could 
be one of the above, or any other. 
The authors of [341] list requirements that automatic deployment needs to tackle for Enterprise Java 
Beans and CORBA Components. They came to the result that a minimal requirement is that a 
hosting environment for components, i.e. a service execution environment, needs to be present on 
every device where a component will be deployed to. However, the work presents no answers to the 
above question. A cost function for deployment of service logic in networks is presented in [342]. 
The cost function is part of a service creation environment for creation of distributed network 
services. The service creation environment assumes that services are stateless and there is no 
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request for deployment while services are running. Another work that uses cost functions for 
planning of deployment is presented in [343]. Yet, this work did not analyse the dependency 
between the number and quality of resources and their impact on the efficiency of their cost 
function. The CASCADAS project [313] is going to define cost functions for the deployment and 
movement of services in autonomic communication systems, which might also be used for 
ubiquitous computing. 

6.5 Service validation 
Validation is the process of checking if something satisfies certain criteria. Validation refers to the 
process of controlling that data inserted into software satisfies pre-determined formats or complies 
with stated length and character requirements and other defined input criteria, and also refers to the 
process of ensuring that software is allowed to do something. 
Service validation is important in middleware based on the concept of service oriented architecture 
and that supports reconfigurability and logic mobility of services. As services integrate into a 
middleware, it needs to be ensured that the integrating service is valid, i.e. complies with the criteria 
of the middleware. Such criteria are the policies setup for resource use, communication, security, 
data handling, etc. 
There are different forms of service validation, among them are: 
• validating the correctness of specifications and algorithms implemented in services 
• validating the correctness of data exchange between services 
• validating the correctness of service compositions 
• validating the correctness of services itself 
How the correctness of specifications and algorithms, implemented in services, can be validated is 
presented in [344-346]. The authors of [344] present a development methodology for service 
creation for multimedia telecommunication services and introduce a validation cycle after every 
development step. This validation cycle reverses the development step to check whether the result 
will lead to the starting conditions or not. Their approach is, however, only applicable to 
development steps that can be unambiguously reversed. If during reversing the development step 
and ambiguities may result, then their approach fails. The authors of [345] create an accessibility 
graph that contains all possibilities of how to use a service. The arcs of the graph represent state 
changes of the service and indicate how a service may be used after its last use, i.e. which 
operations of the service are allowed to be invoked after the previous invocation. This graph is then 
compared with the specification of the service. Identified mismatches can be located and fixed by 
examining the created accessibility graph. A mismatch is an operation that is not executable but 
should be. In [346] an approach for service validation is done by formulating properties that 
services should satisfy (i.e. desired behaviour) and that they should not violate (i.e. undesired 
behaviour). The properties, i.e. the behaviour of services, is described in a meta-language and 
validated by an agent that compares the described properties with the current behaviour of services. 
Similar work is carried out for services in autonomic communication in the area of pervasive 
supervision, which inspects services and compares the behaviour of the service with a plan that 
defines its expected behaviour [347-350]. 
Validating the correctness of data exchange between services is the primary objective of design by 
contract (DbC). Motivations, related work in this area, and an own approach for runtime validation 
of contracts can be found in Chapter  5 of this dissertation. Another work in this area is presented in 
[351]. They extend IDL by the possibility to formulate behavioural contracts. These contracts are 
then evaluated at runtime of the services. 
The authors of [352] and [353] focus on the correctness of service composition. In [353], a formal 
model to verify, that is to proof, that service compositions are valid, is introduced. For this purpose 
the interfaces of dependant services are compared with the implementation of depending services. 
The comparison is based on a formal notion that can be evaluated using mathematical expressions. 
The evaluation is supported by tools and applicable at runtime of services, including compositions 
of services formed at runtime of middleware. The authors of [352] describe a similar approach 
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based on aspect oriented programming to formulate policies for the behaviour of services. Aspects 
are weaved into composed services and executed. Their approach is demonstrated for Enterprise 

JavaBeans. Further work is required to check if the idea of using aspects to formulate policies can 
be generalised to be useful for other frameworks. 
The validation of correctness of services itself includes checking the integrity of services. This is 
particularly important for logical mobility, because services moving from one device to another 
may claim to be something which they are not. Using checksums, certificates, etc. provides a 
mechanism to ensure that the implementation of a services matches its description, and allows users 
to judge whether a service is what it claims to be or not. Usually, setup software used for 
deployment includes such functionality [332]. 
What is missing is a service validation process encompassing the different forms of service 
validation, i.e. validating the correctness of specifications, algorithms, data exchange, compositions, 
and the services itself. Future research activities may seek to integrate existing solutions for the 
single forms of validation, or to create new forms of service validation. 

6.6 Summary 
In addition to the capabilities of FAME², this chapter proposes five topics to improve and extend its 
capabilities and to make it more convenient and usable for middleware developers: 
• Service life cycle and dependency resolution 
• Semantic service description and modelling 
• Service discovery optimisations 
• Service deployment 
• Service validation 
Automated service life cycle and dependency resolution simplifies the administration of 
middleware. Dependency resolution and automated service life cycle would be implemented in the 
LCM of FAME². As the LCM is separated from services, its modification has no negative influence 
on existing services. 
A semantic service description may be used for new concepts of semantic service discovery, service 
choreography, and service interaction modelling. The repository of FAME² supports different types 
of service descriptions. Features like semantic service discovery or service choreography can be 
implemented as FAME² services. 
OSDI abstracts service discovery solutions. These solutions are implemented as services. The 
implementation of the OSDI is responsible to publish service discovery queries in an event channel, 
and collect all responses. More smart solutions, where the OSDI forwards the service discovery 
queries to selected service discovery solutions only, might improve the performance of service 
discovery in FAME². 
Logical mobility, which includes service deployment, is a possibility to optimise resource use, 
quality of service, and to optimise communication between services. The question of service 
deployment is “Who deploys what when to where?” Especially in ubiquitous computing the answer 
to this question is not trivial, because usually users should not be bothered with decisions of when 
and where something should be deployed. Instead, ideally computers are able to answer this 
question. However, as it is pointed out, there are different possible answers, some of them are 
conflicting. 
Service validation ensures the correctness of services, service compositions, data exchange between 
services, and algorithms implemented in services. Service validation is an important feature in 
middleware supporting logical mobility and reconfigurability, as any middleware based on FAME² 
does. With service validation, the quality and robustness of middleware based on FAME² is greatly 
enhanced. 
For each of the identified topics, relevant work exists. However, this existing work has to be 
adapted to fit into FAME² and ubiquitous computing. 
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7 Conclusion 
The focus of this dissertation is on middleware and enabling technologies to be used in distributed 
computing systems for ubiquitous computing. The dissertation contributes concepts and ideas for 
developing middleware for these systems. 
The vision of ubiquitous computing foresees computers of manifold type seamlessly integrate and 
support the user in the background, meaning that computer systems do not distract the user in his 
everyday activities. A characteristic of distributed computing systems for ubiquitous computing is 
the heterogeneity of computers, reaching from small scale devices embedded into coffee cups and 
carpets, over mobile devices like cellular phones, personal digital assistants and notebook 
computers, to computers with high performance like servers, mainframes, etc. All these devices 
interact together to provide services to the users. The heterogeneity is manifested in different 
operating systems, network protocols, etc., too. Middleware is a software technology concept used 
to abstract from such heterogeneity and providing a homogeneous layer that supports software 
implementing the services for the users. 
 
Chapter  2 concentrates on the review, analysis, and finally the creation of a framework that supports 
development of middleware that will be executed on mobile devices, like mobile phones and 
personal digital assistants. The characteristics of mobile devices are heterogeneity, limited 
resources, and wireless connectivity. Different programming models and software technology 
concepts for the realisation of middleware are described. They are evaluated for their suitability to 
be used in middleware for ubiquitous computing. Following on from that, existing frameworks and 
technologies for middleware development are reviewed and their characteristics are compared with 
the previous description of programming models and software technology concepts, and the 
identified characteristics of mobile devices. From this comparison it can be seen that RUNES and 
Web Services are the most promising candidates to implement middleware for distributed 
computing systems in ubiquitous computing. However, RUNES is in its early specification phase, 
and it is unclear how its realisation will look like. Web Services are, concerning ubiquitous 
computing, premature. Various solutions, like WS-Policy, code mobility, etc. are under active 
research and no standard is available now. This state-of-the-art comparison still motivates the need 
for complementary work. 
The Framework for Applications in Mobile Environments 2 (FAME²) is specifically designed for 
developing middleware that is able to be executed on mobile devices. It includes a development 
process to implement middleware services, and service execution environments (SEEs) that host 
(i.e. execute) the middleware services. The objective of the development process is to separate the 
concerns of developers of middleware services, and of developers of SEEs, which is often mixed 
today, resulting in unnecessary interdependencies between middleware services and their SEEs. 
FAME² is the first solution to implement middleware for distributed computing systems in 
ubiquitous computing with all the following features: 
• minimal resource use 
• flexibility by enabling reconfiguration of middleware and its services at runtime 
• a security concept on three different levels of access control: middleware, service, and 

operation 
• an open interface to utilise virtually any existing service discovery that is used in 

middleware today 
• online-update functionality of middleware services, including services that are in use 
 
Service discovery is revisited and handled in detail in Chapter  3. As service discovery is a 
fundamental technology required for middleware used in distributed computing systems for 
ubiquitous computing, a review of the state of the art leads to the conclusion that there is a demand 
for an integration of already existing and future service discovery solutions. Existing solutions for 
service discovery integration are discussed and their shortcomings are identified. The Support for 
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Service Discovery and Interaction (SSDI) integrates service discovery solutions as plug-ins and 
clients use service discovery by formulating their queries in a proprietary query language. The 
shortcomings of SSDI are shown by the requirement to use a proprietary query language, and the 
missing ability of a direct interaction with the service discovery plug-ins. As a consequence, future 
service discovery solutions cannot be integrated because the proprietary query language of SSDI 
does not reflect new features introduced by these future service discovery solutions. The Open 

Service Discovery Architecture (OSDA) creates an overlay on top of different service discovery 
solutions. Clients query this overlay network with a proprietary query language, and the results are 
also in a proprietary format. As a consequence, OSDA suffers from similar shortcomings as SSDI 
do. The Reflective Middleware for Mobile Computing (ReMMoC) contains a Service Discovery 

Framework that integrates different service discovery solutions. ReMMoC allows clients to directly 
interact with the service discovery solutions it integrates, enabling integration of future service 
discovery solutions. However, ReMMoC requires a modification of the middleware’s 
implementation and a restart upon integration of a new service discovery solution. Such 
requirement is undesirable for middleware in distributed computing systems for ubiquitous 
computing, because integration of a new service discovery solution requires human interaction. This 
violates the idea of unobtrusive user support. 
The Open Service Discovery Interface (OSDI) incorporates some of the concepts used in existing 
solutions for integrating service discovery solutions. It is the first solution that enables continuous 
operation during integration of future service discovery solutions, free choice of query languages, 
and provides purposeful results to clients using service discovery, i.e. a link to the services they are 
looking for. Furthermore, the design of the OSDI enables integration of filters and translators. 
Filters limit the set of discovered services, e.g. by security or cost policies. Translators translate a 
service discovery query from one language into another, increasing the chances of discovering the 
searched service. 
 
Chapter  4 points out why the proxy structural design pattern is the only convenient solution for 
online-update. The reasons are: 
• no modification of software that may be updated necessary 
• no modification of software that uses software that may be updated necessary 
• no modification of the platform, i.e. hardware, operating system, etc., that runs software that 

may be updated necessary 
• no modification of programming languages necessary 
• no modification of established communication links between interacting software necessary 
• no requirement to use twice as much resources, e.g. physical disk space, memory, CPU, etc., as 

it would be required by the software that may be updated 
• no requirement to resolve any ambiguities of service interfaces upon (semi-) automatic service 

composition 
Yet, the proxy pattern fails when event oriented communication in the form of publish/subscribe is 
used. Publish/subscribe enables communication between loosely coupled software. Software 
publishes events in publish/subscribe systems and other software subscribes to them. This 
subscription process requires that publishers have links to their subscribers, which are unique and 
immutable, so they can publish the events to their subscribers. However, the proxy pattern requires 
that software does not have direct links to other software, but instead lets the proxy manage links. 
The novel concept of mutable reference endpoints solves this incompatibility issue between the 
proxy structural design pattern and publish/subscribe. Mutable references are endpoints of links to 
software elements like objects and behave identical to the endpoints of unique and immutable links, 
but support changing the endpoint, i.e. the software element they point to. The concept of mutable 
reference endpoints is integral part of the FAME² SEE. As a result, all services developed with the 
framework of FAME² are able to utilise the proxy pattern and publish/subscribe without worrying 
about compatibility. 
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Chapter 5 presents the Extensible Constraint Framework (ECF), which allows developers to define 
contracts on services. Loosely coupled software systems, composed from software elements like 
objects, components or services, tend to be composed in an incompatible or suboptimal manner 
resulting in a decreased quality of the resulting system. Thus, it is necessary to ensure that software 
elements are compatible with each other when they are composed. Design by Contract (DbC) is a 
recognised technology to increase quality of software systems comprising of different software 
elements. Pre- and post-conditions and invariants are used to formulate contracts that specify the 
ensured behaviour of software. As long as all pre-conditions hold, the results will adhere to the 
post-conditions, and the contracted software element will never violate its invariant, i.e. enter any 
other state than the ones specified in the invariant. Existing approaches often require software 
developers to learn new languages, learn and use new tools, or use a modified platform. Other 
existing approaches do not support negotiation and refinement of contracts after software is 
deployed, i.e. installed and running. 
With the Extensible Constraint Framework, developers define pre- and post-conditions on service 
operations. The defined contracts are negotiable and refinable. Furthermore, the supported 
constracts include behavioural, synchronisation, and quality of service contracts. Behavioural 
contracts are used to specify the data exchange between software elements. Synchronisation 
contracts specify the parallel execution of software elements, for example in distributed computing 
systems. Quality of service contracts control the operation of software depending on available 
resources and given situations, for example reducing the number of calculations executed per 
second when software is running on battery driven mobile devices, and increasing this number 
when there is an emergency. ECF is the only solution that supports all these features without the 
requirement to learn new languages, use new tools, or use modified platforms. 
 
Chapter  6 suggests ideas for possible future work to increase the usability of FAME² and its 
realisations of enabling technologies, i.e. life cycle of middleware services, service description and 
modelling, discovery, deployment, and validation. Solutions in these areas will increase the quality 
and robustness of middleware for distributed computing systems in ubiquitous computing. Research 
results may also be feed back into the general middleware development that is based on the concept 
of service oriented architecture. 
 
During the time of carrying out this dissertation, it could be observed that the ideas driving FAME² 
are also becoming more and more important for industry. Service oriented architecture is one of the 
major architectural concepts today. Software executed on mobile computers, which connect and 
interact spontaneously, is a clear trend supported by existing and new wireless network 
technologies, e.g. Bluetooth, Zigbee, Near-Field-Communication, etc. Activities in the area of Web 
Services are another indicator. New technologies for Web Services are designed to: 
• support different existing solutions, e.g. for service discovery 
• integrate different existing solutions, e.g. Web Services Discovery Architecture 
• host Web Services on mobile computers, e.g. the lightweight SOAP server 
Yet, FAME² is the only solution that features a service execution environment supporting 
reconfigurability, minimal resource use, a security concept on different levels of access 
control, a truly open and flexible integration of service discovery solutions, and online-update 
capability. 
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FET - Future and Emerging Technologies 
FIFO - First in, first out 
GIOP - General Inter-Operation Protocol 
GPRS - General Packet Radio System 
GSE - Generic Service Element 
HTML - Hypertext Markup Language 
HTTP - Hypertext Transport Protocol 
HTTPMU - HTTP over multicast 
HTTPU - HTTP over UDP 
IDL - Interface Description Language 
IEEE - Institute of Electrical and Electronics Engineers 
IP - Internet Protocol 
IST - Information Society Technology 
J2EE - Java 2 Enterprise Edition 
Jass - Java with Assertions 
JINI - Jini Network Technology 
JML - Java Modelling Language 
JTP - Java Theorem Provider 
JVM - Java Virtual Machine 
LCM - FAME² Life Cycle Manager 
LIME - Linda in Mobile Environments 
MAC - Mandatory Access Control 
MOM - Message-oriented Middleware 
MWSDI - METEOR-S Web Services Discovery Infrastructure 
OLE - Object Linking and Embedding 
ORB - Object Request Broker 
OS - Operating System 
OSDA - Open Service Discovery Architecture 
OSDI - Open Service Discovery Interface 
OSGi - Open Services Gateway initiative 
OSI - Open Systems Interconnection 
P2P - Peer-to-peer 
PCOM - Pervasive Components 
PDA - Personal Digital Assistant 
PDU - Protocol Data Unit 
QoS - Quality of Service 
RBAC - Role-based Access Control 
ReMMoC - Reflective Middleware for Mobile Computing 
RM - FAME² Reference Manager 
RMI - Remote Method Invocation 
RM-ODP - Reference Model of Open Distributed Processing 
ROI - Remote Object Invocation 
RPC - Remote Procedure Call 
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RUNES - Reconfigurable Ubiquitous Networked Embedded Systems 
SD - Service Discovery 
SDP - Service Discovery Protocol 
SEE - Service Execution Environment 
SLP - Service Location Protocol 
SM - FAME² Security Manager 
SOA - Service Oriented Architecture 
SOAP - Simple Object Access Protocol 
SOFA/DCUP - SOFtware Appliances/Dynamic Component UPdating 
SOM - Service Oriented Middleware 
SQL - Structured Query Language 
SSDI - Support for Service Discovery and Interaction 
SSDP - Simple Service Discovery Protocol 
TCP - Transmission Control Protocol 
TP - Transaction processing 
TrustAC - Trust Access Control 
UDDI - Universal Description, Discovery and Integration 
UDP - User Datagram Protocol 
UM - FAME² Update Manager 
UML - Unified Modeling Language 
UMTS - Universal Mobile Telecommunications System 
UNICS - Uniplex Information and Computing System 
UNIX - (see UNICS) 
UPnP - Universal Plug and Play 
URI - Uniform Resource Identifier 
UUID - Universally Unique Identifier 
WLAN - Wireless Local Area Network 
WS - Web Services 
WSDA - Web Services Discovery Architecture 
WS-Discovery - Web Services Dynamic Discovery 
WSDL - Web Services Description Language 
WSIL - Web Services Inspection Language 
WSMO - Web Services Modeling Ontology 
WSMX - Web Services Modelling Execution 
WS-Policy - Web Services Policy 
WWRF - Wireless World Research Forum 
WWW - World Wide Web 
XML - Extensible Markup Language 
 


