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Abstract

The present dissertation is devoted to the construction of exact and approximate analytical solutions of the problem of light propagation in highly nonlinear media. It is demonstrated that for many experimental conditions, the problem can be studied under the geometrical optics approximation with a sufficient accuracy. Based on the renormalization group symmetry analysis, exact analytical solutions of the eikonal equations with a higher order refractive index are constructed. A new analytical approach to the construction of approximate solutions is suggested. Based on it, approximate solutions for various boundary conditions, nonlinear refractive indices and dimensions are constructed. Exact analytical expressions for the nonlinear self-focusing positions are deduced. On the basis of the obtained solutions a general rule for the single filament intensity is derived; it is demonstrated that the scaling law (the functional dependence of the self-focusing position on the peak beam intensity) is defined by a form of the nonlinear refractive index but not the beam shape at the boundary. Comparisons of the obtained solutions with results of experiments and numerical simulations are discussed.
Chapter 1

Introduction

The problem of theoretical description of the light propagation in nonlinear media emerged in physics in the early 1960s. Already in experiments with first lasers such nonlinear effects as self-focusing and filamentation were discovered Refs. [38, 64], i.e. it was observed that the diameter of an intense laser light beam dramatically decreased upon propagation with the peak intensity strongly increasing. A first theoretical explanation of these effects was performed based on the assumption that the refractive index, representing the media response, becomes a function of light intensity Refs. [28, 3, 86]. Due to moderate light intensities available at that time, the material response could be modeled by the Kerr-type refractive index, that is a refractive index linearly depending on the laser beam intensity, \( n(I) = n_0 + n_2I \). If \( n_2 > 0 \), it leads to the spatial beam compression and its subsequent collapse at some point if the initial power of the beam exceeded a certain critical value. In the opposite case \( n_2 < 0 \) a beam broadening was predicted.

The effect of nonlinear self-focusing currently plays a key role in all scientific and technological applications related to the propagation of intense light beams [34] like material processing [35], environmental sciences [106, 30], femtochemistry in solutions [126], macromolecule chromatography [32], medicine [92] etc. Therefore, it is of great importance to have rather simple analytical formulae able to predict if the self-focusing takes place and if this is the case, its exact position.

The first results in this direction were obtained by Akhmanov et. al. in Ref. [4] from the exact solution of the eikonal equations for spatial boundary conditions and under the geometrical optics approximation. Later, an empirical expression for the nonlinear self-focusing position was derived by Marburger via fitting the results of extensive numerical simulations [86]. The latest analytical results were obtained by Kovalev in Refs. [68, 67], when analytical solutions to the light propagation equations were constructed making use of the renormalization group symmetry analysis. Subsequently, explicit analytical formulae for the self-focusing length were obtained.

Here we have to note that all exact analytical solutions obtained so far were
Figure 1.1: Normalized laser beam peak intensity versus the propagation distance from Ref. [12]. Solid curve is the result of a numerical solution of the light propagation equations; dashed curve represents a semi-analytical solution for this equations constructed on the basis of the variational approach.

constructed only for the Kerr’s form of the refractive index. However, modern experimental pulse laser facilities allow one to achieve electric field intensities comparable with the intensity of the atomic field [21, 34, 30, 15] what allowed one to observe many new nonlinear optical phenomena. In particular, self-guiding versus collapse in air [11, 12], filament formation in fused silica [110, 116, 31], splitting of a filament into several ones [14], their stability and features of their interactions [119, 124] were investigated. The linear approximation to the function \( n(I) \) turns out to be inadequate for a theoretical description of such experiments, and more complicated forms of the refraction index must be considered [56, 16, 20]. Unfortunately, up to now there were no solid analytical results obtained from exact or approximate analytical solutions of the light propagation equations with a highly nonlinear refractive index. All analytical deductions on the solutions behavior in case of a higher nonlinearity were made only on the basis of either some general estimates as in Refs. [66, 16], or an artificial assumption that the beam keeps its initial shape upon propagation and only the beam radius, phase and intensity amplitude are function of the propagation distance (so called variational approach). However, this assumption is too restrictive to provide a good accuracy what can be seen from a comparison between a numerical simulation and a solution obtained on the basis of the semi-analytical variational method from Ref. [12] presented in Fig. 1.1. Therefore, analytical expressions capable to accurately describe intensity distribution in case of the highly nonlinear media response are very desirable.

In the present dissertation we construct analytical solutions to the problem of light propagation in nonlinear media in case of arbitrary (higher order) nonlinear media response avoiding any artificial assumptions on the beam profile. In comparison to the semi-analytical methods used previously, the approach suggested in the dissertation allowed us to get explicit analytical expressions for the nonlinear self-focusing positions. These expressions are exact under the geometrical optics
approximation. Their accuracy can be easily controlled in contrast to the accuracy of the empirical Marburger formula and predictions of the variational approach.

The dissertation is organized as follows: In Chapter 2, mainly following Ref. [21, 15, 103], we discuss the derivation of model equations. A mathematical model commonly accepted nowadays for light intensities below $10^{14}$ W/cm$^2$ is considered. The obtained light propagation equation is usually referred to as a nonlinear Schrödinger equation (NLSE). We demonstrate the derivation of this equation starting from the wave equations and discuss possible approximations and ranges of their applicability. The basic model equation (2.51) still remains rather complicated from the mathematical point of view. Therefore, in the next Chapter 3, further possible simplifications of the model equations (2.51) are discussed. We demonstrate that in many physical situations the geometrical optics approximation is still capable of providing a good accuracy of the constructed solutions. The ranges of beam parameters for which the geometrical optics approximation remains valid are presented in Fig. 3.1.

In Chapter 4 the most widely known analytical results obtained so far in the field are collected. First, we present exact analytical solutions obtained by Akhmanov et al. in Refs. [3, 4] and Zakharov and Shabat in Ref. [125]. Another set of approximate analytical solutions constructed by Kovalev in Refs. [69, 68] on the basis of the renormalization group symmetries (RGS) analysis is also mentioned. We also discuss a case of boundary conditions of the special form, so called Townes profile, first found in Ref. [28]. This solution is very important due to the fact that before its collapse the beam reaches the intensity distribution given by the Townes formula (see e.g. Ref. [39]) and this solution also defines a critical power which is a minimum power necessary to provide the self-focusing of the beam. Unfortunately, all these accurate results were obtained for the Kerr form of refractive index only. For more complicated media response the situation changes dramatically: the majority of analytical results was obtained only making use of an artificial assumption about a fixed functional dependence of the intensity on the radius and phase of the beam. The crucial point of such an approach lies in the proper choice of a trial function (e.g. Eqs. (4.23, 4.30)). This problem is discussed in Chapter 4 as well.

In order to obtain exact analytical solutions for the light propagation equations with higher order nonlinear refractive index, a modern method of mathematical physics - the renormalization group symmetry (RGS) analysis was employed in the dissertation. This method was introduced into mathematical physics by Shirkov and Kovalev. Its outlines are presented in the Chapter 5 of the dissertation closely following the Ref. [102]. Making use of the RGS we construct an exact analytical solution to the light propagation equations with refractive index which is a saturating function of the electric field intensity. Properties of the obtained solution are discussed in details.
Unfortunately, the renormalization group symmetry analysis is not able to provide us with an exact solution for any physically interesting form of both the refractive index and the boundary conditions. Moreover, the RGS approach requires at least a basic knowledge of Lie symmetry analysis which usually does not constitute a part of university courses for physicists.

Therefore, in the present dissertation we formulated our own approach to the analytical investigation of the light propagation equations. It is outlined at the beginning of the Chapter 6. It does not require knowledge of any special mathematical technique or trial functions and is applicable to any nonlinear refractive index and boundary conditions. The basic result of this chapter is the solutions (6.5, 6.6) in (1+1) dimensions and solutions (6.71) in (1+\nu) dimensions where \nu \geq 2. These solutions were obtained for initial Gaussian beam profile and arbitrary nonlinear refractive index whose contribution is via \phi \equiv \partial_I n(I). In Sec. 6.3, the solutions are constructed for an arbitrary initial beam profile in (1+1) dimensions and Kerr nonlinearity.

General analytical expressions obtained in this chapter enable us to study the light propagation in media described by various forms of refractive indices. In particular, the cases of power, saturating and polynomial nonlinearities are considered in detail. Based on our analytical solution we are able to deduce a general law Eq. (6.28) for intensity definition in a single light channel. This expression corrects the previous one (see e.g. reports [30, 15]) obtained from the fixed-shape semi-analytical methods and fitting results of numerical simulations; we demonstrated that the scaling law (functional dependence of the nonlinear self-focusing position on the beam intensity) is defined by the form of the nonlinear refractive index but not the beam shape (noise in the beam) at the boundary as it was assumed previously (e.g. in Refs. [48, 30]). Experimentally observable change of the scaling law for the hight beam intensity was observed in Ref. [48] and is presented in Fig. 1.2. We provide an explanation of this result in the dissertation.

The Chapter 7 is devoted to a theoretical explanation of the fused silica ablation experiments from Refs. [35, 36]. The most unusual feature observed in these experiments is a presence of a small inner hole inside the ablation crater. The results of the experiment are presented in Fig. 1.3. We suppose that this result can be explained within the frame of the theory of Refs. [58, 51]. From the Fig. 7.4 one can conclude that such an explanation is in a good agreement with experimental results of Refs. [35, 36].

Finally, the results are summarized in the Conclusion.
Figure 1.2: Change of the scaling law for high beam power. Nonlinear self-focusing position (collapse distance) versus the beam power. Experimental date from Ref. [48]. Different slope of the lines for moderate and high power exhibit a change of the scaling law.

Figure 1.3: Diameter of the ablation crater: triangles and circles stand for the inner and outer hole diameters respectively. Experimental date from Ref. [35].
Chapter 2

Model equations

The present chapter of the dissertation is devoted to a derivation of the equations describing propagation of intense light radiation in nonlinear media. These equations will be based on some approximations and, as a result, will be applicable to particular physical situations, as a rule related to propagation of a laser beam in transparent dielectrics. All approximations and the range of their applicability will be discussed at every derivation step.

2.1 Propagation equations

Since we are going to study propagation of light, we have to start our consideration from the Maxwell equations:

\[ \nabla \cdot \mathbf{E} = \varepsilon_0^{-1}(-\nabla \mathbf{P} + \rho), \quad (2.1) \]
\[ \nabla \cdot \mathbf{B} = 0, \quad (2.2) \]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (2.3) \]
\[ \nabla \times \mathbf{H} = \mathbf{J} + \varepsilon_0 \partial_t \mathbf{E} + \partial_t \mathbf{P}, \quad (2.4) \]

where, as usual, \( \mathbf{E} \) and \( \mathbf{H} \) are strengths of electric and magnetic fields, \( \mathbf{P} \) is a polarization, \( \mathbf{B} \) is an induced magnetization \( \mathbf{B} \simeq \mu_0 \mathbf{H} \), \( \rho \) and \( \mathbf{J} \) are carrier and current densities respectively. \( \varepsilon_0, \mu_0 \) denote the electric permittivity and magnetic permeability respectively. \( \partial_t \) stands for a partial derivative with respect to time, \( \nabla \), as usually, is a vector of first order spatial derivatives.

A simple combination of Maxwell equations (2.1-2.4) yields [2, 21]

\[ \nabla^2 \mathbf{E} - \nabla (\nabla \cdot \mathbf{E}) - c^{-2} \partial_t \mathbf{E} = \mu_0 (\partial_t \mathbf{P} + \partial_t \mathbf{J}), \quad (2.5) \]
\[ \nabla \cdot \mathbf{E} = (\rho - \nabla \cdot \mathbf{P})/\varepsilon_0, \quad (2.6) \]

where \( c \) is the speed of light in vacuum \( c = 1/\sqrt{\varepsilon_0 \mu_0} \).
For the sake of convenience we shall also list here the standard Fourier transformations for the fields

\[
\tilde{E}(r,\omega) = \int_{-\infty}^{\infty} E(r,t) e^{-i\omega t} d\omega / 2\pi, \quad (2.7)
\]

\[
\tilde{J}(r,\omega) = \int_{-\infty}^{\infty} J(r,t) e^{-i\omega t} d\omega / 2\pi, \quad (2.8)
\]

\[
\tilde{P}(r,\omega) = \int_{-\infty}^{\infty} P(r,t) e^{-i\omega t} d\omega / 2\pi, \quad (2.9)
\]

The current density \( J \) describes the motion of free electrons created by the ionization of atoms. The dynamics of the ions is discarded. Polarization vector \( P \) is responsible for the bound electron response driven by the laser radiation. It is usually decomposed into a linear part \( P_L \equiv P^{(1)} \) related to the first-order susceptibility tensor \( \hat{\chi}^{(1)} \) and a nonlinear one \( P_{NL} \) satisfying \(|P^{(1)}| \gg |P_{NL}|\). For isotropic, homogeneous, nonmagnetizable media and spectral ranges far from any material resonance, \( P \) can be expressed as a power series in \( E \):

\[
\tilde{P} = \tilde{P}^{(1)}(r,\omega) + \tilde{P}^{(3)}(r,\omega) + \tilde{P}^{(5)}(r,\omega) + \ldots \quad (2.10)
\]

with scalar components given by

\[
\tilde{P}^{(j)}_{\mu} = \epsilon_0 \sum_{\alpha_1...\alpha_j} \int \ldots \int \chi^{(j)}_{\mu\alpha_1...\alpha_j} (-\omega_{\sigma}; \omega_1, \ldots, \omega_j) \times \tilde{E}_{\alpha_1}(r,\omega_1) \ldots \tilde{E}_{\alpha_j}(r,\omega_j) \delta(\omega - \omega_{\sigma}) d\omega_1 \ldots d\omega_j, \quad (2.11)
\]

where \( \omega_{\sigma} = \omega_1 + \ldots + \omega_j \). All susceptibility tensors \( \hat{\chi}^{(j)} \) with even indices \( j \) vanish due to inversion symmetry. The subscript \( \mu \) enumerates vector field components in Cartesian coordinates and the indices \( \alpha_j \) have to be summed up over \( x, y \) and \( z \). The tensor \( \hat{\chi}^{(1)} \) is diagonal: \( \chi^{(1)}_{\mu\alpha} = \chi^{(1)} \delta_{\mu\alpha} \), so that

\[
\tilde{P}^{(1)}(r,\omega) = \epsilon_0 \chi^{(1)}(\omega) \tilde{E}(r,\omega), \quad (2.12)
\]

and the scalar dielectric function, defined by

\[
\epsilon(\omega) = 1 + \chi^{(1)}(\omega), \quad (2.13)
\]

enters the wave number of the electromagnetic field \( k(\omega) = \sqrt{\epsilon(\omega)} \omega / c \). Since \( \chi^{(1)}(\omega) \) is complex-valued, the dielectric function \( \epsilon(\omega) \) contains not only the information about material dispersion but also about linear losses specified by the imaginary part of \( \chi^{(1)}(\omega) \). When these losses are negligible, \( \epsilon(\omega) \) is approximately real and can be represented as \( \epsilon(\omega) = n^2(\omega) \) where \( n(\omega) \) denotes the linear refractive index of the medium, which can in certain frequency ranges (far from resonances) be described by e.g. a Sellmeier formula [99]

\[
n^2(\lambda) = 1 + \sum_i \frac{B_i \lambda^2}{\lambda^2 - C_i},
\]
Here $B_i$ and $C_i$ are experimentally determined coefficients unique for every material.

By convention, $n_0 \equiv n(\omega_0)$ for the central frequency $\omega_0 = 2\pi c/\lambda_0$ of a laser operating at a wavelength $\lambda_0$ and $k_0 \equiv k(\omega_0)$. Without any specification $\omega = 2\pi c/\lambda$, $w_\perp = 2\pi/k_\perp$ is the waist of the optical wave packet in the plane $(x,y)$ and $k_\perp$ is the corresponding extent in the transverse Fourier space.

In what follows it will be convenient to use a complex version of the electric field
\[
E = \sqrt{c_1}(E + E^*) , \quad E = \frac{1}{\sqrt{c_1}} \int \Theta(\omega) \tilde{E} e^{-i\omega t} d\omega ,
\]
(2.14)
where $^*$ stands for the complex conjugate, $c_1 \equiv \omega_0\mu_0/2k_0$ and $\Theta(x)$ denotes a Heaviside function.

Let us in the following section discuss the nature of variables $P, \rho$ and $J$ in equations (2.1–2.4). Here, the first one is related to the bound electron response, and $\rho$ and $J$ describe the ionization of the medium by the applied laser field.

### 2.2 Bound electron response

For centrally symmetric materials, only one relevant component of the tensor $\chi$ remains in the cubic contribution $P^{(3)}$, e.g. $\chi^{(3)} = \chi^{(3)}_{xxxx}$ [2]. Let us first for simplicity assume $\chi^{(3)}$ being a constant in a spectral domain centered around $\omega_0$. Eq. (2.11) then simplifies with a single remaining component denoted $\chi^{(3)}_{\omega_0}$ and in time domain one finds $P^{(3)}(r,t) = \epsilon_0 \chi^{(3)}_{\omega_0} E_3$. This expression remains valid, as long as an instantaneous response of the medium and the contribution of molecular vibrations and rotations to $\chi^{(3)}$ can be neglected. However, if the laser field interacts with anisotropic molecules, a phenomenon of Raman scattering comes into play.

This interaction can be schematized by a three-level system built upon rotational states of a molecule. Assume that the molecular scatterer has two rotational eigenstates, the ground state (level 1) with energy $\hbar\Omega_1$ and an excited one (level 2) with energy $\hbar\Omega_2$ where $\hbar$ is the Planck constant and $\Omega_m$ stands for the frequency of the state $m = 1, 2, 3$. Far above these levels, there lies an electronic (or translational) state with energy $\hbar\Omega_3 \gg \hbar\Omega_2 - \hbar\Omega_1$. This molecule interacts with the laser field whose photon frequency $\omega_0$ fulfills a following condition: $\Omega_{13}, \Omega_{23} \gg \omega_0 \gg \Omega_{21}$, $[\Omega_{nm} \equiv \Omega_n - \Omega_m]$, so that the state $|3\rangle$ cannot be populated. Because of the defined parity of these molecular states the dipole matrix element $\mu_{12}$ associated with the transition $|1\rangle \rightarrow |2\rangle$ via a single photon vanishes, and the rotational state $|2\rangle$ can only be excited via transition through a virtual state $|3\rangle [\mu_{13} \simeq \mu_{23} \equiv \mu \neq 0]$. Following this path, a Stokes photon with energy $\hbar\omega_s = \hbar\omega_0 - \hbar\Omega_{21}$ is emitted and the corresponding polarization vector involves the density matrix element associated with the states $|1\rangle$ and $|2\rangle$ as $P_{\text{Raman}} = \chi^{(1)}[\rho_{12}e^{i\omega t} + c.c.]E$. Here, $\omega_R = \Omega_{21}$ is the
fundamental rotational frequency and \( \rho_{12} \) is found to satisfy [93]

\[
\partial_t \rho_{12} \simeq -\frac{\rho_{12}}{\tau_2} - i \frac{\mu^2 E^2}{\hbar^2 \Omega_{31}} e^{-i t/\tau_1}, \tag{2.15}
\]

where \( \tau_1 = 1/\omega_R \) and \( \tau_2 \) is the dipole dephasing time. From Eq. (2.15) the Raman response:

\[
P_{\text{Raman}} = 2\chi^{(1)} \frac{\mu^2}{\Omega_{31} \hbar^2} E \int_{-\infty}^{t} e^{-\frac{t-t'}{\tau_2}} \sin(\frac{t-t'}{\tau_1}) E^2(t') dt'
\]

(2.16)
can be derived, which originates from nonresonant nonlinear couplings.

With the latter expression rewritten in terms of the rescaled complex field \( \mathcal{E} \) (2.14) and appropriate normalizations [15], the full expression for cubic polarization reads

\[
P^{(3)} = 2n_0 n_2 \epsilon_0 \sqrt{c_1} \int_{-\infty}^{+\infty} \bar{R}(t-t')|\mathcal{E}(t')|^2 dt' \mathcal{E} + O(\mathcal{E}) + c.c., \tag{2.17}
\]

where \( \bar{R}(t) = (1-x_K)\delta(t) + x_K \Theta(t) h(t) \),

\[
h(t) = \frac{2}{3} \frac{\tau_2}{\tau_1} e^{-t/\tau_2} \sin(t/\tau_1),
\]

(2.18)

with the definition of the nonlinear refractive index \( n_2 = 3\chi_0^{(3)}/(4n_0^2 c \epsilon_0) \). In subsequent exposition the term \( O(\mathcal{E}^3) \) in Eq. (2.17) is omitted, because it is responsible for the generation of third-harmonics, and this process is not taken into account in this dissertation. Expression (2.17) possesses both retarded and instantaneous components in the ratio \( x_K \). The instantaneous part \( \sim \delta(t) \) describes the response of bound electrons upon a few femtoseconds or less. The retarded part \( \sim h(t) \) accounts for nuclear responses, namely the Raman contribution, in which fast oscillations in \( E^2 \) give negligible contributions as \( \tau_1 \) and \( \tau_2 \) by far exceed the optical period \( \sim \omega_0^{-1} \).

Let us briefly discuss values of parameters contributing into Eq. (2.17). For example, for propagation of \( \lambda = 800 \) nm laser pulse in air, in Ref. [104] the authors suggested \( \tau_1 \approx 62 \) fs, \( \tau_2 \approx 77 \) fs and \( x_K = 1/2 \). This choice is consistent with the one proposed in experimental publications [89, 98]. When \( \tau_1 \sim \tau_2 \), the function \( h(t) \) can also be used in the ratio \( x_K = 1/2 \) Ref. [29]. In Refs. [127, 2] the parameter ranges \( \tau_2/\tau_1 = 2-4 \), \( \tau_2 = 30-50 \) fs with \( x_K = 0.15-0.18 \) have been suggested for condensed materials. Values of the nonlinear Kerr index \( n_2 \) normally lie in between \( 10^{-19} \) cm\(^2\)/W for gases and \( 10^{-16} \) cm\(^2\)/W in dense media (see e.g. Refs. [15, 30]). The exact value may vary by a factor of the order of unity depending on the procedure used for its evaluation (polarization spectroscopy, self- or cross-phase modulated spectra or time-resolved interferometry), as well as on the laser wavelength and pulse durations at which measurements are performed.

Besides, the susceptibility tensor has nonlinear components \( \chi^{(j>3)} \) satisfying the ordering [21]

\[
\frac{P^{(k+2)}}{P^{(k)}} = \frac{\chi^{(k+2)}}{\chi^{(k)}} \cdot \frac{E^{k+2}}{E^k} \approx \frac{|E|^2}{|E_{ak}|^2},
\]

(2.19)
where $E_{\text{at}} \simeq 3 \times 10^{10}$ V/m is the characteristic atomic electric field strength with intensity $I_{\text{at}} > 10^{14}$ W/cm$^2$. Normally the estimate $\chi^{(5)}/\chi^{(3)} \sim 10^{-12}$ remains valid for nonresonant interactions in, e.g. gases. Despite the exact sign of $\chi^{(5)}$ is not yet known it is often assumed that the quintic susceptibility saturates Kerr focusing and should therefore have a negative sign Ref. [15]. Since the relation of Eq. (2.19) suggests that $\chi^{(j)}$ is rapidly decreasing with the order $j$, the Taylor series with respect to the electric field is usually truncated at the 5th order. Quintic polarization can then be derived following the same procedure as above with $\chi^{(5)}$ assumed constant in the frequency domain. Expressing $E^5$ in terms of $(E,E^*)$ Eq. (2.14), the quintic contribution of the polarization vector can be rewritten as (see Ref. [15])

$$P^{(5)} = -2n_0n_4\epsilon_0\sqrt{c_1} \left( |E|^4 + \frac{1}{2} |E|^2 E^2 + \frac{1}{10} E^4 \right) E + \text{c.c.} \quad (2.20)$$

where $n_4 = 5|\chi^{(5)}_{\omega_0}|/(4n_0^2\epsilon_0^2c_0^2)$.

### 2.3 Free electron response

As we see from Eq. (2.5), both bound and free electrons contribute to the light intensity distribution in media. The origin of free electrons lies in the ionization of media via intense light propagation. The free electrons, moving in a material, induce a current density $J = q_e\rho v_e$, where $q_e = -1.6 \times 10^{-19}$ C is the electron charge, $\rho$ is the electron density and $v_e$ is the electron velocity. The free electron current $J$ can be computed from the fluid equations Ref. [128]:

$$\partial_t \rho + \nabla \cdot (\rho v_e) = S, \quad (2.21)$$

$$\partial_t v_e + (v_e \cdot \nabla)v_e = \frac{q_e}{m_e} \left( E + \frac{v_e \times B}{c} \right) - \nu_e v_e - S v_e/\rho. \quad (2.22)$$

Here, $S$ represents external plasma sources and $\nu_e$ is the effective electron collision frequency. These equations can be combined to yield

$$\partial_t J + \nu_e J = \frac{q_e^2 \rho}{m_e} E + G, \quad (2.23)$$

where

$$G = \frac{q_e}{m_e c} J \times B - \frac{J}{\rho q_e} (\nabla \cdot J) - (J \cdot \nabla) v_e \quad (2.24)$$

represents ponderomotive forces acting on a slowly-varying time scale.

In case of linearly-polarized electromagnetic fields $E$ and $B$ oscillating at a high frequency $\omega_0$, the driving term $G$ admits envelope components containing gradients of the field intensity, radiation pressure due to electron collisions and changes in the electron density. Due to the low plasma currents induced by the ponderomotive forces, the electromagnetic pulses will be generated providing sources of coherent
sub-THz radiation Refs. [26, 27]. On the other hand, numerical simulations in Refs. [105, 93] have shown that for 100-fs pulses reaching intensities of $10^{14}$ W/cm² and free electron densities $\rho \sim 10^{16}$ cm⁻³ in the atmosphere, the efficiency conversion to electromagnetic pulse is of the order of $10^{-9}$ with local intensities attaining only 10 kW/cm². In dielectrics, the plasma generates electromagnetic pulse intensities remaining about $\sim$ MW/cm² for peak laser intensities of $\sim 10^{13}$ W/cm². Thus the ponderomotive terms can be ignored, as long as peak intensities are below $10^{15}$ W/cm². Plasma density perturbations due to Langmuir wave oscillations and relativistic increase of the electron mass can also be neglected at these intensities.

Therefore, the equation for the current density reduces to Eq. (2.23) with $G = 0$. Neglecting the higher orders in $v_e$, the growth of the electron density reads

$$\partial_t \rho = S = W(I)(\rho_{nt} - \rho) + \frac{\sigma}{U_i} \rho I - f(\rho), \quad (2.25)$$

i.e. it only depends on the source term $S$ involving photo-ionization processes with rate $W(I)$, collisional ionization with cross-section $\sigma$, and a function describing electron recombination or attachment with neighboring ions denoted by $f(\rho)$. $\rho_{nt}$ and $U_i$ in the above equations stand for the density of neutral species and the ionization potential respectively, while $\rho \ll \rho_{nt}$. The recombination function in gases is typically written as $f(\rho) = \beta_{\text{recomb}} \rho^2$ with $\beta_{\text{recomb}} [\text{cm}^3/\text{s}] \sim 2 \times 10^{-8}$ at electron temperatures $T_e = 1$ eV Ref. [104]. Typical recombination times in gases belong to the nanosecond scale. In solid dielectrics, the recombination function is linearly decreasing: $f(\rho) = \rho/\tau_{\text{recomb}}$ Ref. [15] and much shorter recombination times of the order $50 - 150$ fs are expected.

The electron collisional rate is also depending on the electron energy distribution function and temperature versus the ionization potential $U_i$. Making an assumption of Maxwell distribution for the electron velocity, one arrives at a linear expression for the rate variation $\sigma |E|^2/U_i$ which remains valid as long as the electron thermal energy is small compared to $U_i$. Here $\sigma$ is the inverse bremsstrahlung cross-section Refs. [30, 15]. Neglecting the Ohmic heating the solution of the current density Eq. (2.23) in terms of Fourier transforms reads:

$$\tilde{J} = \frac{q_e^2}{m_e (\nu_e^2 + \omega^2)} (\nu_e + i \omega) (\rho \tilde{E}). \quad (2.26)$$

The current density term in Eq. (2.5) transforms as

$$\mu_0 \partial_t J \to -\frac{i (\omega n_0 \sigma(\omega))}{c} + \frac{\omega_0^2}{c^2 \rho_e (1 + \nu_e^2/\omega^2)} (\rho \tilde{E}), \quad (2.27)$$

after introducing the critical plasma density

$$\rho_c \equiv \frac{\omega_0^2 m_e \epsilon_0}{q_e^2} \simeq \frac{1.11 \times 10^{21}}{\lambda_0^2 [\mu\text{m}]} \text{cm}^{-3}, \quad (2.28)$$
at which the laser wave number vanishes. Then, for the cross-section one gets
\[ \sigma(\omega) = \frac{q_e^2}{m_e e_0 \alpha_0 \nu_s (1 + \omega^2/\nu_s^2)} \]  

(2.29)

This expression is usually referred to as a "Drude" model. It determines the energy losses via plasma (cascade) ionization.

In Eq. (2.25) \( W(I) \) denotes the photo-ionization rate. Generally speaking, this function must be found from the solution of the Schrödinger equation describing ionization of an atom (molecule) in a strong electromagnetic field. This problem is quite difficult and is mostly approached numerically (Refs. [65, 96]). However, an analytical solution can sometimes also be found, e.g. in two limiting cases depending on the value of the Keldysh parameter of "adiabaticity" Refs. [63]:

\[ \gamma = \omega_0 \frac{\sqrt{2 m_e U_i}}{|q_e| E_p}. \]  

(2.30)

The limit \( \gamma \gg 1 \) corresponds to the case of the multiphoton ionization (MPI), while the limit \( \gamma \ll 1 \) is related to the tunnel ionization when, for high intensities, the Coulomb barrier becomes low enough to allow an electron to tunnel out. Here, \( E_p \) denotes the peak optical amplitude \( E_p = \sqrt{2 c I} \).

For laser intensities \( I = |E|^2 < 10^{13} \text{ W/cm}^2 \), the MPI dominates and gives the following ionization rate:

\[ W_{\text{MPI}} = \sigma_K I^K, \]  

(2.31)

where \( K = \text{mod}(U_i/\hbar \omega_0) + 1 \) is the number of photons necessary to liberate one electron.

For higher intensities the tunnel ionization starts to contribute as well, because of electrons tunneling out within one optical cycle. The first formula for tunnel ionization was obtained by Keldysh in Ref. [63]:

\[ W_{\text{tunnel}} = \frac{4 \sqrt{3}}{\sqrt{\pi E_p}} \exp \left( \frac{-2}{3 E_p} \right), \]

where \( E \) is the stress of electric field taken in atomic system of units \( (q_e = m_e = \hbar = 1) \).

This result was further improved by Perelomov, Popov and Terent’ev in Ref. [94], and Ammosov, Delone and Krainov in Ref. [6]. Since both of these formulae are rather complicated and not relevant for intensities below \( 10^{13} \text{ W/cm}^2 \) considered in this dissertation, we do not present these expressions here.

In order to take energy losses related to ionization processes into account in Eq. (2.5), Kandidov et al. in Ref. [59] suggested a following scheme: the temporal evolution of the energy density \( w \) should be determined by a local version of the Poynting theorem, i.e.

\[ \frac{d}{dt} w(\mathbf{r}, t) = \mathbf{J}(\mathbf{r}, t) \cdot \mathbf{E}(\mathbf{r}, t), \]  

(2.32)
from which one can compute the energy lost by the pulse to extract electrons via single ionization process. The amount of energy per time and volume units is then given by \( \mathbf{J} \cdot \mathbf{E} = U_i \partial_t \rho_{PI} \) where \( \partial_t \rho_{PI} \equiv W(I)(\rho_{nt} - \rho) \). Using complex-valued fields, the current associated with photo-ionization losses is easily found to be

\[
\mathbf{J}_{\text{loss}} = \sqrt{k_0/2\omega_0\mu_0} U_i \frac{W(I)}{I}(\rho_{nt} - \rho)(\mathcal{E} + \mathcal{E}^*),
\]

After the above discussion on \( \mathbf{J} \) and \( \mathbf{P} \) dependence on the electric field, let us now turn back to the derivation of pulse propagation equations.

### 2.4 Back to the propagation equations. Nonlinear Schrödinger equation (NLSE)

The direct substitution of all the expressions derived above into Eq. (2.5), yields an equation which is extremely difficult to solve. That is why, a following sequence of steps Refs. [21, 30, 15] can be performed in order to bring the nonlinear wave equation (2.5) to a tractable form.

First, performing a Fourier transformation of Eqs. (2.5) we get

\[
\left( \partial_z^2 + k^2(\omega) + \nabla^2_\perp \right) \mathbf{E} = -\mu_0 \omega^2 \mathbf{F}_{\text{NL}} + \nabla(\nabla \cdot \mathbf{E}),
\]

which should be supplemented by the gauge fixing condition (2.6):

\[
\nabla \cdot \mathbf{E} = \left( \varepsilon_0 \varepsilon(\omega) \right)^{-1} (\hat{\rho} - \nabla \cdot \mathbf{P}_{\text{NL}}),
\]

where \( \nabla^2_\perp \equiv \partial_x^2 + \partial_y^2 \) and

\[
\mathbf{F}_{\text{NL}} \equiv \mathbf{P}_{\text{NL}} + i\mathbf{J}/\omega.
\]

Now the most fundamental assumption allowing us to simplify the Eq. (2.34) is that for \( k(\omega) \) located around \( \omega_0 \) the transverse waist of the beam always fulfills

\[
k^2_\perp/k^2(\omega) \ll 1,
\]

The second assumption is on small nonlinearities, i.e.

\[
\frac{\tilde{F}}{\varepsilon_0 \varepsilon(\omega)} \ll 1.
\]

These conditions make vectorial effects negligible. Then, from Eqs. (2.34) combined with the continuity equation \( \partial_t \rho + \nabla \cdot \mathbf{J} = 0 \) expressed in Fourier variables one gets

\[
\left( \partial_z^2 + k^2(\omega) + \nabla^2_\perp \right) \mathbf{E} = -\mu_0 \omega^2 \left( \mathbf{F}_{\text{NL}} + \frac{\nabla(\nabla \cdot \mathbf{F}_{\text{NL}})}{k^2(\omega)} \right).
\]
If we project the vectors $\mathbf{E} = (E_\perp, E_z)$, $\mathbf{P}_{NL} = (P_{NL,\perp}, P_{NL,z})$, $\mathbf{J} = (J_\perp, J_z)$, $\nabla = (\nabla_\perp, \partial_z)$ onto the transverse and longitudinal axes with unit vectors $\mathbf{e}_\perp$ and $\mathbf{e}_z$ respectively, $\tilde{E}_z$ can be found to scale as $O(k_\perp/k)$. This follows from a direct Fourier transformation of Eq. (2.35) for weak nonlinearities Eq. (2.38). The vector $\mathbf{e}_\perp$ embraces $x$- and $y$-components: $\mathbf{e}_\perp = (\mathbf{e}_x, \mathbf{e}_y)$.

Expressed in Fourier space, the nonlinear coupling of transversal/longitudinal components described by the last term in Eq. (2.39) behaves as $O(k^2_\perp/k^2)$ [15, 21], thus only becoming important in the limit $k_\perp \to k(\omega)$. As it was demonstrated in Ref. [15], the compression processes are stopped before $k_\perp$ becomes comparable with $k(\omega)$ (by e.g. chromatic dispersion or plasma generation) and, that is why the last term in the right-hand side of Eq. (2.39) is close to zero, implying thereby $E_z \simeq 0$.

As a result, the field remains transversally polarized along the propagation axis, making the influence of $\nabla(\nabla \cdot \mathbf{F}_{NL})/k^2$ negligible. Hence, as long as the nonlinear polarization and current density preserve the conditions (2.37) and (2.38), vectorial effects can be ignored for purely optical or weakly-ionized materials as well. This result allows us to confine ourselves to a scalar description for linearly-polarized beams having, e.g. $E_y = 0$.

Let us now represent the electric field as a superposition of forward and backward propagating waves

$$\tilde{E} = \hat{U}_+ e^{i k(\omega)z} + \hat{U}_- e^{-i k(\omega)z},$$

(2.40)

where $\hat{U}_+$ and $\hat{U}_-$ stand for the Fourier components of the forward and backward running waves correspondingly. In case we study the wave reflection from a media interface (e.g. fused silica - air) or remote sensing experiments [60], which spectrally analyze the photons returning towards the laser source, backscattering process should be taken into account. For all these cases one normally assumes $|\partial_z U_\pm| \ll |k(\omega)U_\pm|$ and $U_+ \gg U_-$. 

Substituting the Eq. (2.40) into Eq. (2.39) and keeping the conditions above in mind, we get

$$e^{2ik(\omega)z}[\partial_z^2 + 2ik(\omega)\partial_z + \nabla^2_\perp + \mu_0\omega^2 \tilde{F}]\hat{U}_+ + [\partial_z^2 - 2ik(\omega)\partial_z + \nabla^2_\perp + \mu_0\omega^2 \tilde{F}]\hat{U}_- = 0.$$  

(2.41)

Following [43] we shall also assume that $\tilde{F} = F \delta(\omega)$. The Eq. (2.41) can then be integrated in an interval $z - \pi/2k \leq z \leq z + \pi/2k$ (one fast oscillation). Let us also Taylorize $\hat{U}_\pm(z)$ in order to evaluate:

$$2ik(\omega)\partial_z \hat{U}_- \sim -\frac{e^{2ik(\omega)z}}{2ik(\omega)}\partial_z[\nabla^2_\perp + \mu_0\omega^2 F]\hat{U}_+.$$  

(2.42)

Since $\nabla^2_\perp \sim -k^2_\perp$ in Fourier space, the backscattered component has a weak influence on the beam dynamics provided that $k^2_\perp \ll k^2(\omega)$ and as long as the longitudinal variations of the nonlinearities remain small.
The limit Eq. (2.37) moreover implies that the wave components, forming the
angle $\theta = \arcsin (k_\perp / k)$ between the transverse and longitudinal directions, mostly
propagate forwards since $\theta \ll \pi/2$ [15]. Because the propagation physics is mainly
described by the forward component, one has $\tilde{U}_+ \to 0$ and $\tilde{E} \simeq \tilde{U}_+ e^{i k(\omega) z}$. As a
result we obtain a unidirectional pulse propagation equation [21, 15]:

$$\partial_z \tilde{E} = \frac{i}{2k(\omega)} \nabla^2 \tilde{E} + i k(\omega) \tilde{E} + \frac{i \mu_0 \omega^2}{2k(\omega)} \tilde{F}_{NL}$$

(2.43)

Validity of this model explicitly requires that the second-order derivative in $z$
of the envelope function $\tilde{U}_+$ is small as compared with $|k(\omega) \partial_z \tilde{U}_+|$. This inequality,
more often expressed in the form $|\partial_z \tilde{U}_+| \ll |k(\omega) \tilde{U}_+|$, is usually referred to as the
"paraxiality" assumption. If the field envelope $U_+$ does not change considerably
over the propagation distances of the order of $\lambda$ for all wavelengths, this condition
is valid.

Let us now use again the notation of Eq. (2.14). Since $E$ satisfies the condition
$\tilde{E}^\ast (\omega) = \tilde{E}(-\omega)^\ast$ it is sufficient to consider the Eq. (2.43) in the frequency domain
$\omega > 0$ only. The field intensity can be defined by $E^2$ averaged over at least one
optical period for a given central frequency $\omega_0$. This quantity usually follows from
the modulus of the time averaged Poynting vector.

In such a way, the propagation equation (2.43) in Fourier space reads

$$\partial_z \tilde{E} = \left[ \frac{i}{2k(\omega)} \nabla^2 \tilde{E} + i k(\omega) \tilde{E} + \frac{i \mu_0 \omega^2}{2k(\omega)} \tilde{F}_{NL} \right]$$

(2.44)

where

$$L(\omega) = \frac{U_i}{2\pi} \int \mathcal{E} \left[ \frac{W(I)}{I} (\rho_{\text{int}} - \rho) + \frac{\sigma(\omega)}{U_i} \rho \right] e^{i\omega t} dt.$$
Here the property that \( \hat{E}(\omega) \) is the Fourier transform of \( E(t)e^{i\omega_0 t} \) in \( \omega \) was used, and terms containing \( k(\omega) \) in their denominator are expanded up to the first order in \( \omega \).

Let us now introduce a complex valued representation

\[
E = U e^{ik_0 z - i\omega_0 t},
\]

(2.48)

involving a novel envelope function \( U \). As a next step, the new time variable \( t \to t - z/v_g \) can be utilized in order to place the pulse into a frame moving with the group velocity \( v_g = k'^{-1} \). Thus, from Eq. (2.47) we arrive at

\[
(i\partial_z + \mathcal{D})U \simeq -\frac{T^{-1}}{2k_0}(\nabla^2 \omega \mathcal{U}) - \frac{\mu_0\omega_0^2}{2k_0|\omega|c} T\mathcal{F}_{\text{NL}}(U),
\]

(2.49)

where

\[
\mathcal{D} \equiv \sum_{n \geq 2} \left( k^{(n)}/n! \right) (i\partial_t)^n, \quad T = \left( 1 + \frac{i}{\omega_0} \partial_t \right),
\]

(2.50)

whenever \( |k_0 - \omega_0 k'|/k_0 \ll 1 \). This condition is met if the relative deviation between group and phase velocities is small, which is fulfilled in a wide range of propagation phenomena. The operator \( T^{-1} \) introduces a space-time focusing in front of the diffraction term. The nonlinearities of the envelope function \( \mathcal{F}_{\text{NL}}(U) \) are also affected by the operator \( T \) corresponding physically to a self-steepening.

For dispersion relations truncated at some finite order \( n < +\infty \) the derived model equation (2.49) is applied to optical fields with sufficiently narrow spectral bandwidths.

If the dispersion relation admits a Taylor expansion around \( \omega_0 \) and retaining only waveforms oscillating at \( \omega_0 \) the nonlinear envelope equation for the forward component \( U \) can be directly obtained from Eqs. (2.49, 2.17, 2.20, 2.33):

\[
\begin{align*}
\partial_z U &= i\frac{T^{-1}}{2k_0} \nabla^2 \omega \mathcal{U} + i\frac{\omega_0}{c}n_2 T \left( 1 - x_K \right) |U|^2 + x_K \int_{-\infty}^{t} h(t - t') |U(t')|^2 dt' \biggr] U \\
&+ i\mathcal{D}U - i\frac{\omega_0}{c} n_4 |U|^4 U - i\frac{k_0}{2n_0^2 \rho_c} T^{-1} \rho U - \frac{\sigma}{2} \rho U - \frac{\beta_{\text{MFA}}(|U|)}{2} U, \\
\partial_t \rho &= W(I)(\rho_{\text{st}} - \rho) + \frac{\sigma(\omega_0)}{U_i} \rho |U|^2 - f(\rho),
\end{align*}
\]

(2.51)

(2.52)

where \( t \) stands for the retarded time variable \( t - z/v_g \). The function \( \beta_{\text{MFA}}(|U|) = (\rho_{\text{st}} - \rho)U_i W(I)/|U|^2 \) takes the losses caused by photo-ionization into account. In the MPI limit (2.31) this dissipative function takes the form \( \beta_{\text{MFA}}(|U|) \to \beta^{(K)}|U|^{2K-2} \) where \( \beta^{(K)} \equiv K\hbar\omega_0\sigma_K \rho_{\text{st}} \) is the coefficient of multiphoton absorption (MPA). The first term of the operator \( \mathcal{D} \) corresponds to a group-velocity dispersion (GVD) with a coefficient \( k'' \equiv \partial^2 k/\partial \omega^2 |_{\omega = \omega_0} \). Equations (2.51) describe wave diffraction, Kerr focusing response, plasma generation, chromatic dispersion with a self-consistent action of deviations from the classical slowly-varying envelope approximation through
space-time focusing and self-steepening operators \((T^{-1}\nabla_{\perp}^2 \mathcal{E})\) and \((T|\mathcal{E}|^2 \mathcal{E})\) respectively.

Evidently, equations (2.51, 2.52) must be supplemented with initial and boundary conditions. For Eq. (2.52) it is usually chosen in the form \(\rho(0) = 0\) what physically corresponds to the absence of free charges in the media before the laser pulse propagation.

Usually the intensity distribution at the boundary is given by either Gaussian or super-Gaussian beam shapes

\[
U(x, y, z = 0, t) = U_0 \exp \left( -\frac{r^{2N}}{w_0^{2N}} - ik_0 \frac{r^2}{2f} - \frac{t^2}{t_p^2} - iC\frac{t^2}{t_p^2} \right),
\]

which may be focused through a lens of focal length \(f\) and be temporally chirped if \(C \neq 0\). Here, \(r = \sqrt{x^2 + y^2}\), \(w_0\) is the beam waist and \(t_p\) (the \(1/e^2\) pulse half-width) is such that its full-width-at-half-maximum (FWHM) equals \(\Delta t = \sqrt{2 \ln 2} t_p\). For Gaussian beams \((N = 1)\), \(U_0 = \sqrt{2P_{\text{in}}/\pi w_0^2}\) including the input power \(P_{\text{in}}\). In the next sections we shall discuss some most important properties of the obtained model equation (2.51).

\section{2.5 Properties of the nonlinear pulse propagation equation}

Let us now briefly describe basic properties of Eq. (2.51, 2.52). For the sake of simplicity, following Bergé et al. Ref. [15], first of all it is convenient to convert the Eqs. (2.51, 2.52) into dimensionless form.

As it has been discussed above, the main contribution into the ionization processes under moderate intensity \((I < 10^{13}\text{W/cm}^2)\) comes from MPI, therefore, the plasma kinetic equation (2.52) can be approximately written as \(\partial_t \rho = \Gamma |\psi|^{2K}\), where the rescaled MPI coefficient reads \(\Gamma = (2z_0 k_0 n_0^2 \rho_c)\sigma_K \rho \mu t_p c_2^K\) and \(c_2 = \lambda_0^2/8\pi^2 n_0 n_2 w_0^2\). Then, assuming an instantaneous response \((x_K = 0)\), the nonlinear Schrödinger equation in dimensionless form reads

\[
i\partial_z \psi + \nabla_{\perp}^2 \psi + |\psi|^2 \psi + \mathcal{F}(\psi) = 0,
\]

All processes whose influence on the beam propagation is small in comparison to the Kerr nonlinearity are included in the so-called ”perturbation function”:

\[
\mathcal{F} = -\delta \partial_t^2 \psi - \rho \psi - \epsilon |\psi|^4 \psi + i\nu |\psi|^{2K-2} \psi + \frac{i(|\psi|^2 \psi - \nabla_{\perp}^2 \psi)t}{t_p \omega_0},
\]

Here we used the approximation \(T^{-1} \simeq 1 - (i/\omega_0)\partial_t\) supposing \(\omega_0 t_p \gg 1\), neglected the recombination and only treated the plasma coupling term driven by MPI and
subject to the limit $T^{-1} \rightarrow 1$. Equations (2.51) are then rescaled in dimensionless form by using the substitutions $r \rightarrow w_0 r$, $t \rightarrow t_p t$, $z \rightarrow 4z_0 z$ ($z_0 = \pi n - 0w_0^2/\lambda_0$ is the diffraction length of the collimated beam), $U \rightarrow \sqrt{c_2 \psi}$, $\rho \rightarrow (n_0^2 \rho_c / 2z_0 \kappa_0) \rho$, $\delta \equiv 2z_0 k''/t_p^2$ and $\nu = 2z_0 \beta(K) c_2^{-1}$ respectively. Quintic saturation is taken into account through $\epsilon = n_4 c_2 / n_2$. For Gaussian beams, the incident amplitude (2.53) reduces to

$$|\psi(z = 0)| = \sqrt{\frac{16\pi n_0 n_2 P_{in}}{\lambda_0^2} e^{-r^2 - r^2}}. \quad (2.55)$$

Wave collapse in nonlinear media: $\mathcal{F} = 0$. In this case Eq. (2.54) describes wave self-focusing at a certain point $z_{sf}$. This causes a compression of the beam in the diffraction plane, which leads to “wave collapse” when the Kerr nonlinearity is not saturated. A necessary condition for the collapse is that the input power $P_{in} = \int |E|^2 d\vec{r}$ exceeds some critical value,

$$P_{cr} \approx \frac{3.72 \lambda_0^2}{8\pi n_0 n_2}, \quad (2.56)$$

computed on the Townes mode\textsuperscript{1}. The beam waist decreases more and more as the field amplitude $|U|$ diverges. The distance, also termed as nonlinear self-focusing position locates the point at which the beam amplitude diverges along the optical path. One of the first results defining the position of the nonlinear self-focusing as a function of the beam power was obtained by Marburger in Ref. [86]. The obtained empirical formula (also referred to as the Marburger formula) reads

$$z_{sf} = 0.367 z_0 \left( (\sqrt{P_{in}/P_{cr}} - 0.852)^2 - 0.0219 \right)^{-1/2}. \quad (2.57)$$

We have to note that taking a delayed Kerr response $x_K \neq 0$ into account leads to a shift of the self-focusing position. In other words in that case $P_{cr}$ in the Marburger formula should by replaced by an effective critical power $P_{cr}^{eff} = P_{cr} x_K \lambda_0 \kappa_0$ Ref. [116].

However, in real physical systems a whole beam collapse is never observed: for low intensity, the nonlinear beam compression is arrested by diffraction; for high light intensity, additional nonlinear effects, leading to the collapse arrest, appear in the system.

Collapse arrest by higher order material polarization: $\mathcal{F} = -\epsilon |\psi|^4 \psi$. As it has been demonstrated in many papers (e.g. Refs. [30, 15] an references therein) an introduction of additional defocusing quintic nonlinearities produce stable solitons in continuous-wave (cw) media. This property follows from a balance between diffraction, Kerr focusing and nonlinear saturation.

\textsuperscript{1}More closely we consider this case in Chapter 4.
At sufficiently high values of $n_4$ the high-order saturation can prevail over ionization and induces a soliton-like dynamics before the occurrence of an electron plasma Ref. [15]. Whether the higher-order optical nonlinearities are relevant is governed by the ionization rate: e.g. in air, if the laser intensity saturates above $10^{14}$ W/cm$^2$ by plasma generation alone, then even weak values of $n_4$ can noticeably soften this peak intensity. At lower intensities the quintic saturation has a more limited role.

**Collapse arrest by plasma defocusing:** $\mathcal{F} = -\rho \psi$. Because of MPI the pulse temporal profile gets depleted through the sudden emergence of an ionization front near the focus point $z_{sf}$. In the absence of time dispersion and nonlinear losses, the plasma equation $\partial_t \rho = \Gamma |\psi|^2 K$ can be integrated as $\rho \simeq \Gamma |\psi|^2 K t_p$. This term in equation (2.51), similar to the case considered previously, leads to the beam collapse arrest.

The fact that the beam collapse can be prevented by the media ionization was demonstrated in many papers, like Refs. [56, 11, 5, 12] to mention only first ones. In all of them this result was obtained on the basis of the variational approach (see. Chapter 4) and numerical simulations. Instead of the beam collapse the authors observed intensity saturation: upon propagation the beam radius decreased and achieved a certain nonzero magnitude. On-axial beam intensity $I_{\text{sat}}$ which corresponds to this beam radius was suggested to be found from a rule (see Refs. [30, 15]):

$$n(I_{\text{sat}}) = 0,$$  \hspace{1cm} (2.58)

where $n(I)$ is as usual the refractive index of the model.

**Collapse arrest by group velocity dispersion:** $\mathcal{F} = -\delta \partial_t^2 \psi$. Besides wave focusing in the transverse direction the Kerr nonlinearity also causes defocusing in time for $k'' > 0$ (normal dispersion) and temporal compression for $k'' < 0$ (anomalous dispersion) by mixing GVD and spatial diffraction in case $T \simeq 1$. In case of normal GVD the interplay of these processes leads to symmetric splitting of the pulse along the time axis. In contrast, an anomalous GVD yields a spatiotemporal collapse. In addition, when ultrashort pulses develop sharp temporal gradients, the operator $T$ in front of the Kerr term (self-steepening) induces a shock dynamics: the field develops a singular profile with $|\psi_t| \to +\infty$ in the trail ($t > 0$) of the pulse [7]. This dynamics is reinforced by space-time focusing [15].

To understand it, one can consider ultrashort pulses as being stacked along the temporal direction into different time slices having each their own power, e.g., $P(t) = P_0 e^{-2t^2}$ for Gaussian profiles. Slices located at times $t < 0$ correspond to the front (or leading) pulse; those at $t > 0$ constitute the back (trailing) pulse. Each time
a slice self-focuses at its respective singularity point, \( z_{sf}(t) \), according to Eq. (2.57) in which the ratio \( P_{in}/P_{cr} \) must be replaced by \( P_{in}e^{-2t^2}/P_{cr} \). This scenario is known as the ”moving-focus” model [85] and yields simple comprehension elements to figure out the pulse distortions. Here, the central time slice focuses at the shortest distance \( z_{sf}(t = 0) \). Furthermore, \( \dot{z}_{sf}(t) \) is positive for \( t > 0 \) and negative for \( t < 0 \) \( [\dot{z}_{sf}(0) = 0] \), whereas \( \ddot{z}_{sf}(t) \) always remains positive. Normal GVD transfers power towards non-zero instants, symmetrically located with respect to \( t = 0 \). Self-steepening and space-time focusing moreover produce a transfer of power from the leading \( (\dot{z}_{sf} < 0) \) to the trailing portion of the pulse \( (\dot{z}_{sf} > 0) \). Normal GVD alone ”splits” a focusing pulse into two regular, symmetric spikes at powers \( < 2P_c \). For higher powers, the peak edges develop shock profiles and disintegrate into ripplelike cells [47].

At powers moderately above critical the normal GVD \( (k'' > 0) \) and plasma formation constitute two competing processes to halt the wave collapse. Generally, the stronger the GVD coefficient is, the larger is the power interval required for collapse arrest by pulse splitting. By solving the cubic NLS equation with normal GVD, a boundary \( \delta_{crit}(\bar{p}) \) being a function of the ratio of input power over critical, \( \bar{p} = P_{in}/P_{cr} \), it can be shown that initial conditions fulfilling \( \delta > \delta_{crit}(\bar{p}) \) will limit the Kerr self-focusing through GVD splitting not giving rise to solutions describing divergences into a singular state. Involving higher order dispersion together with steepening effects \( (T, T^{-1}) \) into consideration modifies this curve by ”delaying” the self-focusing threshold to higher powers. In particular, third-order dispersion tends to delocalize the pulse by pushing the temporal centroid to the back [41].

In contrast, for anomalous GVD \( (k'' < 0) \) power is transferred to center. Ultra-short pulses thus collapse both in space and time. A mapping \( |\delta| > \delta_{crit}(\bar{p}) \) can again be constructed on the basis of virial-type arguments [13]. As the result one obtains that the pulse spreading will take place when the dispersion length \( \sim t^2_p/|k''| \) is short enough to prevail over diffraction and Kerr nonlinearity. Again as in the previous paragraph the theoretical boundaries are to some extent influenced by higher-order dispersion and steepening terms in the equation.
Chapter 3

Model equations. The geometrical optics approximation.

As we demonstrated in Chapter 2, the basic mathematical model for intense light propagation in the media is the nonlinear Schrödinger equation (2.51). Taking into account the simplification discussed in the end of the previous chapter, the Eq. (2.51) can be rewritten as follows:

$$i\partial_z \mathcal{E} + \frac{1}{2k_0} \nabla^2_\perp \mathcal{E} + \frac{k''}{2} \partial_t \mathcal{E} + k_0 n(|\mathcal{E}|^2) \mathcal{E} = 0.$$  (3.1)

Here $\mathcal{E}$ is the slowly-varying envelope of the electric field, $z$ is the propagation length, $k_0$ is the wave number $k_0 = n_0 \omega_0 / c$, $\omega_0$ is the carrier frequency of the laser irradiation and $c$ is the velocity of light, $k''$ is the dispersion coefficient, $k'' \equiv \frac{\partial^2 k}{\partial \omega^2}|_{\omega=\omega_0}$. If $k'' > 0$, the dispersion is assumed to be normal, and anomalous in opposite case. $n = n(|\mathcal{E}|^2)$ is a nonlinear refractive index in a general form.

Equation (3.1) is a basic mathematical model for many physical situations. For example in case of (1+1) dimensions, Eq. (3.1) describes propagation of a laser pulse in the fiber, where radial intensity variation is small in comparison to the fiber radius, and the second term in Eq. (3.1) can be neglected. Further, we shall refer to this case as a dispersive one. Another situation is a continuous wave laser beam propagation in a planar geometry in a media where dispersion, i.e. the third term in Eq. (3.1), is negligible. If we consider the propagation of a laser beam in a cylindrical geometry, which is more typical for experimental conditions, the Laplace operator $\nabla^2_\perp$ will describe diffraction in two dimensions, and we arrive at (1+2) dimensional problem. Both these cases, with the Laplace operator taking diffraction into account, will be referred to as diffractional cases.

Let us now represent electric field $\mathcal{E}$ in the eikonal form: $\mathcal{E} = \sqrt{I} \exp(ik_0 S)$ in diffractive and $\mathcal{E} = \sqrt{I} \exp(i\omega_0 S)$ in dispersive cases, respectively. Then, starting
from Eq. (3.1), after some algebraic manipulations we obtain

\[ \partial_z S = -\frac{\kappa_1}{2} (\partial_x S)^2 + \kappa_2 n(I) + \kappa_3 \left( \frac{x^{1-\nu}}{\sqrt{T}} \partial_x (x^{\nu-1} \partial_x \sqrt{T}) \right), \]  
\[ \partial_z I = -\kappa_4 \partial_x (I \partial_x S) - (\nu - 1) \frac{I \partial_x S}{x}, \]  
(3.2)

(3.3)

where \( \nu = 1 \) and \( \nu = 2 \) correspond to the (1+1) and (1+2) dimensional cases respectively.

For the diffractive case \( x \) corresponds to the spatial variable and \( \kappa_1 = 1, \kappa_2 = 1, \kappa_3 = 1/2k_0^2 \) and \( \kappa_4 = 1 \); for the dispersive case \( x \) denotes time \( t \), and \( \kappa_1 = k'' \omega_0, \kappa_2 = k_0 n_2/\omega_0, \kappa_3 = k''/\omega_0 \), and \( \kappa_4 = k'' \omega_0 \).

Let us differentiate the first equation with respect to \( x \) and introduce a new variable \( v \equiv \partial_x S \). For the sake of convenience, we introduce dimensionless variables

\( \tilde{I} \equiv I/I_0, \tilde{x} \equiv x/w_0, \tilde{t} \equiv t/t_p \), where \( I_0 \) is an initial peak intensity of the beam, \( w_0 \) is an initial beam radius, and \( t_p \) is an initial pulse duration (\( t_{FWHM} = \sqrt{2 \ln 2} t_p \)).

For the propagation distance we use the following normalization: \( \tilde{z} \equiv z/k'' \omega_0/t_p \) in dispersive and \( \tilde{z} \equiv z/w_0 \) in diffractive cases, correspondingly. Further we shall always use dimensionless variables, omitting tilde for the sake of simplicity. Moreover, let us introduce new dimensionless variables \( \alpha \) and \( \theta \) as being \( \alpha = k_0 n_2 I_0/|k''| \omega_0^2 \), \( \theta = (2w_0^2 t_p^2)^{-1} \) in dispersive case and \( \alpha = n_2 I_0, \theta = (2k_0^2 w_0^4)^{-1} \) in diffractive case. Thus, finally we get the following equations:

\[ \partial_z v + v \partial_x v - \alpha \varphi \partial_x I - \theta \partial_x \left( \frac{x^{1-\nu}}{\sqrt{T}} \partial_x (x^{\nu-1} \partial_x \sqrt{T}) \right) = 0, \]  
\[ \partial_z I + v \partial_x I + I \partial_x v + (\nu - 1) \frac{v I}{x} = 0. \]  
(3.4)

(3.5)

Evidently, Eqs. (3.4, 3.5) must be supplemented with a boundary conditions. In case of collimated Gaussian beam these read

\[ v(0, x) = 0, \quad I(0, x) = \exp(-x^2). \]  
(3.6)

Let us now make some estimates. For example, in the case of (1+2) dimensions, the last term in Eq. (3.2) describes diffraction. Typical values of the parameters in modern experiments are: \( \lambda = 800 \text{nm}, \) initial beam radius \( \omega_0 = 3 \text{mm Ref [14]} \). Using these values, we get \( \theta_2 \simeq 2 \times 10^{-9} \). For pulse propagation in air \( n_2 = 3.19 \times 10^{-10} \text{cm}^2/\text{W}, \) \( I_0 = 10^{12} \text{W/cm}^2 \) \( \alpha = 3 \times 10^{-7} \). This means that the diffraction term in (1+2) dimensions can be neglected and that the geometrical optics approximation should give a reasonable description of the problem of intense laser beam propagation in gases. Typically, solid media have refractive indices of the order \( n_2 \sim 10^{-16} \text{cm}^2/\text{W} \), and, consequently the geometrical optics approximation will provide a good accuracy in this case as well. In (1+1) dimensions, when this term is responsible for the dispersion, a validity of the semi-classical approximation is discussed in detail in Ref. [123].
Another argument in favor of geometrical optics approximation can be deduced via comparison of the magnitudes of diffraction contributions and the nonlinear effects to the beam propagation. They can be estimated through the comparison of the characteristic distances: the diffractional length $L_{\text{diff}}$, and the nonlinear length $L_{\text{nl}}$, at which the beam suffers considerable changes [30]. Then, $L \equiv L_{\text{nl}}/L_{\text{diff}}$ can serve as a measure of the accuracy of the geometrical optics approximation: if $L \ll 1$, diffraction can be neglected.

The main contribution to $n(|\mathcal{E}|^2)$ is usually given by the Kerr cubic term $n_2|\mathcal{E}|^2$. Therefore it is natural to define a nonlinear length $L_{\text{nl}} = 1/(k_0n_2I_0)$, where $I_0$ is the intensity of the beam at the entry plane of the nonlinear medium. The diffraction length is defined as $L_{\text{diff}} = n_0k_0w_0^2/2$, where $w_0$ is the initial beam radius [30]. In Fig.3.1 we plot $L$ as a function of the initial beam power $P_{\text{in}}$ ($P_{\text{in}} = I_0w_0^2\pi/2$) for different media and $\lambda = 800$ nm. In many recent experiments $L \sim 0.05$ or smaller (see [30] and Refs. therein), thus making the geometrical optics approximation valid.

For propagation of X-ray laser radiation in future experiments Ref. [37], the geometrical optics approximation will provide an even better accuracy. This fact enables us to omit the last higher order derivative term in Eq. (3.7), and search for the solution under the geometrical optics approximation.

In such a way, in case when diffraction (dispersion) can be neglected, we have
the following equations:
\[ \partial_z v + v \partial_x v - \varphi \partial_x I = 0, \]  \hspace{1cm} (3.7)
\[ \partial_z I + v \partial_x I + I \partial_x v + (\nu - 1) \frac{I v}{x} = 0. \]  \hspace{1cm} (3.8)

Further simplification of these equations can be achieved in (1+1) dimensions if we notice that in this case the system (3.7-3.8) is linear with respect to the first order derivatives. Therefore, it is convenient to use the hodograph transformation [17] in order to transform it into a linear system of partial differential equations.

The key point of the hodograph transformation is exchange of dependent and independent variables. In order to perform this trick, let us first write down the total derivatives:
\[ dv = v_x dx + v_z dz, \]
\[ dI = I_x dx + I_z dz. \]  \hspace{1cm} (3.9)

Dividing both of the Eqs. (3.9) by \( dv \) and \( dI \), we obtain a system of four equations
\[ 1 = v_x \frac{\partial x}{\partial v} + v_z \frac{\partial z}{\partial v}, \]
\[ 1 = I_x \frac{\partial x}{\partial I} + I_z \frac{\partial z}{\partial I}, \]  \hspace{1cm} (3.10)
\[ 0 = v_x \frac{\partial x}{\partial I} + v_z \frac{\partial z}{\partial I}, \]
\[ 0 = I_x \frac{\partial x}{\partial v} + I_z \frac{\partial z}{\partial v}. \]  \hspace{1cm} (3.11)

Resolving system of algebraic Eqs. (3.10-3.11) with respect to \( v_x, v_z, I_x \) and \( I_z \), we get
\[ v_x = \frac{1}{J} \frac{\partial t}{\partial I}, \]
\[ v_z = -\frac{1}{J} \frac{\partial x}{\partial I}, \]  \hspace{1cm} (3.12)
\[ I_x = -\frac{1}{J} \frac{\partial t}{\partial v}, \]
\[ I_z = \frac{1}{J} \frac{\partial x}{\partial v}. \]  \hspace{1cm} (3.13)

where \( J \) is the Jacobian of the transition
\[ J = \frac{\partial x}{\partial v} \frac{\partial z}{\partial I} - \frac{\partial x}{\partial I} \frac{\partial z}{\partial v}. \]  \hspace{1cm} (3.14)

Let us now introduce the new variables \( \tau \equiv I z, \chi \equiv x - v z, w \equiv v/\alpha \). Then, we get
\[ J = \frac{\partial w \chi}{\alpha I} \frac{\partial \tau}{\partial I} - \frac{\partial w \tau}{\alpha I} \frac{\partial \chi}{\partial I} + \frac{\tau \partial w \chi}{\alpha I^2} + \frac{\tau \partial \tau}{I^2} - \frac{\tau^3}{I^3}. \]  \hspace{1cm} (3.15)

Substituting Eqs. (3.13, 3.15, 3.16) into Eqs. (3.7, 3.8), in (1+1) dimensions we arrive at
\[ \partial w \tau - \frac{I}{\varphi(I)} \partial I \chi = 0, \]  \hspace{1cm} (3.17)
\[ \partial w \chi + \alpha \partial \tau \chi = 0. \]  \hspace{1cm} (3.18)
In \((1+\nu)\) dimensions the Eqs. (3.7-3.8) read

\[
\begin{align*}
\partial_w \tau - \frac{I}{\varphi(I)} \partial_I \chi &= 0, \\
\partial_w \chi + \alpha \partial_I \tau + \frac{(\nu - 1)\alpha \omega}{\chi I + \alpha \tau w} & \left[ \partial_w \chi \partial_I \tau - \partial_w \tau \partial_I \chi - \frac{\tau \partial_w \chi}{I} + \frac{\alpha \tau \partial_I \tau}{I} - \frac{\alpha \tau^3}{I^2} \right] = 0,
\end{align*}
\]

\[(3.19)\]

\[(3.20)\]

The boundary conditions are transformed as follows: for \(w = 0\)

\[
\tau = 0, \quad \chi = H(I).
\]

\[(3.21)\]

Evidently, for example in case of the Gaussian beam we have \(\chi = \sqrt{\ln(1/I)}\).
Chapter 4

Review of Analytical Results

Let us now present a short review of analytical results and approaches in the problem of light propagation in nonlinear media. Because of the immense number of papers devoted to this issue, we can only mention some here which are more often cited in the literature and/or important for our further exposition.

4.1 Exact analytical solutions

4.1.1 Geometrical optics approximation

One of the first reviews devoted to analytical studies of the nonlinear optics equation, was published by Akhmanov et al. Ref. [4]. In this paper, the authors presented the solutions constructed by them under the geometrical optics approximation for Kerr nonlinear refractive index. For this situation Eqs. (3.7-3.8) read

\[
\begin{align*}
\frac{\partial z}{\partial x} v &= -v \frac{\partial x}{\partial x} + \alpha \frac{\partial x}{\partial I}, \\
\frac{\partial z}{\partial I} &= - \frac{\partial x}{\partial I} (Iv) - (\nu - 1) \frac{Iv}{x},
\end{align*}
\]

where \( \nu \) is equal to dimensionality of the problem: \( \nu = 1 \) in (1+1) dimensions, \( \nu = 2 \) in (1+2) etc.

In Ref. [3] it was shown that in (1+1) dimensions, equations (4.1,4.2) allow an exact solution:

\[
\begin{align*}
v &= -2\alpha I z \tanh(x - vz), \\
\alpha I^2 z^2 &= I \cosh^2(x - vz) - 1,
\end{align*}
\]

which, evidently, corresponds to the boundary conditions: \( I(0, x) = \cosh^2(x), \) \( v(0, x) = 0. \)

The solution Eq. (4.3) exhibits a singularity at the point \( z_{sf} = 1/2\sqrt{\alpha}. \) At this point the derivative \( \frac{\partial z}{\partial I}(z)|_{zsf} \) goes to infinity, but on-axial intensity magnitude remains finite and equal to \( I_{ext} = 2. \)
In (1+2) dimensions, Eqs. (4.1, 4.2) admit the solution
\[ v = \frac{-2\alpha z}{1 - 2\alpha z^2}, \quad I = \frac{1}{1 - 2\alpha z^2} \left( 1 - \frac{x^2}{1 - 2\alpha z^2} \right), \] (4.4)
which describes the propagation of an initially parabolic laser beam, \( I(0, x) = 1 - x^2 \). The solution becomes singular at the point \( z_{sf} = 1/\sqrt{2\alpha} \).

### 4.1.2 Exact solutions beyond the geometrical optic approximation

At the moment, there are only two known exact analytical solutions for the nonlinear Schrödinger equation (3.1) with physically interesting boundary conditions. Both of them were constructed for Kerr nonlinearity in (1+1) and (1+2) dimensions.

**Exact solution in (1+1) dimensions. Inverse scattering method**

In (1+1) dimensions for Kerr refractive index, the Eq. (3.1) in dimensionless form reads
\[ i\partial_t \psi(x, t) + \partial_{xx} \psi(x, t) + \kappa|\psi(x, t)|^2 \psi(x, t) = 0. \] (4.5)

In order to find a solution to Eq. (4.5), one takes \( \psi(x, t) \) in the form Ref. [1]:
\[ \psi(x, t) = A(x - vt) \exp(i\phi \xi + ivx). \] (4.6)

Substituting Eq. (4.6) into Eq. (4.5), we get
\[ -\phi A + \frac{1}{2} A_{xx} - \frac{1}{2} v^2 A + A^3 = 0. \] (4.7)

Introducing \( B \equiv \phi + v^2/2 \), and substituting this expression into Eq. (4.7) one obtains
\[ \frac{1}{2} A_{xx} - BA + A^3 = 0, \]
which, after multiplication by \( A_x \) and subsequent integration reads
\[ (A_x)^2 = 2AB - A^4, \] (4.8)
where we took into account that both function \( A \) and its derivative \( A_x \) must vanish for \( |x| \to \infty \). Equation (4.8) admits a solution:
\[ A(x) = \sqrt{2B} \cosh^{-1} [\sqrt{2B}(x - x_0)]. \] (4.9)

Then, returning to the original variables, we get a result:
\[ \psi(x, t) = \eta \sqrt{2\kappa} \exp(-4i(\xi^2 - \eta^2)t - 2i\xi x + i\varphi) \frac{\cosh(2\eta(x - x_0) + 8\eta \xi t)}{\cosh(2\eta(x - x_0) + 8\eta \xi t)}. \] (4.10)
This formula is referred to as a soliton solution. It describes evolution of a localized symmetric intensity distribution and is characterized by four constants: \( \eta, \xi, x_0 \) and \( \varphi \) which can be independent and arbitrary. However, we see that initial radius, amplitude of the soliton and the nonlinearity parameter \( \kappa \) are related to each other. In its turn, the velocity of the soliton can be arbitrary.

A generalization of this solution for multiple soliton case has been performed in Ref. [125]. Zakharov and Shabat found the solution to Eq. (4.5) making use of the inverse scattering method. They demonstrated that Eq. (3.1) can be rewritten in the form of a so-called Lax equation:

\[
\partial_t \widehat{L} = \widehat{L} \widehat{A} - \widehat{A} \widehat{L},
\]

(4.11)

where \( \widehat{L}, \widehat{A} \) is the Lax pair.

\[
\widehat{L} = i \begin{pmatrix} 1 + p & 0 \\ 0 & 1 - p \end{pmatrix} \partial_x + \begin{pmatrix} 0 & \psi^* \\ \psi & 0 \end{pmatrix}
\]

\[
\widehat{A} = -p \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \partial_{xx} + \begin{pmatrix} |\psi|^2/(1 + p) & i\psi_x^* \\ -i\psi_x & -|\psi|^2/(1 - p) \end{pmatrix}
\]

and \( p \) related to \( \kappa \) as \( \kappa = 2/(1 - p^2) \).

The method requires the eigenvalues and the continuous spectrum of \( \widehat{L} \) to be independent of \( t \). Then, as a first step, named a direct scattering problem, one needs to find the time evolution of eigenfunctions of the operator \( \widehat{L} \). The eigenvalue equation, \( \widehat{L}\psi = \lambda \psi \), turns into a system of ordinary differential equations containing a solution \( \psi_0 \) at the boundary which can be described as a potential:

\[
\phi^1_x + i\zeta \phi^1 = i \frac{\psi_0}{\sqrt{1 - p^2}} \phi^2,
\]

(4.12)

\[
\phi^2_x - i\zeta \phi^2 = -i \frac{\psi_0^*}{\sqrt{1 - p^2}} \phi^1.
\]

(4.13)

Now we have to do some a priori assumptions about the spectrum of the problem. If \( \zeta \equiv \lambda p/(1 - p^2) \) is real (in this case we denote it as \( \xi \)), then a solution can be represented as a superposition \( \varphi = a(\xi)\overline{\psi} + b(\xi)\psi \), where the overline denotes Hermitian conjugation, and condition \( |a(\xi)|^2 + |b(\xi)|^2 = 1 \) has to be satisfied. If \( \zeta \) is a complex number, \( \zeta_j, j = 1, ..., N \) should be determined as the points on the upper half complex plane \( \Im \zeta > 0 \) where \( a(\zeta) = 0 \). The solution then can be written as \( \varphi(x, \zeta_j) = c_j \psi(x, \zeta_j) \) (for details see Ref. [125]).

From Eq. (4.11) it follows that eigenfunctions of the operator \( \widehat{L} \) are governed by equation:

\[
i \partial_t \psi = \widehat{A}\psi,
\]
which defines the temporal evolution of the coefficients:

\[ b(\xi, t) = b(\xi, 0)e^{4i\xi^2t}, \quad c_j(t) = c_j(0)e^{4i\xi^2t}, \]  

(4.14)

and \( a(\xi) \) does not depend on time.

The next step is referred to as the inverse scattering problem, when we have to reconstruct the solution \( \psi(x, t) \) on the basis of obtained coefficients \( a(\xi), b(\xi, t), -\infty < \xi < +\infty; c_j(t), j = 1, \ldots, N \). As we have seen, the values of these functions at \( t = 0 \) were defined by the initial conditions \( \psi(x, 0) \); their subsequent evolution is defined by Eq. (4.14). Therefore, it is sufficient to define \( \psi(x) \) as a function of \( a(\xi), b(\xi), \) and \( c_j \). Calculation of this function can be done via integration of so-called Gelfand-Levitan-Marchenko integral equation. Let

\[ F(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{b(\xi)}{a(\xi)} e^{i\xi x} d\xi + \sum_{k=1}^{N} c_k e^{i\xi_k x}, \]

then the solution to Eq. (4.5) is \( \psi(x) = iq(x)\sqrt{2/\kappa} \), where \( q(x) = -2K_1(x, x), \int_{-\infty}^{\infty} |q(s)|^2 ds = -2K_2(x, x) \) and \( K_1(x, x), K_2(x, x) \) are defined from the equations:

\[
\begin{align*}
K_1(x, y) &= F^*(x + y) + \int_{x}^{\infty} K_2^*(x, s)F^*(s + y)ds, \\
K_2(x, y) &= -\int_{x}^{\infty} K_1(x, s)F(s + y)ds.
\end{align*}
\]

In general, exact solution is a superposition of a number \( N \) of solitons (4.10) with \( 4N \) arbitrary constants \( \eta_i, \xi_i, x_{0i} \) and \( \varphi_i \). Mathematically, an evolution of the system (3.1) can be modeled as a process of \( N \) soliton scattering.

As it was demonstrated in Ref. [125], under the semi-classical limit all eigenvalues \( \zeta \) lie at the imaginary axis, and the initial multisoliton solution is unstable.

The solution obtained by Zakharov and Shabat is exact. However, for a majority of actual cases the mathematical models corresponding to real physical situations belong to the class of the so-called unintegrable systems for which stable soliton solutions do not exist and the method of inverse scattering turns out to be no longer applicable [66]. For example, the method does not yield results already in the case of light propagation in (1+2) dimensions, typical for all experiments with nonlinear self-focusing and filamentation.

In their seminal paper [125], Zakharov and Shabat studied the stability of soliton solutions. They demonstrated that a single soliton solution is stable. However, this result was obtained under the assumption that the so-called nonsolitonic part (deviation on the solution from the single soliton profile) is negligible, and it hardly can be expanded to the case when the amplitude of the solution considerably exceeds the value \( \eta\sqrt{2\kappa} \).
Townes profile and beam collapse

In case of (1+2) dimensions, Eq. (3.1) has solutions of the form \( \psi = e^{i\lambda z}R_\lambda(r) \), where \( R_\lambda(r) = \lambda R(\lambda r) \), and \( R \) is the solution of equation

\[
R''(r) + \frac{1}{r}R' - R + R^3 = 0, \quad R'(0) = 0, \quad R(\infty) = 0. \tag{4.15}
\]

Equation (4.15) has an infinite number of solutions. Of most interest, however, is the ground-state solution, known as the Townes profile, which is positive, symmetric and monotonically decreasing to zero under \( |x| \to \infty \).

The Townes-profile solution was firstly introduced in Ref. [28]. Further, it was demonstrated that this solution is unstable: if the initial condition is perturbed, \( \psi_0 = (1 + \epsilon)R(r) \), where \( 0 < \epsilon \ll 1 \), then the corresponding solution will collapse after a finite propagation distance. The Townes solution is very important for the NLSE theory, since it provide the magnitude of the critical power for the beam collapse, and since it is universal, self-similar profile of collapsing beam in case of Kerr nonlinear refractive index.

In Ref. [121], the author proved that a necessity condition for the beam collapse is that the input power exceed the power of the Townes profile, i.e. that \( P \geq P_{cr} \), where

\[
P_{crT} = \int R^2 dx dy \approx 11.70. \tag{4.16}
\]

Later, Merle in Refs. [87, 88] proved that for other beam profiles the critical power for the beam collapse should be strictly above the critical one calculated for the Townes profile Eq. (4.16). For example, for the Gaussian beam, the critical power is 2 % above \( P_{crT} \), and for super-Gaussian - 9\% \( P_{crT} \). For the elliptic input profile \( \psi_0 = cF(\sqrt{(x/a)^2 + (y/b)^2}) \), the critical power defined as \( P_{cr} \approx (0.2(g + 1/g) + 0.6)P_{cr0} \), where \( a, b, c \) are constants, \( g = b/c \), and \( P_{cr0} \) is the critical power for the input profile \( \psi_0 = cF(\sqrt{x^2 + y^2}) \) [39].

Thus, the stronger is deviation of the input beam from the Townes profile, the bigger is the power of the beam required for the beam collapse.

In Ref. [39] Fibich emphasized that the amount of power that collapses into the singularity is independent on the initial conditions and always is given by \( P_{crT} \) Eq. (4.16). This means that part of the power equal to \( P_{crT} \) absorbed by the media at the collapse point whiles other part \( P_{in} - P_{crT} \) continues to propagate forward.

The lens transformation

Concluding the part devoted to the exact solution we want to mention the lens transformation. It is based on the symmetry properties of the cubique Schrödinger equation (3.1) in (1+2) dimensions, which allow to transform results obtained for a
collimated beam to a beam focused by the lens with a focal length, \( f \). In Ref. [111] it is demonstrated that, if at the boundary, the solution to the nonlinear Schrödinger equation (3.1) is given by function

\[
\psi(0, x, y) = \psi_0 \exp\left( -\frac{i(x^2 + y^2)}{4f} \right),
\]

where \( x \) and \( y \) are radial variables, then at a certain point \( z \) the solution reads

\[
\psi(z, x, y) = \frac{1}{L(z)} \psi(\zeta, \xi, \eta) \exp\left( \frac{iL(z)(x^2 + y^2)}{L(z)^4} \right),
\]

where

\[
L(z) = 1 - \frac{z}{f}, \quad \zeta = \int_0^z L^{-2}(s)ds, \quad \xi = \frac{x}{L(z)}, \quad \eta = \frac{y}{L(z)}.
\]

As a consequence of this transformation, we get the lens rule

\[
\frac{1}{z_{sf}} + \frac{1}{f} = \frac{1}{z_{sf,f}}
\]

where \( z_{sf,f} \) is a self-focusing position which is a sum of the nonlinear self-focusing and focusing by the lens at the boundary.

### 4.2 Approximate Results. Quasi self-similar methods

Existence of exact solutions for Kerr nonlinear refractive index motivated many authors for searching approximate solutions in a quasi self-similar form.

#### 4.2.1 Variational approach

For the first time, variational approach was applied to the Nonlinear Schrödinger equation with Kerr nonlinearity by Anderson in Ref. [7]. Later, in great number of papers (see e.g. [30, 8, 5, 103, 12]) this ideology was applied to NLSE with a more complicated form of the refractive index. In many interesting situations, the model equation has form (see Chapter 2):

\[
\frac{\partial E}{\partial z} = \frac{i}{2k} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) E + ik_0 \nu_2 T |E|^2 E
\]

\[
- \left( \frac{\sigma_n}{2} + \frac{ik_0}{2\rho_e} \right) \rho_{at} \tau_e \sigma_K |E|^{2K} E - \frac{\beta_K}{2} |E|^{2K-2} E,
\]

where \( K \) is a number of photons required for a simultaneous ionization, and all other notations are similar to Chapter 2.
It is easy to verify that equation (4.20) is the Euler-Lagrange equation of motion
\[
\frac{\partial}{\partial z} \frac{\partial L}{\partial (\frac{\partial z}{\partial z})} + \frac{\partial}{\partial r} \frac{\partial L}{\partial (\frac{\partial r}{\partial r})} - \frac{\partial L}{\partial E^*} = Q,
\]
with Lagrangian
\[
L = \frac{i}{2} (E^* \frac{\partial E^*}{\partial z} - E^* \frac{\partial E}{\partial z}) r + \frac{r}{4k} \left| \frac{\partial E}{\partial r} \right|^2 - \frac{k_0 n_2 r}{2} |E|^4 + \frac{\alpha_K r}{2(K+1)} |E|^{2K+2},
\]
and dissipative right hand side
\[
Q = -i \frac{\beta_K r}{2} |E|^{2K-2} E - i \frac{\gamma_K r}{2} |E|^{2K} E,
\]
where asterisk means the complex conjugation. We introduced notations: \(\alpha_K = \sigma_\tau \sigma_K \rho_{at}, \gamma_K = k_0 \gamma_i \sigma_n \rho_{at} / \rho_c\).

Let at the boundary intensity distribution is given by the Gaussian profile:
\[
E(0, r, t) = W_0 \exp\left(\frac{-r^2}{2a_0^2}\right).
\]
Then, at the next step one assumes that upon propagation, the beam profile will keeps its Gaussian shape, but the average radius, intensity and phase of the beam will be functions of the propagation distance \(z\). Thus, one search for the solution in the form:
\[
E(z, r) = W \exp(-r^2/2a^2 + i br^2 + i \phi),
\]
where \(W = W(z), a = a(z), b = b(z), \) and \(\phi = \phi(z)\) are variational parameters.

Substituting the trial solution (4.23) into (4.21,4.22) and integrating over the transverse coordinate, we obtain the reduced Lagrangian
\[
L_R = \frac{1}{2} \frac{\partial b}{\partial z} W^2 a^4 + \frac{1}{2} \frac{\partial b}{\partial z} W^2 a^2 + \frac{W^2}{8k} + \frac{b^2 a^4 W^2}{2k} - \frac{k_0 n_2 W^2 a^2}{8} - \frac{\alpha W^{2K+2} a^2}{4(K+1)^2}.
\]

Equation of motion for the variational parameters could be obtained from Ref. [25] and read
\[
\frac{\partial}{\partial z} \frac{\partial L_R}{\partial (\frac{\partial \mu_j}{\partial z})} - \frac{\partial L}{\partial \mu_j} = 2 Re \int Q \frac{\partial E^*}{\partial \mu_j} dr,
\]
where \(\mu_j\) has meaning \(W, a, b, \) and \(\phi\) for \(j = 1, 4,\) correspondingly. Then, after some algebra, we get the final analytical result in form of a set of ordinal differential equations:
\[
\begin{align*}
\frac{\partial a}{\partial z} &= ab + \frac{P^{K-1}}{a^{2K-3}} \left( \frac{\beta_K P^{K-1}}{2K a_0^{2K-4}} \right) \left( 1 - \frac{1}{K} \right) + \frac{P^K}{a^{2K-1}} \left( \frac{\gamma_K P^K K}{(2(K+1))^2 a_0^{2K-2}} \right), \\
\frac{\partial b}{\partial z} &= -b^2 + \frac{1}{4a^4} - \frac{P}{2a^4} - \frac{P^K}{a^{2K+2}} \left( \frac{\alpha_K K k}{2(K+1)^2 a_0^{2K-2} \pi K} \right), \\
\frac{\partial P}{\partial z} &= -\frac{P^K}{a^{2K-2}} \left( \frac{\beta_K P^{K-1}}{K a_0^{2K-4} \pi K} \right) - \frac{P^{K-1}}{a^{2K}} \left( \frac{\gamma_K P^K}{(K+1)a_0^{2K-2} \pi K^2} \right).
\end{align*}
\]
Where we introduce dimensionless variables \( P = 2\pi \int |E|^2 r dr / P_{cr} \), \( a = a/a_0 \), \( b = ba_0^2 \) and \( z \) in units of \( ka_0^2 \); \( P_{cr} = \lambda_0^2 / 2\pi n_0 n_2 \) is the critical power for self focusing for laser beam.

Finally, the used approach allowed to reduce initial partial differential equations (4.20) into a system of nonlinear ordinal differential equations (4.25). From the mathematical point of view, the new problem is evidently rather simple in comparison to the original one. However, Eqs. (4.25) must still to be solve numerically and give no explicit/implicit expressions for the self-focusing position and value of intensity along the propagation.

The most important shortcoming of the method is the fact that it is based on an assumption of a fixed (Gaussian) shape of the beam upon the propagation, that is normally not the case as was demonstrated in many papers, e.g. in Refs. [67, 52]. Consequently, the approach is not able to provide a sufficient accuracy of theoretical results.

In spite of this problem, up to now, the variational approach with its numerous corrections are extremely popular. The reason for this is a flexibility of this method. It is applicable to NLSE with any nonlinear response and any dimensionality of the problem. This method allows to predict a qualitative behavior of the solutions. In particular, based on this method in Refs. [56, 11], the authors demonstrated that multiphoton ionization leads to the self-focusing collapse arrest in a media with original Kerr responce.

### 4.2.2 Berge’s variational approach

Disadvantage of the variational approach described above is as following: this formalism does not take care about conservation laws. In order to improve this, Berge et al. [12, 103] suggested the following modification of the method: They considered dimensionless nonlinear Schrödinger equation in (1+3) dimensions [103]:

\[
 i\partial_z \psi + r^{-1} \partial_r (r \partial_r \psi) - \delta \partial_t \psi + |\psi| = 0, \tag{4.26}
\]

and the boundary conditions

\[
 \psi_0 = \sqrt{8p} \exp(-r^2 - t^2) \tag{4.27}
\]

Here \( p \) is related to the beam perimeters as \( 8p = 2P_{in} / \pi w_0 \), \( r \) is normalized into the initial beam radius \( w_0 \), \( t \) is normalized into the pulse duration \( t_p \), \( \delta \equiv 2z_0 k'/t_p \), and \( z_0 \) is the Rayleigh distance \( z_0 = \pi n_0 w_0^2 / \lambda_0 \).

Integration of Eq. (4.26) gives the moment equations:

\[
 \begin{align*}
 d_z^2 \int r^2 |\psi|^2 dr dt &= 8 \int |\partial_r \psi|^2 dr dt - 4 \int |\psi|^4 dr dt, \tag{4.28} \\
 d_z^2 \int t^2 |\psi|^2 dr dt &= 4\delta \left( 2\delta \int |\partial_t \psi|^2 dr dt + \frac{1}{2} \int |\psi|^4 dr dt \right). \tag{4.29}
\end{align*}
\]
As a next step, the authors made assumption about a fixed Gaussian form of the solution in both space and time. They suggested the following trial substitution:

\[
\psi = \sqrt{I(z)} R(z) \exp \left( \frac{-r^2}{2R^2(z)} - \frac{t^2}{2T^2(z)} + \frac{iR_z(z)r^2}{4R(z)} - \frac{iT_z(z)t^2}{4\delta T(z)} \right). \tag{4.30}
\]

One can see that it is different from Eq. (4.23), in spite on the bigger dimensionality, it contains a smaller number of variational parameters. Reduction of number of parameters was achieved by taking into account conservation laws Ref. [12].

Substitution of Eq. (4.30) into Eqs. (4.28-4.29) gives a system of ordinal differential equations:

\[
\frac{1}{4} R^3 R_{zz} = 1 - \frac{p}{2T}, \quad \frac{1}{4} T^3 T_{zz} = \delta \left( \delta + \frac{Tp}{2R^2} \right). \tag{4.31}
\]

These equations, generally speaking, must be again solved numerically. However, using the empirical Margurger formula Eq. (2.57), and a fact that for realistic physical system \( pT/2R^2 \delta \simeq const. \) the authors managed to get a critical value of \( \delta \)

\[
\delta = \frac{\sqrt{p^2 - 1} \sqrt{(\sqrt{2} - 0.852)^2 - 0.0219}}{1.835} \tag{4.32}
\]

above which the self-focusing would be arrested by the normal group velocity dispersion, \( \delta > 0. \)

If the plasma response is taken into account in Eq. (2.51), then the reduced equations read Ref. [12]

\[
\frac{1}{4} R^3 R_{zz} = 1 - \frac{p}{2T} + \chi(K, p) \frac{p^K}{R^{2K-2}T^{K-1}}, \quad \frac{1}{4} T^3 T_{zz} = \delta \left( \delta + \frac{Tp}{2R^2} \right), \tag{4.33}
\]

where \( \chi(K) = \frac{\gamma\omega_0^2\tau}{2^{K+1} \sqrt{2\pi K \sqrt{K+1}}} \frac{1+\omega_0^2\tau^2}{\omega_0^2\tau^2} \), as usually, \( K \) is a number of photons required for a simultaneous ionization, and all other parameters are discussed in Chapter 2.

Based on this approach (supplemented with numerical simulations) the authors shown that the electron density produced by photo-ionization defocuses the beam and arrests the self-focusing promoted by the Kerr response of the gas. Such a description of the self-guided beams emphasize the distortions caused by multiphoton sources in the temporal pulse profiles.

### 4.2.3 Fibich’s quasi self-similar method

All previously mentioned semi-analytical methods were based on assumption about a self-similarity of the initial beam profile. In their papers Fibich and Papanicolaou see
Ref. [39] used an opposite assumption: It is proven that in vicinity of the collapsing point, the solution achieves the Townes profile. Therefore, these authors used the trial function in the form:

\[
\psi_R = \frac{1}{L(z)} R(\rho) \exp (iS), \quad \rho = \frac{r}{L},
\]

\[
S = \tau(z) + \frac{L_z}{L} r^4, \quad \partial_z \tau = 1/L^2,
\]

and \(R(r)\) is the Townes solution Eq. (4.16).

Since deviation from the Townes profile assumed to be small, the key parameter of the problem

\[
\beta(z) \equiv -L^3 L_{zz}
\]

is small.

They considered NLSE with a small perturbation \(|\epsilon| \ll 1\)

\[
i \partial_t \psi + \Delta \psi + \left|\psi(x, t)\right|^2 \psi(x, t) + \epsilon F(\psi, \psi_z, \nabla \psi, ...) = 0,
\]

and \(|\epsilon F| \ll |\Delta \psi|, |\epsilon F| \ll |\psi|^3\).

Then, to the leading order, one can arrive at the following system:

\[
\partial_z \beta + \frac{\nu(\beta)}{L^2} = \frac{\epsilon \partial_z f_1}{2M} - \frac{2\epsilon f_2}{M},
\]

\[
\partial_{zz} = -\frac{1}{L^3},
\]

where

\[
f_1(z) = 2L R \int F(\psi_R) e^{-iS}[R(\rho) + \rho R'(\rho)] dx dy,
\]

\[
f_2 = \Im \int F(\psi_R) \psi_R^\ast dx dy,
\]

\[
\nu(\beta) \sim 4\pi A_R^2 \exp(-\pi/\sqrt{\beta}) \text{ if } \beta > 0, \text{ and } \nu(\beta) = 0 \text{ if } \beta \leq, \text{ and } M = \|r R\|_2^2/4 \cong 3.46,
\]

\[
A_R = \lim_{r \to \infty} R(r) \sqrt{r} \exp(r) \cong 3.52.
\]

This approach allowed the authors to get expression for the intensity distribution in neighbourhood of singularity, \(2(z_{sf} - z)\sqrt{\beta(z)} = L^2(z)\), and expression for the nonlinear self-focusing position [39]:

\[
z_{sf} \sim \sqrt{\frac{MP_{crT}}{P_{in} - 1}} \left( \int_0^\infty \left| \nabla_z \psi_0 \right|^2 r dr \right)^{-1}.
\]

Details of application of this method to modifications of Eq. (4.35) are given in Refs. [40, 42, 44, 45, 46].
4.3 Renormalization group symmetry analysis

A special chapter of the present dissertation is devoted to construction of the solution for the light propagation equations make in use the renormalization group symmetry (RGS) analysis. Therefore, in this part, we only briefly review main results in nonlinear optics achieved with RGS method.

The key point in construction of the solution is to construct the RGS. For that purpose, following the general RGS theory Refs. [102] one uses the Lie-Bäcklund symmetries admitted by both original differential equations and boundary conditions. This symmetry is determined by the group operator $X$. This operator serves as a tool for finding solution of the boundary value problem.

Usually the constructed symmetry operator has form: $X = \xi_i(x_1, x_2, ..., x_n)\partial_{x_i}$, where $x_i$ denote both independent and depend variables, $i = 1, ..., n$, then one can obtain the solution via integration of the Lie equations Ref. [57]:

$$\frac{dx_1}{\xi_1} = ... = \frac{dx_n}{\xi_n}.$$  

Advantage of the method is an exitance of the formal step-by-step schema (see Chapter 5) which can be apply to any equations (which, of course, does not guaranty exitance of the appropriate symmetry group). If such group of symmetry can be constructed exactly (approximately) the boundary value problem can be solved exactly (approximately) without any artificial assumptions such as e.g. fixed beam form upon propagation.

4.3.1 RGS results in (1+1) dimensions

Application of the RGS method to the LNSE with Kerr nonlinearity and in (1+1) dimensions was done in Ref. [69]. In this case, Eq. (3.1) turns into a linear system of partial differential equations (see Chapter 2):

$$\begin{align*}
\tau_w - I\chi_I &= 0, \\
\chi_w + \alpha \tau_I &= 0, \\
\tau_s(0, I) &= 0, \\
\chi(0, I) &= \chi_0(I),
\end{align*}$$  

(4.38)

where index $s$ denotes derivative of arbitrary order with respect to $I$.

For a Gaussian beam, $\chi_0 = \sqrt{\ln(1/I)}$, Eqs. (4.38) admit an approximate symmetry group with generator:

$$X = -2\chi \partial_w + 2\alpha \tau \partial_I + (1 + \alpha \tau^2 / I)\partial_z.$$  

(4.39)

this symmetry operator gives an approximate analytical solution to Eq. (4.38) [69]

$$x^2 = (\alpha Iz^2 - \ln I)[1 - P(\sqrt{\alpha Iz^2})]^2, \quad v = -\frac{x}{z} \frac{P(\sqrt{\alpha Iz^2})}{[1 - P(\sqrt{\alpha Iz^2})]}.$$  
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where \( P(h) = 2he^{-h^2/2} \int_0^h e^{t^2/2} dt \).

If parameter \( \alpha \) is involved into the symmetry transformation as an independent variable, the symmetry operator reads

\[
X = 2\tau \partial_w + 2I\chi \partial_I + 2\alpha \chi \partial_\alpha - \partial_\chi
\]

and provides the solution:

\[
\begin{align*}
-x^2 & = \ln \left( I[1 - \alpha z^2 I] \right), \\
v & = -\frac{2\alpha z x I}{1 - 2\alpha z^2 I}.
\end{align*}
\]

For the boundary condition \( I_0 = \cosh^{-2}(x) \), Eqs. (4.38) admit an approximate symmetry

\[
X = \left( 1 + \frac{\alpha \tau^2}{I \cosh^2(\chi)} \right) [\partial_\tau - 2 \tanh(\chi) \partial_w] + \frac{2\alpha \tau}{\cosh^2(\chi)} \partial_I
\]

with the solution

\[
v = -2\alpha I z \tanh(x - vz), \quad \alpha I^2 z^2 = I \cosh^2(x - vz) \ln(I \cosh^2(x - vz)),
\]

An exact symmetry group

\[
X = \left( 2I(1 - I)\tau_2 - I\tau_1 - 2I w(\chi_1 + I\chi_2) + \frac{\alpha I w^2 \tau_2}{2} \right) \partial_\tau
\]

\[
+ \left( 2I(1 - I)\chi_2 + (2 - 3I)\chi_1 + \alpha w(2I \tau_2 + \tau_1) + \frac{\alpha w(2I \chi_2 + \chi_1)}{2} \right) \partial_\chi,
\]

provides the exact solution Eq. (4.3).

Both solutions Eq. (4.43) and Eq. (4.3) are singular at the points \( z_{sf,\text{approx}} = 1/\sqrt{\alpha} \), and \( z_{sf,\text{exact}} = 1/2\sqrt{\alpha} \), respectively.

### 4.3.2 RGS results in (1+2) dimensions

For a parabolic laser beam at the boundary \( \chi_0 = \sqrt{1 - I} \), Eq. (4.1,4.2) are invariant with respect to the action of infinitesimal symmetry operator

\[
X = -2\chi \partial_w + 4\alpha \tau \partial_I + I(1 + 2\alpha \tau^2/I^2) \partial_\tau - \alpha w \partial_\chi
\]

which gives exact solution (4.4).

Approximate solution for Kerr nonlinearity and arbitrary initial beam profile was obtained in Refs. [68, 67]. The infinitesimal RGS operator for this case reads:

\[
X = \left( 1 - \frac{z}{R} \right)^2 + z^2 S_{xx} \partial_z + \left( \frac{r}{R^2} + \frac{v}{R} \left( 1 - \frac{z}{R} \right) + S_\chi \right) \partial_\nu
\]

\[
+ \left( -\frac{r}{R} \left( 1 - \frac{z}{R} \right) + z S_\chi + vz^2 S_{xx} \right) \partial_\tau
\]

\[
+ \left( 2I \left( 1 - \frac{z}{R} \right) - I z \left( 1 + \frac{vz}{r} \right) S_{xx} - \frac{I}{r} S_\chi \right) \partial_\nu,
\]

\[
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\]
where

\[ S(\chi) = \alpha N(\chi) + \frac{\theta}{\chi \sqrt{N(\chi)}} \partial_\chi \left( \chi \partial_\chi \sqrt{N(\chi)} \right) \] (4.46)

Integration of the Lie equation determined by operator (4.45) provides the solution Ref. [67]:

\[ v(z, r) = \frac{r - \chi}{z}, \quad I(z, r) = N(\mu) \left( 1 - \frac{z}{R} \right)^{-1} \frac{\chi \partial_\chi S}{r \partial_\mu S}, \] (4.47)

where the dependence of two functions \( \chi \) and \( \mu \) on \( z \) and \( r \) is defined by the following relations:

\[ r = \chi \left( 1 - \frac{z}{R} \right) \left( 1 + \frac{2z^2 \partial_\chi S}{(1 - z/R)^2} \right), \quad S(\mu) - S(\chi) = \frac{z^2 (\partial_\chi S)^2}{2(1 - z/R)^2} \] (4.48)

The solution Eq. (4.47) allowed to study important features of the beam propagation. In the model equations (4.1,4.2) there are two parameters \( \alpha = n_2 I_0 \) and \( \theta = 1/(2k_0^2 w_0^2) \) which are represents magnitude of the nonlinearity and the diffraction, respectively.

If \( \alpha < \theta \), the diffraction is dominating, and the position of nonlinear focal plane is defined as

\[ z_{nl} = R/(1 + 2(\theta - \alpha)R^2). \] (4.49)

Under the limit \( \alpha = 0 \), expression (4.49) turns into \( z_1 = R/(1 + 2\theta R^2) \) which define position of the linear focal plane where the rays become parallel to the beam axis, and the beam radius achieves its minimum equals to \( w_{min} = 1/\sqrt{1 + 1/2\theta R^2} \). In the focal plane, \( v = 0 \), is a turning plane for the rays.

In case of Kerr nonlinearity, points where \( v = 0 \) can be found from equation:

\[ r^2_{v=0} = \ln \left( \frac{\alpha z}{\theta z - (1 - z/R)/2R} \right). \] (4.50)

This formula defines the curve on which the beam rays turn. The positivity conditions \( r_{v=0} > 0 \) provides a constraint on the interval \( z \), where curve (4.50) is defined

\[ \frac{R}{1 + 2\theta R^2} < z < \frac{R}{1 + 2(\theta - \alpha)R^2} \] (4.51)

for \( \alpha > \theta \), there are no upper restriction for the value of \( z \).

If \( \alpha > \theta \), the nonlinearity dominates the diffraction. In this case in Ref. [67] was demonstrated that there was a minimal value of the wave front radius at the boundary \( R_{min} = 1/\sqrt{2(\alpha - \theta)} \). If \( R > R_{min} \), there was one nonlinear self-focusing point, its position was defined as \( z_{sf} = R/(1 + R\sqrt{2(\alpha - \theta)}} \). Otherwise, a second nonlinear self-focusing point appeared at \( z_{sf,2} = R/(1 - R\sqrt{2(\alpha - \theta)}} \).
In such a way, application of RGS to the problem provided a quantitative description of the beam electric field everywhere in a nonlinear media and allowed to defined the global self-focusing characteristics in a more accurate way. Constructed solution indicated also that the singularity at the beam intensity shown up at low powers, before the whole beam started to converge, and the asymptotic behavior of the light intensity near the singularity depended on the incident beam profile. The RGS solution allowed to derive a parametric scaling for self-focusing. It predicted the dependence of the trapped power and the length of self-focusing on the nonlinearity $\alpha$, diffraction $\theta$, and the initial wave-front curvature $R$. 
Chapter 5

Renormalization group symmetry analysis. Exact solutions

5.1 Introduction

In Chapters 2, 4 we discussed that for many situations typical for modern experiments, the refractive index has a rather complicated dependence on the electric field. Nevertheless, all exact analytical solutions were up to now obtained only for the Kerr-type refractive index \( n = n_0 + n_2 I \). In the present chapter we shall for the first time construct an exact analytical solution for the light propagation equations in case of a more complicated dependence of the refractive index on intensity. Generally speaking, exact analytical solutions have already been constructed in several papers (See e.g. Refs. [49, 50]), however these solutions do not correspond to any physically based boundary value problem. Indeed, for physical reasons the solution must provide a positive (symmetric) bell-like intensity distribution upon propagation distance. Moreover, the refractive index must be a nonsingular saturating function of intensity. In order to find an exact solution fulfilling both of these (from the technical point of view rather difficult) requirements, we shall use a special mathematical formalism called a renormalization group symmetry analysis.

The renormalization group symmetry (RGS) analysis was introduced in mathematical physics in the beginning of the 1990s as a result of combining the quantum field theory Stueckelberg-Bogoliubov [109, 19, 18] renormalization group (RG) generalized in a form of functional self-similarity [100] with the Sophus Lie group formalism. Here, the central idea is tightly connected with Bogoliubov RG method [19] of improving an approximate solution of a QFT problem in the vicinity of a solution singularity.

The RG concept was transferred to mathematical physics having the same pragmatic goal in mind: to improve the solution behavior in the vicinity of a singularity. For the boundary value problems (BVPs) based on differential equations
(DEs), a RG algorithm was developed (see, e.g., [74, 102]) that unites the RG ideology of the quantum field theory with a regular symmetry construction procedure for BVP solutions. This algorithm gave rise to the concept of the RGS for BVP solutions: these symmetries result from a calculation procedure similar to the one used in modern group analysis. The algorithm of construction of renormalization-group symmetries can also be applied to problems involving differential and integral equations (see, e.g. Refs. [78, 79]).

Before proceeding any further, let us make a short review of results already obtained on the basis of the formulated scheme. The first application of RG-approach to a particular problem of laser plasma was announced in [72]. The problem, namely a nonlinear interaction of a powerful laser radiation with inhomogeneous plasma, has been detailed in subsequent publications [71, 76, 77]. A mathematical model was given by a system of nonlinear DEs for components of electron velocity, electron density and the electric and magnetic fields. The presence of small parameters (such as weak inhomogeneity of the ion density, low electron thermal pressure and small incident angles of a laser beam on plasma surface) in the initial system of equations provided a way to construct a RG-manifold, based on approximate group methods.

Application of the method to an initial value problem was done for the modified Burgers equation in Ref. [75]. This example yielded a detailed illustration of the method of constructing RG-symmetries when a basic RG-manifold is given by an original DE with parameters included in the list of independent variables. It was argued that the exact solution can be reconstructed from the perturbative solution with the help of any of the admitted RG-symmetry operators which form an eight-dimensional algebra. Two illustrative examples were given, dealing with perturbation theory in time and in nonlinearity parameter.

To demonstrate the method of constructing Lie-Bäcklund RG-symmetries, the initial value problem for a linear parabolic equation was considered in Ref. [73]. It was shown that appending Lie-Bäcklund RG-symmetries to point RG-symmetries extends the algebra of RG-symmetries up to an arbitrary order.

In Refs. [69, 68, 67] the RGS algorithm was applied in nonlinear optics to the problem of propagation and self-focusing of a wave beam in a medium with Kerr nonlinearity. It was revealed that RG-symmetries are related to formal symmetries that are constructed in the form of infinite series in medium nonlinearity parameter. For a specific form of boundary data infinite series are truncated with RG-symmetries presented by finite sums. Generally, this is not the case for arbitrary boundary data and in that event a finite sum describes approximate RG-symmetry for small nonlinearity parameter.
5.2 Renormgroup analysis: General scheme

The general idea of the algorithm is to find a specific renormgroup manifold $\mathcal{RM}$ that contains the desired solution of BVP. The subsequent construction of a RGS, leaving this solution unaltered, is performed by standard methods of a group analysis of DEs.

Let us now following Ref. [102] present here the regular algorithm of constructing RGS as a step-by-step procedure. First of all, we emphasize that the desired regular approach to constructing RG-symmetries turns out to be possible for those mathematical models of physical systems that are based on differential or, in some particular cases, integro-differential equations. The key idea uses the fact [73, 101] that such models can be investigated by algorithms of modern group analysis.

A formal scheme can be presented as a sequence of steps:

**First.** A specific renormgroup manifold $\mathcal{RM}$ for the given BVP should be constructed. This manifold is identified with a system of the $k$th-order differential equations

$$F_{\sigma}(x, u, u^{(1)}, \ldots, u^{(k)}) = 0, \quad \sigma = 1, \ldots, s. \quad (5.1)$$

which define surfaces in the space of independent, $x^i$, $i = 1, \ldots, n$ and dependent $u^\alpha$, $\alpha = 1, \ldots, m$ variables and their derivatives, $u^\alpha_i(x) \equiv \partial u^\alpha/\partial x^i$, $u^\alpha_{ij}(x) \equiv \partial^2 u^\alpha/\partial x^i \partial x^j$, $\ldots$.

Following Refs. [102] and notations of differential algebra, we shall treat all $u^\alpha$, $u^\alpha_i$, $u^\alpha_{ij}$, $\ldots$ as variables as well. Thus we shall be dealing with an infinite number of variables

$$x = \{x^i\}, \quad u = \{u^\alpha\}, \quad u^{(1)} = \{u^\alpha_i\}, \quad u^{(2)} = \{u^\alpha_{i_1i_2}\}, \ldots ; \quad (i, i_1, \ldots, i_{k-1}) = 1, \ldots, n. \quad (5.2)$$

A locally analytic function $f(x, u, u^{(1)}, \ldots, u^{(k)})$ of variables (5.2), with the highest $k$th-order derivative involved, is called a differential function of order $k$. The set of all differential functions of a given order form a space of differential functions $\mathcal{A}_k$, the universal space of the approach [90, 57].

**Second.** The next step of the scheme consists in calculation of a most general symmetry group $\mathcal{G}$ leaving the manifold $\mathcal{RM}$ intact. The term “symmetry group”, along the similar lines with the classical group analysis, means the property of the system (5.1) to admit a local Lie group of point transformations in the space $\mathcal{A}_k$.

The Lie algorithm of finding such symmetries is based on a construction of tangent vector fields defined by operators

$$X = \xi^i \partial_{x^i} + \eta^\alpha \partial_{u^\alpha}, \quad \xi^i, \eta^\alpha \in \mathcal{A}_k, \quad (5.3)$$
with the coordinates, \( \xi^i \), \( \eta^\alpha \) being functions of group variables that have to be determined by a system of equations

\[
X F_\sigma \bigg|_{F_\sigma(x,u,u^{(1)},...,u^{(k)})=0} = 0, \quad \sigma = 1, \ldots, s,
\]

(5.4)

following from the invariance of \( \mathcal{R}\mathcal{M} \).

Here the symbol \( \big|_{(5.1)} \) means calculated on the frame (5.1) and \( X \) is extended to all derivatives involved in \( F_\sigma \): \( X = \xi^i \partial_{x^i} + \eta^\alpha \partial_{u^\alpha} + \zeta^\alpha_i \partial u^\alpha_i + \zeta^\alpha_{i_1i_2} \partial u^\alpha_{i_1i_2} + \ldots \), where the first, second etc prolongations defined as \( \zeta^\alpha_i = D_i (\eta^\alpha - \xi^i u^\alpha_i) \), \( \zeta^\alpha_{i_1i_2} = D_{i_1} D_{i_2} (\eta^\alpha - \xi^i u^\alpha_i) \), Ref. [57].

The system of linear homogeneous PDEs (5.4) for coordinates \( \xi^i \), \( \eta^\alpha \) known as determining equations is, as a rule, overdetermined. Its solution defines a set of infinitesimal operators (5.3) (also known as group generators), which correspond to the admitted vector field and form a Lie algebra.

In case when the general element of this algebra

\[
X = \sum_j A^j X_j,
\]

(5.5)

where \( A^j \) are arbitrary constants, contains a finite number of operators, \( 1 \leq j \leq l \), the group is called finite-dimensional (or simply finite) with the dimension \( l \). Otherwise, for unlimited \( j \) the group is called infinite.

The use of the infinitesimal criterion (5.4) for calculating the symmetry group makes the whole procedure algorithmic and can be carried out not only “by hand” but using modern symbolic packages of computer algebra (see, e.g., Vol.3 in [57]) as well.

The generator (5.3) of the group \( \mathcal{G} \) is equivalent to the canonical Lie–Bäcklund operator

\[
Y = \kappa^\alpha \partial_{u^\alpha}, \quad \kappa^\alpha \equiv \eta^\alpha - \xi^i u^\alpha_i,
\]

(5.6)

known as a canonical representation of \( X \). It will play an essential role in subsequent RGS construction.

However, the group defined by the generators (5.3) and (5.6) cannot yet be referred to as a renormgroup, as it is not related to a partial BVP solution of interest.

**Third.** To arrive at a RGS, the restriction of the group \( \mathcal{G} \) on particular BVP solution is to be made. Mathematically, this procedure means imposing a vanishing condition on a linear combination of coordinates \( \kappa^\alpha_j \) of the canonical operator equivalent to (5.5) on a particular approximate (or exact) BVP solution \( U^\alpha(z) \)

\[
\left\{ \sum_j A^j \kappa^\alpha_j \equiv \sum_j A^j (\eta^\alpha_j - \xi^i u^\alpha_i) \right\}_{u^\alpha = U^\alpha(z)} = 0.
\]

(5.7)
Evaluating (5.7) on a particular BVP solution \( U^\alpha(z) \) transforms the system of DEs for group invariants into algebraic relations.

Firstly, it gives relations between \( A^j \) thus “combining” different coordinates of group generators \( X_j \) admitted by the \( \mathcal{RM} \) (5.1). Secondly, it eliminates (partially or entirely) the arbitrariness that may appear in coordinates \( \xi^i, \eta^\alpha \) in the case of an infinite group \( \mathcal{G} \).

Generally, the restriction procedure reduces the dimension of \( \mathcal{G} \). It also “fits” boundary conditions into the operator (5.5) by a special choice of coefficients \( A_j \). In case of infinite group, the restriction procedure can be done by choosing a particular form of arbitrary functions in coordinates \( \xi^i, \eta^\alpha \). Hence, the general element (5.5) of the group \( \mathcal{G} \) after the fulfillment of a restriction procedure can be expressed as a linear combination of new generators \( R_i \) with the coordinates \( \tilde{\xi}^i, \tilde{\eta}^\alpha \),

\[
X \Rightarrow R = \sum_j B^j R_j, \quad R_j = \tilde{\xi}^i_j \partial_{x^i} + \tilde{\eta}^\alpha_j \partial_{u^\alpha},
\]

(5.8)

where \( B^j \) are arbitrary constants.

The set of RGS generators \( R_i \) each containing the desired BVP solution in its invariant manifold, define a group of transformations that we also refer to as renormgroup.

In a particular case, when RG is constructed from a Lie group admitted by the original system of DEs, it turns out to be a subgroup of this group and a solution of the BVP appears as an invariant solution with respect to the point RG obtained (compare with [91]). Generally, not only the Lie point group, but also Lie-Bäcklund groups, approximate groups, nonlocal transformation groups, etc. (see, e.g. [57]), are employed as basic groups which are then to be restricted on the solution of a BVP.

**Fourth.** On this step the RGS generators are used to find analytical expressions for the solution of BVP. Mathematically, this is achieved by solving a combined system of (5.1) and the vanishing condition for the linear combination of coordinates \( \tilde{\kappa}^\alpha_j \) of the canonical operator to (5.8),

\[
\sum_j R^j \tilde{\kappa}^\alpha_j \equiv \sum_j B^j \left( \tilde{\eta}^\alpha_j - \tilde{\xi}^i_j u^\alpha_i \right) = 0.
\]

(5.9)

One can see that conditions (5.9) are similar to (5.7). However, in contrast to the previous step, the differential variables \( u \) in (5.9) should not be replaced by an approximate expression for the BVP solution \( U(z) \), but be treated as usual dependent variables.

For the one-parameter Lie point renormgroup, RG invariance conditions lead to the a first order PDE that gives rise to so-called group invariants arising as
solutions of associated characteristic equations. A general solution of the BVP can then be expressed in terms of these invariants (see below).

However, as we shall see later, in a general case of arbitrary RGS the group invariance conditions obtained for BVP do not necessarily coincide with characteristic equations for the Lie point group operator. They may appear in a more complicated form, e.g. as a combination of PDE and higher order ODE. Nevertheless, the general idea of finding solution of the BVP as RG invariant solutions remains valid.

Finally, let us consider in more details a case of approximate RGS. In the case when BVP contains a small parameter $\alpha$, the desired $\mathcal{R}$ can be obtained by simplification of these equations and making use of “perturbation methods of group analysis” (see Vol.3, Chapter 2, in Ref. [57]). The main idea here is to consider a simplified ($\alpha = 0$) model, admitting a wider symmetry group in comparison with the case $\alpha \neq 0$. This symmetry is inherited by boundary equations and after the contributions from small $\alpha$ are taken into account additional power corrections with respect to $\alpha$ appear in the RGS generator.

### 5.3 Renormalization group solutions for the eikonal equations with a saturating nonlinearity

Let us now apply the developed formalism to the problem of light propagation in (1+1) dimensions. In this case, as we discussed in Chapter 3, the equations of motion read

$$
\tau_v - \psi(I)\chi_I = 0, \quad \chi_v + \tau_I = 0,
$$

(5.10)

where $\psi = I/(\alpha \varphi)$, $(\varphi = \partial_I \nu)$. As a boundary condition, we take a collimated continuous wave beam with a localized symmetric intensity distribution at the entry plane

$$
\tau(I, 0) = 0, \quad \chi(I, 0) = \chi_0(I).
$$

(5.11)

Our goal is now to construct an exact analytical solution to the system of equations (5.10) with a nonlinear function $\psi(I)$ that corresponds to a saturating dependence of the refractive index on the intensity. For this goal, we take $\psi = e^{bI/I_0}/n_2I_0$. The refractive index corresponding to this form of $\psi$ is presented in Fig. 5.1.

Let us first sketch the broad outlines of our solution: first, we construct a Lie symmetry group admitted by Eqs. (5.10). Second, following a formal scheme discussed above, the obtained group shall be restricted to the surface of boundary conditions: $v = 0$, $\tau = 0$. All derivatives of $\tau$ with respect to $I$ have to vanish too. Third, based on the requirement of vanishing of group coordinates on the boundary,
we shall construct such a linear superposition of them, which provides a localized intensity distribution. Finally, the integration of the constructed superposition shall yield a desired solution to Eqs. (5.10).

5.3.1 Recursion operators and Lie-Bäcklund symmetries of the second order

We start from the search for the Lie-Bäcklund symmetry group admissible by Eqs. (5.10). It is generated by the canonical infinitesimal operators [57]

\[ X_i = f_i^s \partial_\tau + g_i^s \partial_\chi, \]

with coordinates \( f^s \) and \( g^s \). For the Lie-Bäcklund symmetry of arbitrary order \( s \) > 1 the coordinates \( f^s \) and \( g^s \) depend on \( v, I, \tau, \chi \) and corresponding derivatives of \( \tau \) and \( \chi \) up to the \( s \)-th order with respect to \( I \)

\[ f^s = f^s(v, I, \tau, \chi, ..., \tau^s_I, \chi^s_I), \quad g^s = g^s(v, I, \tau, \chi, ..., \tau^s_I, \chi^s_I), \]

Here, the index \( s \) stands for the order of the derivatives: \( \tau^s_I \equiv \partial^s \tau / \partial I^s \) etc. The coordinates \( f^s \) and \( g^s \) must be found from the determining equation which in the case of Eqs. (5.10) reads [70]:

\[
D_v(f^s) - \psi D_I(g^s) = 0, \\
D_v(g^s) + D_I(f^s) = 0, \quad (5.13)
\]

where \( D_I \) and \( D_v \) are operators of the total differentiation with respect to \( I \) and \( v \):

\[
D_I \equiv \partial_I + \sum_{s=0}^{\infty} (\tau_{I^{s+1}} I \partial_{\tau_I^s} + \chi_{I^{s+1}} I \partial_{\chi_I^s}), \quad (5.14)
\]
\[ D_v \equiv \partial_v + \sum_{s=0}^{\infty} (\tau_{v^{s+1}} \partial_{v^s} + \chi_{v^{s+1}} \partial_{v^s}). \]  

(5.15)

Derivatives with respect to \( v \) in Eq. (5.15) in brackets should be excluded in accordance with Eqs. (5.10): \( \tau_v = \psi \chi_I, \tau_{vv} = \psi \chi_{II} = -\psi \tau_{II} \) and so on.

In order to solve the Eqs. (5.13), it appears more convenient to use a recursion operator [70]. The latter is defined as a \( 2 \times 2 \) matrix operator transforming any linear solution of the determining equation (5.13) of the order \( s \) to the solution of these equations of higher order \((s + 1)\)

\[
L \begin{pmatrix} f^s \\ g^s \end{pmatrix} = \begin{pmatrix} f^{s+1} \\ g^{s+1} \end{pmatrix}, \quad L = \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix},
\]

(5.16)

Substitution of Eq. (5.16) into the determining equation (5.13) yields the following system of equations for the elements of \( L \)

\[
(D_v L_{11} - \psi D_I L_{21}) f^s + (D_v L_{12} - \psi D_I L_{22}) g^s = 0
\]

\[
(D_I L_{11} + D_v L_{21}) f^s + (D_I L_{12} + D_v L_{22}) g^s = 0,
\]

(5.17)

which should be valid for any solutions \( f^s \) and \( g^s \).

Explicit formulae for the recursion operators (5.16) obtained from Eqs. (5.17) were found in Ref. [70] and read

\[
L_1 = \begin{pmatrix} 0 & -\psi D_I / \alpha \\ D_I & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 2\sigma D_I - 1 & -\psi (1 - 2\sigma_I) v \partial D_I \\ (1 - 2\sigma_I) v \partial D_I & 2\sigma D_I \end{pmatrix},
\]

(5.18)

\[
L_3 = \begin{pmatrix} 2\sigma v \partial D_I - (1 - \sigma_I) v & -\psi q \partial D_I - \sigma \\ q \partial D_I + \psi^{-1} & 2\sigma v \partial D_I + v \sigma_I \end{pmatrix},
\]

(5.19)

where \( \sigma \equiv \psi / \psi_I \) and \( q \equiv (1 - 2\sigma_I) v^2 / 2 + 2 \int \psi^{-1} dI \). The formula for the recursion operator \( L_1 \) is valid for arbitrary nonlinearity function \( \psi(I) \), while operators \( L_2 \) and \( L_3 \) arise for those functions \( \psi(I) \) that fulfill the condition [70]:

\[
\left( \frac{\psi_I}{\psi} \right)_{II} = 0.
\]

(5.20)

The last requirement defined our choice of the function \( \psi(I) \) in initial Eqs. (5.10). For this form of \( \psi \) we have:

\[
\varphi = I e^{-bI}, \quad \sigma = b^{-1}, \quad q = v^2 / 2 - 2\alpha e^{-bI} / b^2.
\]

In this particular case, the recursion operators read:

\[
L_1 = \begin{pmatrix} 0 & -e^{bI} D_I / \alpha \\ D_I & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 2D_I / b - 1 & -e^{bI} v \partial D_I / \alpha \\ v \partial D_I & 2D_I / b \end{pmatrix},
\]

\[
L_3 = \begin{pmatrix} 2vD_I / b - v & -e^{bI} (v^2 / 2 - 2\alpha e^{-bI} / b^2) D_I / \alpha - 1 / b \\ (v^2 / 2 - 2\alpha e^{-bI} / b^2) D_I + e^{bI} \alpha / b & 2vD_I / b \end{pmatrix},
\]
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Let us proceed with constructing the Lie-point symmetry group admitted by Eqs. (5.10) on the basis of these operators.

An evident solution of the determining equation (5.13) is

\[ f_0^0 = \tau, \quad g_0^0 = \chi. \]  

(5.21)

The action of three recursion operators \( L_i, \ i = 1, 2, 3 \) on the vector with coordinates given by Eq. (5.21) in accordance with Eq. (5.16) generates the symmetry group given by

\[ f_1^1 = -e^{bl} \chi I / \alpha, \]

(5.22)

\[ f_2^1 = \frac{2\tau I}{b} - \tau - \frac{e^{bl}v\chi I}{\alpha}, \]

(5.23)

\[ f_3^1 = \frac{2v\tau I}{b} - \tau - \frac{e^{bl}}{\alpha} \left( \frac{v^2}{2} - \frac{2\alpha e^{-bl}}{b^2} \right) \chi I - \frac{\chi}{b}, \]

(5.24)

\[ g_1^1 = \tau I, \]

(5.25)

\[ g_2^1 = v\tau I + 2\chi I / b, \]

(5.26)

\[ g_3^1 = \left( \frac{v^2}{2} - \frac{2\alpha e^{-bl}}{b^2} \right) \tau I + \frac{\alpha e^{-bl} \tau}{b} + \frac{2v\chi I}{b}, \]

(5.27)

Admissible for arbitrary nonlinearity \( \psi(I) \), the symmetries \( f_0^0, g_0^0 \) describe the dilatation of \( \tau \) and \( \chi \); \( f_1^1 \) and \( g_1^1 \) generate translations along \( v \)-axis.

As it was formulated in Refs. [70, 102], an invariant solution to the boundary value problem, in particular the one, given by Eqs. (5.10), must be found from the constructed Lie-Bäcklund symmetries under the invariance conditions

\[ f = 0, \quad g = 0. \]  

(5.28)

In Eqs. (5.28) the functions \( f \) and \( g \) being arbitrary linear combinations of coordinates \( f_i \) and \( g_i \) of the group generators Eqs. (5.27) and must be chosen to satisfy the boundary conditions what in the actual case provide a localized intensity distributions.

Unfortunately, the point group Eqs. (5.27) are not sufficient in order to choose a linear superposition able to satisfy a localized intensity distribution at the boundary. Therefore, we shall continue using the discussed approach with operators \( L_i \) given by Eqs.(5.16) and vectors with coordinates of Eq. (5.27) in order to find the Lie-Bäcklund symmetries of the higher order. However, since the further calculations are quite cumbersome, for the sake of simplicity we shall first find the symmetry coordinates at the boundary where they have the simplest form. Afterwards, we completely reconstruct only such of them that will be included into the chosen linear superposition.
Table 5.1: Coordinates of the symmetry operators on the boundary.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$f_i$</th>
<th>$g_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$\chi$</td>
</tr>
<tr>
<td>1</td>
<td>$-e^{bl} \chi I / \alpha$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>$2 \chi I / b$</td>
</tr>
<tr>
<td>3</td>
<td>$2 \chi I / b^2 - \chi / b$</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$-2 e^{bl} \chi II / ab$</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>$-be^{bl} \chi I / \alpha - e^{bl} \chi II / \alpha$</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>$2 \chi II / b^2 - \chi I / b$</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>$4 \chi II / b^2$</td>
</tr>
<tr>
<td>8</td>
<td>$-2 e^{bl} \chi II / \alpha b - e^{bl} \chi I / \alpha$</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>$4 \chi II / b^3 - 4 \chi I / b^2 + \chi / b$</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>$4 \chi II / b^3 - 2 \chi I / b^2$</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>$2 \chi II / b^2 + \chi I / b$</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>$-4 \alpha e^{-bl} \chi II / b^4 + 4 \alpha e^{-bl} \chi I / b^3 - \alpha \chi e^{-bl} / b^2$</td>
</tr>
</tbody>
</table>

Thus, at the boundary $\tau = 0$, $v = 0$ the recursion operators read

$$L_1 = \begin{pmatrix} 0 & -e^{bl} D_I / \alpha \\ D_I & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 2 D_I / b - 1 & 0 \\ 0 & 2 D_I / b \end{pmatrix}, \quad L_3 = \begin{pmatrix} 0 & 2/b^2 D_I - 1/b \\ -2 \alpha e^{-bl} / b^2 D_I + e^{-bl} \alpha / b & 0 \end{pmatrix},$$

(5.29) \hspace{1cm} (5.30)

Action of these operators on Eqs. (5.21) gives 9 symmetry operators $x$, which coordinates $f_i, g_i$ are listed in the Table 5.1.

Based on the operators presented in the Table 5.1, one can construct a linear superposition providing a localized intensity distribution. For instance, the equation

$$(2 - e^{bl-1}) \chi II + b(1 - e^{bl-1}) \chi I = 0$$

(5.31)

has a particular solution $\chi = \sqrt{2e^{-bl+1} - 1}$. Resolving $I$ as a function of $\chi$, we get a convex symmetric on $x$ intensity distribution

$$I = \frac{1}{b} \left( 1 - \ln \left( \frac{\chi^2 + 1}{2} \right) \right),$$

(5.32)

which is presented by the black curve in Fig. 5.2.

From the Table 5.1 one can see that Eq. (5.31) corresponds to the following symmetry operators’ superposition

$$\frac{\alpha}{e^{g_5^2}} + \frac{b^2}{2} g_7^2 + \frac{b^2}{2} g_4^1 = 0,$$

(5.33)
which, evidently, shall be supplemented by the equation:

$$\frac{\alpha}{e} f_5^2 + \frac{b^2}{2} f_7^2 + \frac{b^2}{2} f_1^2 = 0. \quad (5.34)$$

It is easy to see that in order to find an invariant solution satisfying Eqs. (5.10) and the boundary conditions of Eq. (5.32), we have to reconstruct a complete form of the symmetry coordinates $f_5^2$, $g_5^2$ and $f_7^2$, $g_7^2$. Acting by the operator $L_1$ on the couple $f_1^1$, $g_1^1$, we get

$$\begin{pmatrix} f_5^2 \\ g_5^2 \end{pmatrix} \equiv \begin{pmatrix} -e^{bl_1}/\alpha \\ -be^{bl_1}(\chi_{II} + b\chi_I)/\alpha \end{pmatrix}. \quad (5.35)$$

The similar procedure applied to the operator $L_2$ and coordinates $f_1^1$, $g_1^1$ yields:

$$\begin{pmatrix} f_7^2 \\ g_7^2 \end{pmatrix} \equiv \begin{pmatrix} (4\alpha - e^{bl_2}b^2\tau_{II}/\alpha b^2 - 4\tau_{II}/b - e^{bl_1}v\chi_{II}/\alpha - 4e^{bl_1}v\chi_{II}/\alpha b + \tau) \\ 4v\tau_{II}/b - v\tau_I - e^{bl_1}bv^2\chi_{II}/\alpha + (4\alpha - e^{bl_2}b^2)\chi_{II}/\alpha b^2 \end{pmatrix}.$$ \quad (5.36)

These equations together with Eq. (5.27) represent the list of symmetry operators required for construction of analytical solutions.

### 5.3.2 Invariant solutions

Equations (5.33-5.34) with expressions substituted from Eq. (5.35,5.36) represent a system of partial differential equations

$$2bv\tau_{II} + \left(2 - e^{bl_1} - \frac{v^2b^2e^{bl_1}}{2\alpha}\right)\chi_{II} + b \left(1 - e^{bl_1} - \frac{v^2b^2e^{bl_1}}{2\alpha}\right)\chi_I = 0, \quad (5.37)$$

$$-2\frac{vbe^{bl_1}}{\alpha}\chi_{II} - \frac{vb^2e^{bl_1}}{\alpha}\chi_I + \left(2 - e^{bl_1} - \frac{v^2b^2e^{bl_1}}{2\alpha}\right)\tau_{II} - b\tau_I = 0. \quad (5.38)$$

The first integral to the equation (5.37) can be easily found:

$$2bv\tau_I + \left(2 - e^{bl_1} - \frac{v^2b^2e^{bl_1}}{2\alpha}\right)\chi_I + b\chi = J(v). \quad (5.39)$$

$J(v)$ in the above formula should be found from the comparison with Eq. (5.38). Differentiating Eq. (5.39) with respect to $v$, taking Eqs. (5.10) into account and comparing obtained expression with Eq. (5.38), one can see that $J(v)$ should be a constant. In view of a symmetric initial intensity distribution with respect to $x \to -x$ reflections we are bound to choose $J = 0$. Then, substituting $\tau_I = -\chi_v$ into Eq. (5.39), we arrive at the following first order partial differential equation

$$-2bv\chi_v + \left(2 - e^{bl_1} - \frac{v^2b^2e^{bl_1}}{2\alpha}\right)\chi_I + b\chi = 0, \quad (5.40)$$
which can be integrated with a standard technique.

Integration of Eq. (5.40) gives two first integrals,

\[ J^1 = \frac{\chi^2}{\sqrt{p}} \quad J^2 = \frac{1}{\sqrt{p}} \left( 2e^{1-bf} - 1 + \frac{b^2 e}{2\alpha} p \right) \]  

(5.41)

where we introduced a new variable \( \sqrt{p} = -v \) in order to keep in mind that negative value of \( v \) corresponds to the focusing beam for the positive values of \( x \).

Now we are finally in a position to find a particular solution \( \chi(v, I) \) for the Eqs. (5.10) satisfying the boundary conditions Eq. (5.32). Let us first notice that from the system of equations (5.10) it follows the linear second order partial differential equation

\[ \alpha \chi_{vv} + (e^{bf} \chi_I)_I = 0, \]

which in new variables \( \sqrt{p} = -v \) (consequently, \( \partial p/\partial v = -2\sqrt{p} \)) can be rewritten as:

\[ \alpha 2\chi_p + 4p\chi_{pp} + (e^{bf} \chi_I)_I = 0. \]  

(5.42)

Based on the result obtained in Eqs. (5.41), one can search for the solution to Eq. (5.42) based on the following Ansatz

\[ \chi_2 = \sqrt{p}H^2(J^2), \]  

(5.43)

Substituting Eq. (5.43) into Eq. (5.42) we get

\[ \begin{align*}
\chi_p &= \frac{1}{4}p^{-3/4}H + p^{1/4}H J^2_p, \\
\chi_{pp} &= -\frac{3}{16}p^{-7/4}H + \frac{1}{2}p^{-3/4}H J^2_p + p^{1/4}H J^2_J, \\
\chi_I &= p^{1/4}H J^2_J, \\
\chi_{II} &= p^{1/4}H J^2_J (J^2_J)^2 + p^{1/4}H J^2_{JJ}. 
\end{align*} \]

After some calculations the following linear equation on \( H \) can be obtained

\[ (1 + s^2)H_{ss} + sH_s - H/4 = 0, \quad s = J^2/\sqrt{2b^2e/\alpha}. \]  

(5.44)

Eq. (5.44) can be easily solved using the substitution \( s = \sinh \mu \). Indeed, \( H_s = H_{\mu s} = H_{\mu}/\sqrt{1 + s^2}, H_{ss} = H_{\mu\mu}/(1 + s^2) - H_{\mu}s/(1 + s^2)^{3/2} \), and after the substitution one gets

\[ H_{\mu\mu} - H/4 = 0. \]  

(5.45)

Eq. (5.45) has an evident general solution

\[ H = C_1 e^{-\mu/2} + C_2 e^{\mu/2}, \]
where \( C_1 \) and \( C_2 \) are constants which should be found from the boundary conditions.

Taking the Eq. (5.43) into account we get the expression for \( \chi \):

\[
\chi = p^{1/4} [C_1 e^{-\mu/2} + C_2 e^{\mu/2}], \quad (5.46)
\]

where \( e^{\mu/2} \) should be found from the equation:

\[
\sinh \mu = \sqrt{\frac{\alpha}{2b^2 e}} \left( 2e^{1-bI} - 1 + \frac{b^2 e}{2\alpha} p \right). \quad (5.47)
\]

Now we can now express \( e^\mu \) from Eq. (5.47)

\[
e^\mu = K/2 \pm \sqrt{K^2/4 + 1}, \quad (5.48)
\]

where

\[
K \equiv \sqrt{\frac{2\alpha}{b^2 e}} \left( 2e^{1-bI} - 1 + \frac{b^2 e}{2\alpha} p \right). \quad (5.50)
\]

Summarizing, we get the following formula

\[
\chi = \frac{C_1 \sqrt{p}}{(\alpha/b^2 e)^{1/4} \sqrt{\Theta}} + C_2 (\alpha/b^2 e)^{1/4} \sqrt{\Theta} = \frac{\tilde{C}_1 \sqrt{p}}{\sqrt{\Theta}} + \tilde{C}_2 \sqrt{\Theta}, \quad (5.49)
\]

where

\[
\Theta = \left\{ \left( 2e^{1-bI} - 1 + \frac{b^2 e p}{2\alpha} \right) + \sqrt{\left( 2e^{1-bI} - 1 + \frac{b^2 e p}{2\alpha} \right)^2 + \frac{2b^2 e p}{\alpha}} \right\}. \quad (5.50)
\]

From the boundary conditions Eq. (5.32) and \( v(z, 0) = 0 \) it is easy to see that \( \tilde{C}_1 \) should be zero, and \( \tilde{C}_2 = 1/\sqrt{2} \). In such a way, one of the solutions to the system of equations (5.10) is:

\[
\chi = \frac{1}{\sqrt{2}} \sqrt{\left( 2e^{1-bI} - 1 + \frac{b^2 e p}{2\alpha} \right) + \sqrt{\left( 2e^{1-bI} - 1 + \frac{b^2 e p}{2\alpha} \right)^2 + \frac{2b^2 e p}{\alpha}}} \quad (5.51)
\]

In order to find the second function \( \tau(I, v) \), we shall integrate the original equation (5.10) keeping the result (5.51) in mind. From Eqs. (5.10) we have

\[
\tau = \frac{1}{\alpha} \int_0^v dv e^{bI} \chi_I. \quad (5.52)
\]

For the sake of convenience, let us introduce a new variable \( \xi \):

\[
cosh(\xi) \equiv \frac{2e^{1-bI} + \frac{b^2 e p}{2\alpha} + 1}{\sqrt{8e^{1-bI}}}. \quad (5.53)
\]
Then
\[ p = \frac{2\alpha}{b^2 e} \left[ 2\sqrt{2e^{1-bI}} \cosh(\xi) - 2e^{1-bI} - 1 \right], \quad (5.54) \]
\[ \Theta = 2\sqrt{2} \exp \left( \xi + \frac{1-bI}{2} \right) - 2, \]
\[ dv = \left( \frac{\partial v}{\partial p} \right) \left( \frac{\partial p}{\partial \xi} \right) d\xi = -\frac{1}{\sqrt{2\alpha}} \frac{e^{\frac{1-bI}{2}}}{b^2 e} \sinh(\xi) d\xi. \quad (5.55) \]

Differentiating Eq. (5.51) with respect to \( I \), in new variables we get
\[ \chi_I = \frac{b}{4\sqrt{\Theta}} e^{\frac{1-bI}{2}} - \sqrt{2e^{(1-bI)}}. \]

The expression for \( \tau \) becomes:
\[ \tau = \frac{1}{b} \int_{\xi_0}^{\xi} \left( ae^\xi - 1 \right)^{1/2} \frac{d\xi}{\sqrt{p}} = \sqrt{\frac{e}{2\alpha}} \ln \left( \frac{2e^\xi}{a - 1 + \sqrt{(e^\xi - 1)^2 - 1}} \right) \bigg|_{\xi_0}^{\xi}, \]
where \( a = \sqrt{2} \exp(\frac{1-bI}{2}) \). Considering the boundary conditions, the final solution reads:
\[ \tau = \sqrt{\frac{e}{2\alpha}} \ln \left( e^{bI-1}(\chi^2 + 1) - 1 + \sqrt{(e^{bI-1}(\chi^2 + 1) - 1)^2 - 1} \right). \quad (5.56) \]

After direct substitution of Eqs. (5.51,5.56) into Eqs. (5.10) and a tedious calculation it is possible to verify that the obtained functions \( \chi(I, v) \) and \( \tau(I, v) \) are indeed exact analytical solutions for the formulated boundary value problem. In Fig. 5.2 we plot intensity beam distribution at different propagation distances calculated on the basis of the found solutions Eqs. (5.51, 5.56).

Let us now examine the obtained result a little more closely. Firstly let us find the total radius of the beam as a function of the propagation distance \( z \). For this goal, we find where the intensity, which is implicitly given by Eqs. (5.51,5.56), intersects the surface \( x = 0 \). Putting \( I = 0 \) in Eq. (5.56), we find \( \chi|_{I=0} = \pm \sqrt{2e - 1} \). Substituting this number into Eq. (5.51) one can find that \( v = 0 \) and, consequently, \( x = \pm \sqrt{2e - 1} \). Thus, the phase gradient at the beam edge is equal to zero, the total radius of the beam is a constant and does not depend on the propagation length. By the numerical integration of the solutions Eqs. (5.51, 5.56) one can verify their consistence with the energy conservation: \( \int I(x, z) dx \) from \( x = \sqrt{2e - 1} \) to \( x = -\sqrt{2e - 1} \) is a constant.

The fact that, for the considered case, the total radius of the beam is a constant and does not depend on \( z \) is a new one and completely different from all exact analytical results obtained so far. It was demonstrated earlier [4, 69] that for the Kerr nonlinearity the total beam radius decreases upon beam propagation. In the present
case, the beam shape and peak intensity are thus the only parameters depending on the propagation distance.

Evolution of the beam peak intensity, which for the symmetry reasons is situated at the beam axis, can be easily found from Eq. (5.56). Putting $x = 0, v = 0$ we have

$$z = \frac{1}{I} \sqrt{\frac{e}{2\alpha}} \ln \left( e^{bl-1} - 1 + \sqrt{(e^{bl-1} - 1)^2 - 1} \right).$$

(5.57)

On-axial intensity distribution versus the propagation distance is presented in Fig. 5.3. We see that the intensity monotonically increases and tends to infinity for $z$ approaching a critical value denoted as a self-focusing position $z_{sf}$. Its exact value can be found from direct analysis of the Eq. (5.57). Considering Eq. (5.57) in the limit $I \to \infty$, we obtain

$$z_{sf} = b \sqrt{\frac{e}{2\alpha}}.$$  

(5.58)

We notice that this result is different from all cases considered previously in Refs. [69, 113]. Previously one saw only such cases when the nonlinear self-focusing manifests itself by the fact that the derivative of the function $I(z)$ goes to infinity at the point $z_{sf}$. We see that in the present case the point $z_{sf}$ is achieved only asymptotically.
Figure 5.3: (Color online.) Onaxial intensity distribution as a function of the propagation length. $\alpha = 1$ Black curve - $b = 1$, green curve - $b = 0.6$ blue curve $b = 0.2$. 
Chapter 6

Approximate analytical results

In the previous Chapter we succeeded in construction of exact analytical solutions for Eqs. (3.19-3.20) for a special form of refractive index and initial conditions. For this goal a special mathematical technique known as RGS analysis was used. Unfortunately an exact solution cannot be found for every problem under investigation, and often the problems allowing an exact solution do not correspond to interesting physical situations.

Therefore, it is very desirable to suggest a rather simple analytical approach in order to be able to construct an approximate analytical solution to a bigger set of physical situations. A review of existing approaches was given in Chapter 4. We see that only one of these methods RGS is able to provide a solution without the artificial assumption on a fixed beam shape Eq. (4.23,4.30) in the media. In presence of small parameters, analytical solution can be found based on RGS via construction of an approximate symmetry group. However, making use of this method requires an experience in Lie symmetry technique such as e.g. solution of the determining equation (5.4) which normally goes far beyond the university courses.

In the present chapter of the dissertation, we suggest our own approach to construction of approximate analytical solutions to the light propagation equations (4.2,4.1). Our approach, on one hand, is free from any assumption on the functional form of the solution in media, and on another hand it does not require knowledge of any special techniques. It is based on the following assumption: consider a dynamical system of the form

\[
\frac{\partial f_1}{\partial t} = J_1(f_1, f_2), \tag{6.1}
\]
\[
\frac{\partial f_2}{\partial t} = \alpha J_2(f_1, f_2), \tag{6.2}
\]

where \(\alpha\) is a small parameter. Then the dynamics of variable \(f_2\) is significantly "slower" in comparison with dynamics of \(f_1\), and one can assume that \(f_2\) in Eq. (6.1) does not depend on \(t\) explicitly. Then, the Eq. (6.1) can be integrated yielding a functional dependence \(f_1 = f_1(f_2)\). Substituting this result into Eq. (6.2), we
get a closed differential equation, which can be finally integrated analytically or numerically. Such an approach is well-known in problems of physical and chemical kinetics (see e.g. Refs. [80, 55]).

6.1 Analytical solutions in case of (1+1) dimensions

First, let us construct solutions for the case of (1+1) dimensions. Then the Eqs. (3.19-3.20) take a simple linear form Eqs. (3.17-3.18)

\[ \partial_{w} \tau - \frac{I}{\varphi(I)} \partial_{I} \chi = 0, \]
\[ \partial_{w} \chi + \alpha \partial_{I} \tau = 0, \]

with boundary conditions

\[ \tau(0, I) = 0, \quad \chi(0, I) = H(I). \]

Taking into account that, e.g. for \( I_0 = 10^{10} \) W/cm\(^2\) and the light propagation in air \( (n_2 = 3.2 \times 10^{-19} \) cm\(^2\)/W) \( \alpha \) can be considered as a small parameter. Due to its smallness we can construct an approximate solution to the system (3.17-3.18) step-by-step distinguishing between two stages in the dynamics of the system [80, 55]. At the first stage we assume that \( \partial_{w} \chi = 0 \) and find \( \tau(\chi, I, w) \) via integration of Eq. (3.17). The result reads

\[ \tau = -\frac{w}{2\chi \varphi}. \]  

(6.3)

As a second step, we substitute Eq. (6.3) into Eq. (3.18) and arrive at a first order partial differential equation

\[ \partial_{w} \chi + \frac{\alpha w}{2\chi^2 \varphi} \partial_{I} \chi + \frac{\alpha w}{2\chi^2 \varphi^2} \partial_{I} \varphi = 0, \]  

(6.4)

the integration of which gives two integration invariants

\[ \chi \varphi = \Psi_1, \]  

(6.5)

\[ \frac{\alpha w^2}{4} - \chi^2 \varphi^2 \int \frac{dI}{\varphi} = \Phi_2, \]  

(6.6)

Accounting for Eq. (6.3), we rewrite this result as

\[ \chi \varphi = \Psi_1, \quad \int \frac{dI}{\varphi} - \alpha \tau^2 = \Psi_2. \]  

(6.7)

Now the desired solution for the boundary value problem Eqs. (3.7-3.8) (in case when \( \varphi(I) \neq I \)) can be found in a standard way: i) we express \( I \) and \( \chi \) as functions of integration invariants \( I = I(\Psi_1, \Psi_2) \) and \( \chi = \chi(\Psi_1, \Psi_2) \) at the boundary \( \tau = 0 \), and construct the following relation between the integration invariants \( I(\Psi_1, \Psi_2) = \exp(-\chi(\Psi_1, \Psi_2)^2) \); ii) substituting expressions (6.7) into this relation, we arrive at the desired solution to the boundary value problem.
6.1.1 An exact solution

First of all, we test approach suggested by as on the well-known analytical solution for the problem. In case of the semi-classical approximation, the Kerr nonlinearity and in (1+1) dimensions, the exact analytical solution exists for the initial intensity distribution given by the expression \( I(x,0) = \cosh^2(x) \). Applying suggested formalism, we get

\[
\tau = -\frac{w}{2} \cosh(\chi), \tag{6.8}
\]

consequently, \( \tau_I = w\partial_I \chi \sinh^2(\chi)/2 \). From Eq. (3.18) we have

\[
\partial_w + \frac{\alpha w}{2} \frac{\partial_I \chi}{\sinh^2(\chi)} = 0.
\]

Integrating this equation and returning to the original variables, we get \( \alpha I^2 z^2 = I \cosh^2(x - vz) - 1 \), that coincides with the the exact solutions Eqs. (4.3). The first one, evidently, follows from Eq. (6.8) after transition to the original variables.

In such a way, we conclude that approach suggested by us allows find approximate solution with a good accuracy, and even reconstruct the known exact solution.

6.1.2 Accuracy of the approximate solutions

Let us consider parabolic intensity distribution at the boundary \( I = 1 - \chi^2 \). Differentiating the initial distribution with respect to time, we get \( \chi_I = -1/2\chi \). Substituting this expression into Eq. (3.19), we get \( \partial_w \tau = -I/2\chi \) and integrating

\[
\tau = \frac{Iw}{2\chi}.
\]

This expression gives us \( v = -2\alpha x z/(1 - 2\alpha z^2) \), and

\[
I = \frac{1}{\sqrt{1 - 2\alpha z^2}} \left( 1 - \frac{x^2}{1 - 2\alpha z^2} \right). \tag{6.9}
\]

Substitution of these solutions into Eq. (3.8 gives zero, substitution of these solutions into Eq. (3.7) leads to the rest term

\[
2\alpha x(1 - \sqrt{1 - 2\alpha z^2})/(1 - 2\alpha z^2)^2, \tag{6.10}
\]

which accuracy can be estimated. Since \( \alpha \equiv I_0 n_2 \) is a small parameter, and \( x \) is normalized into the radius of the beam \( w_0 \), we see that the error of the approximation is of order \( w_0 I_0 n_2 \). We see that at the beam axis the solution is exact, at the distance equals to the beam radius from the axis (e.g. for air \( n_2 = 3 \times 10^{-19} \text{w/cm}^2 \), \( I_0 = 10^{10} \text{W/cm}^2 \)) the error of the solution is \( 3 \times 10^{-9} \). At the distance of \( 10w_0 \) from
the beam axis, evidently, the error is $3 \times 10^{-9}$, we notice that for the Gaussian distribution magnitude of the intensity at this distance is $4 \times 10^{-42}$ from its magnitude at $x = 0$.

However, the fact that in Eq.(6.10) the denominator turns to zero under $z$ doing to $z_{sf}$ excites some apprehension. We do an estimate: for the same magnitudes of $n_2$ and $I_0$ and $z = 0.99z_{sf}$, the error is $1.6 \times 10^{-4}x$. In such a way, we conclude that the used approach provides the result with a good accuracy.

**6.1.3 Kerr nonlinearity**

For the case of cubic Kerr nonlinearity, $\varphi = 1$, we get

$$\tau = -\frac{w}{2\chi}. \quad (6.11)$$

Substituting this result into Eq. (3.18), we obtain a first order partial differential equation $\partial_x \chi + (\alpha w/2\chi^2)\partial_I \chi = 0$. Its’ solution reads $(\alpha w^2/4\chi^2) - I = F(\chi)$, where $F(\chi)$ is an arbitrary function which should be constructed in a way to fulfill the boundary condition (3.21). We have

$$\ln(I - \alpha \tau^2) = -\chi^2 \quad (6.12)$$

Returning to the original variables in Eq. (6.11) and Eq. (6.12), we obtain

$$\frac{-x^2}{(1 - 2\alpha z^2 I)^2} = \ln \left( I[1 - \alpha z^2 I] \right),$$

$$v = -\frac{2\alpha \chi x I}{1 - 2\alpha z^2 I}. \quad (6.13)$$

This result was previously obtained by Kovalev on the basis of the Lie and renormalization group symmetries analysis [69, 102]. Differentiating these expressions by $x$ and $z$, resolving the obtained system of four algebraic equations with respect to $\partial_x I, \partial_z v$ etc. and substituting the resulting expressions into (3.7-3.8), one can verify that the solutions (6.13) are exact on the beam axis ($x = 0, v|_{x=0} = 0$). All the solutions studied further have been probed in a similar way as well.

One can see that the solution (6.13) becomes singular at the point $z_{sf} = 1/(2\sqrt{\alpha})$ that provides the self-focusing distance of a Gaussian beam. The expressions for $z_{sf}$ for Kerr nonlinearity and another initial intensity distribution are presented in Ref. [69]. We notice that all of them scale as $1/\sqrt{\alpha}$, $(\alpha = I_0 n_2)$ as functions of the initial beam intensity. In such a way, a particular form of the initial intensity distribution changes only prefactor for $1/\sqrt{I_0}$. The functional dependence on the $I_0$ reminds.

Let us now start an investigation of the higher order nonlinearities.
6.1.4 Power nonlinearity

We consider the refractive index which in the original (dimensional) form reads
\[ n(I) = n_2k I^k, \]
where \( k \) being arbitrary integer positive number \((k \neq 2, \) as we will see later, the present approach is not applicable to the case \( k = 2, \) and solution must be found with an another method). Then \( \varphi = kI^{k-1}, \) and \( \alpha = n_2k I_0^k. \) On the basis of Eq. (6.7) we obtain
\[
\Psi_1 = kI^{k-1} \chi, \quad \Psi_2 = \frac{I^{2-k}}{2-k} - \alpha \tau^2. \tag{6.14}
\]

At the entry plane of nonlinear medium \( \tau = 0 \) we express \( n \) and \( \chi \) as functions of these integration invariants:
\[
n = \Psi_2(2k - k^2)^{1/(2-k)}, \quad \chi = \frac{\Psi_1}{(\Psi_2(2k - k^2))^{1/(2-k)}} \tag{6.15}
\]

Taking the boundary conditions into account, one gets
\[
[ I^{2-k} + (k^2 - 2k)\alpha I^2z^2 ]^{1/k} = \exp \left( \frac{-\Psi_1^2}{(\Psi_2(2k - k^2))^{1/(2-k)}} \right),
\]
that together with (6.14), gives
\[
[ I^{2-k} + (k^2 - 2k)\alpha I^2z^2 ]^{1/k} = \exp \left( \frac{-X^2 I^{2k-2}}{[I^{2-k} + (k^2 - 2k)\alpha I^2z^2 ]^{1/k}} \right),
\]

where \( X = x(1 - 2\alpha z^2kI)^{-1}. \) Similarly to the previous case, it is possible to verify that this solution is exact at the beam axis.

The on-axial intensity distribution is given by the expressions:
\[
I^2[I^{-k} + k(k - 2)\alpha z^2] = 1, \tag{6.17}
\]
and presented in Fig. 6.1 for \( \alpha = 1 \) and various values of \( k. \)

For a negative \( \alpha, \) Eq. (6.17) describes nonlinear defocusing with monotonic decrease of the on-axial intensity. For a positive \( \alpha \) the expression (6.17) exhibits a singularity at a certain point \( z_{sf}: \) for each \( k \) derivative \( \partial_z I \) goes to infinity, for a finite value of \( I(z). \) This point corresponds to the beam collapse, or nonlinear self-focusing. Beyond this point the beam no longer propagates. We find \( z_{sf} \) in the following way: first, express \( z(I) \) explicitly
\[
z = \pm \sqrt{\frac{I^{-2} - I^{-k}}{\alpha k(k - 2)}}. \tag{6.18}
\]
Differentiate Eq. (6.18) with respect to \( I \) and using condition \( \partial z(I)|_{I_{ext}} = 0, \) we determine the magnitude of intensity captured in the beam collapse \( I_{ext} = (2/k)^{1/(2-k)}. \)
Substituting this value into Eq. (6.18), we obtain the self-focusing position for the given form of the refractive index:

\[ z_{sf} = \left[ \frac{(2/k)^{\frac{2}{k-2}} - (2/k)^{\frac{k}{k-2}}}{\alpha k(k-2)} \right]^{1/2} \].

An increase of the power \( k \) leads to a decrease of the self-focusing distance. As expected, an increase of the incident intensity of the beam \( (\alpha = n_{2k} I^k) \) leads to a decrease of the self-focusing distance.

In several publications (see e.g. \[30, 69\]) it has been demonstrated both numerically and analytically that for the Kerr nonlinearity the self-focusing position scales as \( \sim 1/\sqrt{7} \). From the presented result one can see that this scaling law is valid only for this particular nonlinearity. For an arbitrary \( k \), \( z_{sf} \), however scales as \( z_{sf} \sim I_0^{-k+1/2} \) for power nonlinearities. We demonstrate in the following, that for other forms of nonlinearity the scaling law becomes even more complicated.

### 6.1.5 Saturating nonlinearities

From the physical point of view, the latter form of refractive index does not have many applications. It is mostly considered in papers devoted to the general problem of the wave collapse \[95, 66\]. A more physical form of the nonlinearity has to manifest
a saturating behavior: for example, refraction indices of the form \( n = n_2 I / (1 + n_s I) \) 
or \( n = n_s / (1 + n_2 I) \) appear in problems of the laser beam propagation in vapors of metals and dielectrics [16, 10].

Let us consider the first case. Then \( \varphi = 1 / (1 + \beta I)^2 \), \( \beta = n_s I_0 \), \( \alpha = n_2 I_0 \) and from Eqs. (6.5,6.6) we have

\[
\Psi_2 = (1 + \beta I)^3 / 3 \beta - \alpha \tau^2, \quad \Psi_1 = \frac{\chi}{(1 + \beta I)^2}.
\]

The boundary conditions provide us with the following relation:

\[
(3 \beta \Psi_2)^{1/3} - 1 = \beta \exp\left(-\Psi_1^2 (3 \beta \Psi_2)^{4/3}\right),
\]

the solution being

\[
[(1 + \beta I)^3 - \alpha 3 \beta I^2 z^2]^{1/3} - 1 = \beta \exp\left(-\frac{x^2 ((1 + \beta I)^3 - 3 \alpha \beta z^2 I^2)^{4/3}}{(1 + \beta I)^2 - 2 \alpha I z^2}\right),
\]

\[
v = \frac{-2 \alpha I zx}{(1 + \beta I)^2 - 2 \alpha I z^2}.
\]

As it was expected, these expressions turn into Eq. (6.13) under the limit \( \beta \to 0 \).

At the beam axis we have an expression for the intensity distribution

\[
[(1 + \beta I)^3 - \alpha 3 \beta I^2 z^2]^{1/3} - 1 = \beta.
\]

The expression (6.20) can be analyzed similarly to the case considered above. Resolving \( z \) as a function of \( I \) we obtain

\[
z = \pm \sqrt{\frac{(1 + \beta I)^3 - (1 + \beta)^3}{\alpha \beta 3 I^2}}.
\]

In contrast to the case considered above, the equation \( \partial_I z(I) = 0 \) gives us now three complex values of \( I_{\text{ext}} \), (except for the case \( \beta = -1 \) when only one complex root exists). Obtained values of \( I_{\text{ext}} \) do not depend on \( \alpha \). Substitution of each value \( I_{\text{ext}} \) into (6.21) yields, generally speaking, a complex quantity. Obviously, if the obtained value of \( z_{sf} \) is not purely real, no beam collapse takes place for the chosen set of parameters. However, if the value of \( z_{sf} \) is real, a singularity at this point will be observed. In case of two positive real roots \( z_1 \) and \( z_2 \), the intensity monotonically increases from \( z = 0 \) to the point \( z_2 \) and at \( z_2 = z_{sf} \) the self-focusing will be observed. The intensity distribution in between the points \( z_1 \) to \( z_2 \) is not unique. This uncertainty corresponds to the developing beam instabilities before the self-focusing at the point \( z_2 \). Due to this uncertainty, under the same experimental conditions, one can either observe appearance of several light channels before \( z_{sf} \) with their subsequent merging into a single filament, or only beam self-focusing at the point \( z_2 \) [30].
Figure 6.2: (Color online.) On-axial intensity distribution versus the propagation distance for nonlinear refractive index of the form $n = n_2 I / (1 + n_s I)$, $\alpha = n_2 I_0 = 0.2$, $\beta = n_s I_0$: black curve (a) $\beta = -0.1$; blue curve (b) $\beta = 0.25$; red curve (c) $\beta = 0.5$. The behavior of the intensity under the limit $z \to \infty$ is discussed in the text.

In Fig. 6.2 we present all these cases. The curve c corresponds to the absence of the self-focusing: there are no points where $\partial_z z(I)$ vanishes. The curve b is constructed for a single positive value $z_{sf} \sim 1.6$. Curve a represents a case of two critical values $z_1 \sim 0.3$, and $z_2 \sim 1$. The segment $[z_1, z_2]$ corresponds to the region of the beam instability before the self-focusing point $z_2 \sim 1$.

The fact that the on-axial intensity goes to infinity and, consequently, the diameter of the beam approaches zero under $z \to \infty$ originates from the semiclassical approximation. In reality, infinite beam compression will be arrested by the diffraction.

Position where intensity increase is arrested could be estimated from the assumption that this happens when the beam radius to be comparable to the wave length $\lambda$. The rough estimate give us that for laser beam with waste $w_0 = 1$ mm and $\lambda = 800$ nm the arrest occurs at the point where intensity increases about 100 times with respect to its initial value.

6.1.6 Two-terms nonlinearity

Now let us apply obtained results to the case of refractive index consisting of two terms; usually the first one is related to the Kerr nonlinearity and reads as $n_2 I$ whilst the second one is a higher order power function of intensity. Physically this term can be attributed to the fifth order nonlinear susceptibility $n_4 I^2$ or the material
ionization $\sigma K I^K$, where $K$ is the number of photons required for the simultaneous absorption.

Consider the case $n(I) = n_2 I - n_4 I^2$ first. Then dimensionless $\varphi = 1 - \beta I$, where $\beta \equiv 2n_4 I_0/n_2$. Substituting $\varphi$ into (6.7) one gets

$$
\Psi_2 = -\frac{1}{\beta} \ln(1 - \beta I) - \alpha \tau^2, \quad \Psi_1 = \chi(1 - \beta I). \tag{6.22}
$$

From the boundary conditions it follows

$$
1 - \exp(-\beta \Psi_2) = \beta \exp\left(-\Psi_2^2 e^{2\beta \Psi_2}\right) \tag{6.23}
$$

$$
1 - (1 - \beta I) e^{\alpha I^2 z^2} = \beta \exp\left(-\chi^2 e^{-2\alpha \beta I^2 z^2}\right),
$$

$$
v = -2\alpha I z X(1 - \beta I),
$$

where $X = x(1 - 2\alpha I z^2(1 - \beta I))^{-1}$.

On-axial intensity distribution is given by the implicit expression:

$$
\alpha I^2 z^2 = \frac{1}{\beta} \ln \left[ \frac{1 - \beta}{1 - \beta I} \right], \tag{6.24}
$$

and is presented in Fig. 6.3 for a positive $\alpha$ and several positive values of $\beta$.

Let $\alpha$ be positive, then for the self-focusing we obtain

$$
z_{sf} = \sqrt{\frac{\beta(-4L(h) - 2)}{\alpha} \frac{L(h)}{2L(h) + 1}} \tag{6.25}
$$

where $h \equiv e^{-1/2/(2\beta - 2)}$, and $L(h)$ denotes the Lambert function.

Looking on Eq. (6.25) and keeping in mind that the dimensionless coefficients $\alpha = n_2 I_0$ and $\beta = 2n_4 I_0/n_2$ are function of the initial beam intensity, we see that functional dependence of the self-focusing position on the beam intensity is again rather complicated and differs from the scaling law $1/\sqrt{I_0}$.

Similar to the case of saturating nonlinearity, the following three subcases can be distinguished depending on the magnitude of $\beta$: i) there is no beam collapse: intensity monotonically achieves a saturated value (curve a at the Fig. 6.3); ii) one critical point (curve b at the Fig. 6.3); iii) solution is not unique at a certain interval. This means that the self-focusing is prevented by a distance where the beam is unstable and can decay into several filaments (curve c at the Fig. 6.3). Let us study the cases above in detail.

The function $z(I)$ in Eq. (6.24) has only one critical point $\partial_z z(I) = 0$ if $\beta = \beta_c \sim 0.175$. For $\beta < 0.175$, two critical points $z_1$ and $z_2$ exist and a region of beam instability before the self-focusing appears. For $\beta > 0.175$, the Eq. (6.24) has no special points, the on-axial intensity monotonically increases approaching a saturation value $I_{sat}$. The self-focusing position $z_{sf}$ as a function of $\beta$ for various
Figure 6.3: (Color online.) On-axial intensity distribution versus the propagation distance obtained for the refractive index $n = n_2 I - n_4 I^2$, $\beta = 2n_4 I_0 / n_2$ $\alpha = n_2 I_0 = 0.4$: black curve (a) $\beta = 0.1$; blue curve (b) $\beta = 0.125$; red curve (c) $\beta = 0.4$.

Figure 6.4: (Color online.) The self-focusing position as a function of $\beta = 2n_4 I_0 / n_2$ for various $\alpha = n_2 I_0$: black curve (a) $\alpha = 0.2$; blue curve (b) $\alpha = 0.02$; red curve (c) $\alpha = 1$. All curves end at the point $\beta_c = 0.175$, for the value of $\beta$ bigger then $\beta_c$ there is no self-focusing collapse: derivatives $\partial_z I$ does not turn into infinity.
\( \alpha \) is presented in Fig. 6.4. We see that for the value of \( \beta \) bigger then \( \beta_c \) the is no self-focusing collapse: derivatives \( \partial_z I \) does not turn into infinity.

By studying the asymptotic behavior of \( I = I(z) \) one finds that \( I_{\text{sat}} = 1/\beta \). Note that the saturated value fulfills the condition \( 1 - \beta I_{\text{sat}} = \varphi(I_{\text{sat}}) = 0 \).

Another case for which an explicit expression for \( I = I(\Psi_2) \) can be found at the boundary corresponds to the third power dependence of the refractive index on intensity \( n(I) = n_2 I - n_6 I^3 \). We have \( \varphi = 1 - \beta I^2, \beta = 3n_6 I_0^2/n_2 \) and

\[
\Psi_2 = \frac{\text{arctanh}(\sqrt{\beta}I)}{\sqrt{\beta}} - \alpha z^2, \\
\Psi_1 = \chi(1 - \beta I^2)
\]

whose solution reads

\[
\tanh \left( \text{arctanh}(\sqrt{\beta}I) - \alpha I^2 z^2 \sqrt{\beta} \right) = \\
\sqrt{\beta} \exp \left( \frac{-\chi^2(1 - \beta I^2)^2}{(1 - \tanh[\text{arctanh}(\sqrt{\beta}I) - \alpha I^2 z^2 \sqrt{\beta}])^2} \right), \\
v = -2aIz X(1 - \beta I^2),
\]

where \( X = x(1 - 2aIz^2(1 - \beta I^2)^{-1} \), with the on-axial intensity

\[
2 \text{arctanh}(\sqrt{\beta}I) - \alpha I^2 z^2 \sqrt{\beta} = 2 \text{arctanh}(\sqrt{\beta}).
\]

The features of these solutions are similar to the cases considered before. The value of the saturating intensity is equal to \( I_{\text{sat}} = 1/\sqrt{\beta} \).

Notice that the values of \( I_{\text{sat}} \) for \( K = 2 \) and \( 3 \) obtained here are different from previous theoretical estimates [30, 15, 112], which were obtained assuming that the intensity in the filament saturates when the nonlinear terms in \( n(I) \) compensate each other [30]. From the present results we see, however, that this is not the case. Upon propagation the beam tends to reach the on-axial value of the intensity which maximizes the index of refraction at the beam axis. In other words, not the nonlinear refractive index itself but its variation should be zero:

\[
\partial_I n(I)|_{I_{\text{sat}}} = 0. \quad (6.28)
\]

This condition on the saturated filament intensity is general, and independent of the nonlinear medium. It can serve as a basis for future calculations. Note that such a general mathematical condition cannot be obtained from the numerical simulations.

### 6.2 An example: influence of the Taylor series truncation

Taylor series expansion in the power of a small parameter is one of the basic techniques in theoretical physics. In this context, the nonlinear optics is not an exception
Since in real physical situations the refractive index can be a rather complicated function if the intensity, one construct solution only for the first term of the Taylor series expansion \( n(I) = n_2 I \). In the present section, based on the approach developed above, we construct analytical solutions for the eikonal equation with refractive index given by function \( n = 1 - e^{-n_s I} \), afterwards, we assume that \( n_s \) is small enough to give rise a Taylor expansion in its power. We construct analytical solutions with this form of the refractive index. Further, we construct series of solutions to this equation with refractive indexes, \( n_0 = n_s I, \ n_1 = n_s I - n_s^2 I^2 / 2, \ n_2 = n_s I - n_s^2 I^2 / 2 + n_s^3 I^3 / 6 \), which are Taylor approximations to the original function.

For the present form of the refractive index we have \( \varphi = e^{-\beta I} \). For the initial Gaussian shape, integration of Eq. (3.17-3.18) gives:

\[
\ln \left( e^{\beta I} - \tau^2 \beta^2 \right) = \beta \exp(-x^2(1 - \tau^2 \beta^2 e^{-\beta I})^2),
\]

\[
\tau = -\frac{w}{2x} e^{\beta I}.
\]

Returning to the original variables, we arrive at the result

\[
\ln \left( e^{\beta I} - z^2 \beta^2 I^2 \right) = \beta \exp \left( \frac{-x(1 - z^2 I^2 \beta^2 e^{\beta I})}{1 - 2z^2 I \beta e^{\beta I}} \right)^2,
\]

\[
\nu = -\frac{2zx I \beta e^{-\beta I}}{1 - 2z^2 I \beta e^{-\beta I}}.
\]

On-axial intensity distribution for this form of the refractive index as a function of the propagation distance is given by the implicit expression:

\[
e^{\beta I} - \beta^2 z^2 I^2 = e^\beta.
\]

and is presented in Fig. 6.5. We see that around certain point the intensity sharply increases and, afterwards, tends to infinity. Physically, this unrestricted intensity increase can be arrested by the diffraction or dispersion which are not included into the eikonal equations (3.7-3.8). The point where the beam stops to compress due to these processes can be estimated from the condition that the beam radius cannot be smaller then the wave length. A rough estimate for real physical parameters gives that intensity should increases in this point about 20 times. From the Fig. 6.5, we see that the solution is not everywhere unique. Such a behavior is similar to the case of a saturating nonlinearity considered is the previous section. In order to find \( z_{sf} \), it is more convenient to investigate the inverse function \( z(I) \)

\[
z = \pm \sqrt{L(-e^{\beta I} e^{-\beta I} \beta^{-1} I)}.
\]

Investigating extremum of this function in a standard way, we get

\[
z_{sf} = \frac{-1}{\sqrt{L(-e^{\beta I} e^{-\beta I})}} \left[ L(-2e^{\beta I} e^{-\beta I}) + 2 \right]^{3/2},
\]
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where \( L(h) \) denotes the Lambert function satisfying the equation \( L(h)e^{L(h)} = h \).

Let us now investigate a convergence of the Taylor series to the obtained results.

**First order approximation.** This case corresponds to the well-studied Kerr non-linearity, \( \varphi = 1 \). For the Gaussian beam the result was obtained in Ref. [69]. In particular, the on-axial intensity and the self-focusing positions are given by formulae

\[
I[1 - \beta z^2I] = 1, \quad z_{sf} = 1/(2\sqrt{\beta}).
\]  

(6.31)

**Second order approximation.** \( \varphi = 1 - \beta I \). Substituting \( \varphi \) into (5.33) one gets

\[
1 - (1 - \beta I)e^{\beta I^2z^2} = \beta \exp\left( -\chi^2 e^{-2\beta I^2z^2} \right),
\]

\[
v = -\frac{2\beta I zx(1 - \beta I)}{(1 - 2\beta I z^2(1 - \beta I))}.
\]

On-axial intensity distribution is given by the implicit expression:

\[
\beta^2 I^2 z^2 = \ln \left[ \frac{1 - \beta}{1 - \beta I} \right],
\]  

(6.32)

then for the self-focusing we obtain

\[
z_{sf} = \sqrt{(−4L(h)−2)} \frac{L(h)}{2L(h)+1}
\]  

(6.33)

where \( h \equiv e^{-1/2}/(2\beta - 2) \), and \( L(h) \) denotes the Lambert function.
Third order approximation. To this order of approximation we have $\varphi = 1 - \beta I + \beta^2 I^2/2$. Thus, the approximate analytical solution reads

\[
\begin{align*}
\beta \exp \left( -\frac{\chi^2(1 - \beta I + \beta^2 I^2/2)^2}{4} \left[ \tan^2(\arctan(\beta I - 1) + \beta^2 I^2 z^2/2) + 1 \right] \right), \\
v = -\frac{2\beta x I z (1 - \beta I + \beta^2 I^2/2)}{1 - 2\beta(1 - \beta I + \beta^2 I^2/2)I z^2} 
\end{align*}
\] (6.34)

Consequently, at the beam axis intensity distribution is given by the implicit expressions:

\[
\arctan(\beta I - 1) - \beta^2 I^2 z^2/2 = \arctan(\beta - 1)
\] (6.35)

Let us now compare and discuss the obtained results. Comparison between obtained solutions is presented in Fig. 6.6 for $\beta = 0.2$. On-axial intensity distribution obtained for the original function $n(I)$ is presented by the red curve. We see that around $z = 1.3w_0$ intensity sharply increases and, afterwards, tends to infinity.

Solution corresponding to the first order Taylor approximation of the refractive index is presented in Fig. 6.6 with the blue curve. This is a collapsing solution: the beam propagate no longer that $z_{sf} \simeq 1.1w_0$, the maximal value of intensity is
achieved in this point and equals to $I_{\text{max}} \simeq 2I_0$. Before the point $z_{sf}$, one can observe an intensity fluctuation due to the fact that the solution is not unique at the interval from $z = 0$ to $z = z_{sf}$. We see that the first order approximation to $n(I)$ provides the shorter value of $z_{sf}$ in comparison with the value obtained for the original function $n(I)$.

The next order approximation consists of ”defocusing” term, $-n_s^2I^2/2$, and, as a result increases the self-focusing distance. This is represented by the black curve in Fig. 6.6. This curve starts to significantly increase around $z \approx 1.4w_0$ and goes to the saturating value $I_{\text{max}} = 5I_0$. For this particular value $\beta$, the solution is unique and increases monotonically.

The third order approximation is presented by the green curve. It provides already very close value of $z_{sf}$ with respect to the original one, presented by the turning of the red curve. However, we have to notice that beyond the self-focusing point, behavior of the solutions obtained for different order of approximation are very different.

We summarize. From the results presented in this section, we see that the Taylor series expansion of the refractive index provides the magnitude of the self-focusing position within a good accuracy. Moreover, increase of the order of approximation leads to a convergence of the value $z_{sf}$ to the value obtained for the original function $n(I)$. However, beyond the positions where intensity increases significantly, even if the beam intensity reminds finite, the behaviors of the curves, found for different order of the Taylor power expansion, become completely different. In such a way, several term Taylor expansion of $n(I)$ cannot serve for a decision on the asymptotic intensity distribution for long distances.

### 6.3 Propagation on the laser pulse with arbitrary initial intensity distribution

One of the physical situations which is modeling with the nonlinear Schrödinger equation in (1+1) dimensions is propagation of the laser pulse of a certain profile and duration in fiber. It is known that the temporal beam shape can be easily varied in experiments (see e.g. [35]). Therefore this is interesting to get analytical expressions for the intensity distribution in a general case: in case of arbitrary initial beam profile.

As before, we start from equations (3.17,3.18):

\begin{align}
\partial_\tau \tau - \frac{I}{\varphi(I)} \partial_I \chi &= 0, \\
\partial_\tau \chi + \alpha \partial_I \tau &= 0,
\end{align}

(6.36) (6.37)

with the boundary conditions $\tau(0,I) = 0$, and assume that the intensity distribution
at the boundary is defined as \( I = \exp(F(\chi)) \), where \( F \) is an arbitrary function. Evidently, \( H(I) \) is the inverse function to \( F \). As usually, due to smallness of \( \alpha \), we construct an approximate solution to the system (6.36-6.37) in two steps.

At the first step we assume that \( \partial_n \chi = 0 \). Differentiate the boundary condition \( I = \exp(F(\chi)) \) with respect to \( I \), we get \( \chi_I = 1/(F\chi) \), where \( F\chi \) means \( \partial_\chi F(\chi) \).

Substituting \( \chi_I \) into Eq. (6.36), we get
\[
\tau = wF^{-1}_\chi.
\]

(6.38)

Substituting this function into Eq. (6.37) after integration and taking boundary conditions into account, we get
\[
\frac{\alpha \tau^2}{2} F_{\chi\chi} + I = \exp(F).
\]

In such a way, returning to the original variables, we get the result:
\[
\frac{\alpha \tau^2}{2} F_{\chi\chi} + I = \exp(F),
\]
\[
v = \alpha Iz F_\chi.
\]

(6.39)

We notice that, if \( F(\chi) \) is a polynomial function, and for physical reasons is a convex and positive, the highest term should be negative.

Expressing \( I \) from both of Eqs. (6.39), we arrive at the implicit expression for \( v \):
\[
-1 - \sqrt{1 + 2\alpha z^2 F_{\chi\chi} \exp(F)} = \frac{v}{F_\chi}.
\]

(6.40)

Let at the boundary we have a two-peak profile \( I = \exp(-x^4 + bx^2) \). Then in new variables, we get an approximation
\[
\tau = w/(2b\chi - 4\chi^3),
\]

(6.41)

Substituting this approximation into Eq. (3.18), after integration, we get
\[
I + a\tau^2 z^2 (b - 6(x - vz)^2) = \exp(-x^4 + bx^2),
\]
\[
v = 2aIz(b(x - vz) - 2(x - vz)^3).
\]

Function \( I(x) \) has three extremes for \( x = 0, x = \pm \sqrt{b}/2 \). For \( x = 0 \) the intensity distribution is given by an implicit expression \( a\tau^2 Ib = 1 - I \), and on-axial value of the intensity monotonically decreases. At the points \( x = \pm \sqrt{b}/2 \) the intensity increases up to the point
\[
z_{\text{sf}} = \frac{e^{b/8}}{2\sqrt{2\alpha b}},
\]

(6.42)

where the singularity arrrears. We see that if initial intensity distribution exhibits several maxima, each of these maxima collapse independently. Moreover, the functional dependence of the collapse position Eq. (6.42) for each peak is \( 1/\sqrt{T_0} \), and, in such a way, the scaling law does not depend on the initial beam shape.
6.4 Generalization in (1+1) dimensions

In the previous section we suggested a general approach for construction of analytical solution, and discussed many particular cases of dependence of the refractive index on intensity. The problem however remains: the system of equations (6.5-6.6) cannot be resolved explicitly for any nonlinear function \( n(I) \), in other words, we cannot construct an explicit function \( I = I(\Psi_2) \) at the boundary for any desired nonlinearity. As a way to overcome this difficulty, one can try to use any approach to construct an approximate expression for \( I \), e.g. construct a resolvable approximation to the integral in Eq. (6.6). As an another way, in Ref. [112], an approximate RG symmetries admitted by Eqs. (3.17-3.18) were constructed.

First, we find the Lie symmetry group

\[
X = f \partial_I + g \partial_I, \tag{6.43}
\]

where \( f \) and \( g \) are unknown functions of \( n, w, \chi, \tau \), and their derivatives: \( \partial \chi/\partial n \), \( \partial \tau/\partial n \), etc. admitted by Eqs. (3.17-3.18).

In case of Eq. (3.17-3.18), determining equation reads:

\[
D_w(g) + \alpha D_I(f) = 0, \tag{6.44}
\]

\[
D_w(f) - \frac{I}{\varphi(I)} D_I(g) = 0,
\]

where

\[
D_I \equiv \partial_I + \sum_{s=0}^{\infty} (\tau^{I+s} \partial_{\tau^s} + \chi^{I+s} \partial_{\chi^s}), \tag{6.45}
\]

\[
D_w \equiv \partial_w + \sum_{s=0}^{\infty} (\tau^{w+s} \partial_{\tau^s} + \chi^{w+s} \partial_{\chi^s}) \tag{6.46}
\]

are total derivatives. Here, the index \( s \) stands for the order of the derivatives: \( \tau^s I \equiv \partial^s \tau/\partial I^s \), etc. Derivatives with respect to \( w \) in Eq. (6.46) in brackets should be excluded in accordance with Eqs. (3.17-3.18): \( \tau^1_I = I/\varphi \chi^1_I \), \( \tau^2_I = I/\varphi \chi^1_{1I} = -\alpha I/\varphi \tau^2_I \) and so on. As a result, the operator of Eq. (6.46) takes form of a series in powers of the small parameter \( \alpha \).

To determine \( f \) and \( g \) we propose formal series in powers of \( \alpha \) as well:

\[
f = \sum_{i=0}^{\infty} \alpha^i f^i, \quad g = \sum_{i=0}^{\infty} \alpha^i g^i, \tag{6.47}
\]

Substituting Eqs. (6.47) into Eqs. (6.44) and collecting terms with the same power of \( \alpha \), we obtain up to the first order in \( \alpha \):

\[
\partial_w f^0 - \frac{I}{\varphi} D_I(g^0) = 0, \tag{6.48}
\]

\[
\partial_w g^1 - D'_w(g^0) + D_I(f^0) = 0, \tag{6.49}
\]

\[
\partial_w f^1 - D'_w(f^0) - \frac{I}{\varphi} D_I(g^1) = 0, \tag{6.50}
\]
where \( D_w' = \sum_{s=0}^{\infty} \tau_{s+1} \partial_{x^n} \). The system of differential equations (6.48-6.50) can be solved sequentially starting from a given \( g^0 \). The requirement that the symmetry group fulfills the boundary conditions means that \( f \) and \( g \) vanish under substitution of Eqs. (3.21) in each order of approximation. Therefore, the natural choice for the first step in solving Eqs. (6.48-6.50) is to put \( g^0 = 0 \). However, in Ref. [102], it was demonstrated that, for initial Gaussian beam, the choice

\[
g^0 = 1 + 2I\chi\chi_I. \tag{6.51}
\]

provides the better result, since it corresponds to a further iteration in the renormalization procedure.

Substituting Eq. (6.51) into Eq. (6.48), and solving Eqs. (6.48-6.50) step by step, after some calculations, we obtain

\[
g^1 = 1 + 2I\chi\chi_I + 2\alpha \left( 1 + \frac{\varphi_I}{\varphi} \right) \chi\chi_I - 2\alpha\varphi\tau\tau_I - 2\alpha\varphi_I\tau^2, \tag{6.52}
\]

\[
f^1 = 2I \left( \chi_I \tau + \chi\tau_I + \frac{\varphi_I}{\varphi} \chi\tau \right) + 2\alpha\chi\tau\alpha \left( 1 + \frac{\varphi_I}{\varphi} \right). \tag{6.53}
\]

Based on these symmetries, one can write an approximate solution to Eqs. (3.7-3.8) as follows

\[
-\frac{x^2}{(1 - 2\alpha z^2 I\varphi)^2} = \ln \left( I [1 - \alpha z^2 I\varphi] \right),
\]

\[
v = -\frac{2\alpha z x I\varphi}{1 - 2\alpha z^2 I\varphi}. \tag{6.54}
\]

where, as everywhere above, \( \varphi \) is related to the arbitrary refractive index as \( \varphi = \partial_I n(I) \).

A comparison between the exact (Eq. (6.24)) and the approximate (Eq. (6.54)) solutions for \( \varphi = 1 - \beta I \) is shown in Fig. 6.7. It is easy to see that the expressions (6.54) lead to exactly the same conditions for the saturating filament intensity Eq. (6.28) and the self-focusing position \( z_{sf} \approx 1.2 \). The solutions are slightly different at the finite interval where the exact solution increases more sharply in contrast to the approximate one.

### 6.5 Nonlinear models in \((1+\nu)\) dimensions

#### 6.5.1 Analytical solutions. Search for the best approximation

We see from Eqs. (3.19,3.20) that in case of \((1+\nu)\) dimensions, the hodograph transformation is no longer convenient: it does not turn the initial equations into a linear system. Nevertheless, an approximate solution can be constructed in a similar
Figure 6.7: (Color online.) Comparison of the exact (red curve, $a$) and the approximate (blue curve, $b$) solutions. On-axial intensity distribution versus the propagation distance in case of the nonlinear refractive index $n = n_2 I - n_4 I^2$, $\alpha = n_2 I_0 = 0.2$, $\beta = 2n_4 I_0 / n_2 = 0.1$. 
way. We consider several approaches to construct solutions in this case. Fortunately, several analytical solutions for the Kerr nonlinearity are known. We will use them as test examples in order to find the best approximation.

Notice that the equation (3.17) does not depend on the dimension of the problem. Thus, an approximation (6.3) can be used not only in case of (1+1) but in (1+\nu) dimensions as well. Therefore, we rewrite (6.3) in original variables and substitute the obtained function \( v(x, z, I) \) into Eq. (3.8).

6.5.2 The parabolic beam profile

We start from the Kerr nonlinearity and the parabolic beam, because in this case an exact analytical solution is known (see Chapter 4).

At the first stage we assume that \( \chi \) does not depend on \( w \). At the boundary we have \( I = 1 - \chi^2 \). Differentiating the initial distribution with respect to time, we get \( \chi_I = -1/2\chi \). Substituting this expression into Eq. (3.19), we get \( \partial_w \tau = -I/2\chi \) and integrating

\[
\tau = -\frac{nw}{2\chi} \tag{6.55}
\]

returning to the original variables, we get

\[
v = \frac{-2\alpha x z}{1 - 2\alpha z^2} \tag{6.56}
\]

For derivatives of \( v \) we have

\[
\partial_x v = \frac{-2\alpha z}{1 - 2\alpha z^2} \tag{6.57}
\]

Substituting (6.57) into Eq. (6.62), we get

\[
(1 - 2\alpha z^2)\partial_z I - 4\alpha I z - 2\alpha zx \partial_x I = 0. \tag{6.58}
\]

Integration of Eq. 6.58) gives

\[
I = \frac{1}{1 - 2\alpha z^2} \left( 1 - \frac{x^2}{1 - 2\alpha z^2} \right) \tag{6.59}
\]

that is indeed coincides with solution Eq. (4.4) of Chapter 4 from Ref. [4].

6.5.3 Gaussian beam profile. First consideration

Applying the same ideology to the case of the Gaussian beam \( 1 = -2I\chi \partial_I \chi \), we find an approximation

\[
\tau = -\frac{w}{2\chi} \tag{6.60}
\]
From Eq. (6.60) one obtains
\[ v = \frac{-2\varphi I z x}{1 - 2\varphi I z^2}. \] (6.61)

Differentiating Eq. (6.61) with respect to \( x \), and keeping only main terms of the power of \( \varphi \) one obtains the first order partial differential equation
\[ (1 - 2\alpha \varphi I z^2)\partial_z I = 2\alpha I z x (2\varphi + \varphi_1 I) \partial_x I + 4\alpha \varphi I^2 z. \] (6.62)

Eq. (6.62) can be integrated in a standard way for each particular form of nonlinear refractive index.

**Kerr nonlinearity.** First of all, we are going to check the accuracy of the solutions which we construct based on the suggested approach in (1+2) dimensions. To do this, we consider case of Kerr nonlinear refractive index and compare the solutions with already constructed in Ref. [68].

Substituting (6.61) into (3.8) and keeping only main terms in powers of \( \varphi \) we obtain the following characteristic equation
\[ \frac{dz}{1 - 2\varphi I z^2} = \frac{-dx}{4I z x} = \frac{dI}{4I^2 z}. \] (6.63)

Integration of Eq. (6.63) gives
\[ \Psi_1 = 2I\alpha z^2 - \ln I, \quad \Psi_2 = I x \]
what provides the intensity distribution
\[ I e^{-2I\alpha z^2} = \exp \left( \frac{-x^2}{e^{-4I\alpha z^2}} \right) \] (6.64)
and the self-focusing position given by
\[ z_{sf} = 1/\sqrt{2\alpha e}. \] (6.65)

This is an approximate result different from the exact expression \( z_{sf} = 1/\sqrt{2\alpha} \) obtained on the basis of the renormalization group analysis in Ref. [68]. One can see that the approximate value of \( z_{sf} \) is about two times shorter than the exact one. However, from Ref. [12] one can see that our formula still yields significantly better results than the ones provided by the variational approach.

### 6.5.4 Two-term nonlinearity

Let us consider the case of the cubic-quintic nonlinearity. Then \( \varphi = 1 - \beta I, \varphi_1 = -\beta \).

Substituting these expressions into Eq. (6.62) after integration one obtains
\[ \Psi_1 = -\ln \left( \frac{I}{\beta I - 1} \right), \quad \Psi_2 = x^2 I^2 (\beta I - 1). \]
Accounting for the boundary conditions, we obtain the intensity distribution
\[ e^{-2\alpha z^2 I} \]
\[ \frac{\beta I e^{-2\alpha z^2 I} + 1 - \beta I}{\exp \left( -x^2 (\beta I e^{-\alpha z^2 I} + 1 - \beta I)^3 e^{4\alpha z^2 I} \right)} . \]

Consequently, the on-axial intensity is given by the approximate formula
\[ 2\alpha z^2 I = \ln \left( \frac{I - \beta I}{1 - \beta I} \right) . \]

which provides
\[ z_{sf} = \sqrt{-\frac{\beta}{2\alpha L(h)} (L(h) - 1)} , \]

where \( L(h) \) is the Lambert function and \( h = \beta e/(\beta - 1) \).

In general, the expression (6.66) is approximate. However, one can see that it provides the same value of the saturated intensity \( I_{sat} = 1/\beta \) as Eq. (6.24) in \((1+1)\) dimensions. Therefore, we conclude that the general condition for the saturated intensity given by Eq. (6.28) does not depend on the dimension of the problem.

### 6.5.5 Gaussian beam profile. Second consideration

Let us now use another approximation \( \partial I \chi = -1/2 \chi e^{-\chi^2} \). Then, substituting this approximation into Eq. (3.19) we get
\[ \tau = -\frac{Iw}{2\varphi \chi e^{\chi^2}} . \]

Now we assume that \( \chi \) in the exponent is a parameter. Then for \( v \) we get
\[ v = -\frac{2\alpha xz \varphi e^{-\chi^2}}{1 - 2\alpha z^2 \varphi e^{-\chi^2}} . \]

Now, neglecting high terms with in the power of \( \alpha \), we get an approximate expression
\[ \partial_z v = \frac{-2\alpha z \varphi e^{-\chi^2}}{1 - 2\alpha z^2 \varphi e^{-\chi^2}} . \]

Substituting this approximation into Eq. (3.8), we get the characteristic equation
\[ (1 - 2\alpha \varphi z^2 e^{-\chi^2}) \partial_x I - 2\alpha xz (\varphi + \varphi_I I) e^{-\chi^2} \partial_x I - 2(\nu + 1) \alpha \varphi Ize^{-\chi^2} = 0 . \]

\[ \text{Advantage of the analytical approach is we can use any convenient approximation and afterwards check accuracy of the obtained result.} \]
Integration of Eq. (3.8) gives

\[
I\varphi x^\nu = \Psi_1, \quad 2\alpha z^2 e^{-x^2} = \Psi_2 I^\frac{-2}{\nu} + \frac{2I^\frac{-2}{\nu}}{\nu} \int \frac{I^\frac{2-\nu}{\nu}}{\varphi} dI \quad (6.71)
\]

The desired solution for the boundary value problem can be found in a standard way: i) we express \(I\) and \(x\) as functions of integration invariants \(I = I(\Psi_1, \Psi_2)\) and \(x = x(\Psi_1, \Psi_2)\) at the boundary \(t = 0\), and construct the following relation between the integration invariants \(I(\Psi_1, \Psi_2) = \exp(-x(\Psi_1, \Psi_2)^2)\); ii) substituting expressions (6.71) into this relation, we arrive at the desired solution to the boundary value problem.

**Kerr nonlinearity in (1+2) dimensions.** In this case \(\varphi = 1 \nu = 2\) and from Eq. (6.71) we have

\[
Ix^2 = \Psi_1, \quad I + \Psi_2 = 0.
\]

After taking the boundary conditions into account, the solution reads

\[
\nu = \frac{-2\alpha xe^{-x^2}}{1 - 2\alpha^2 e^{-x^2}},
\]

\[
I(1 - 2\alpha^2 e^{-x^2}) = \exp\left(\frac{-x^2}{1 - 2\alpha^2 e^{-x^2}}\right) \quad (6.72)
\]

At the beam axis this solution

\[
2\alpha Iz^2 + I - 1 = 0 \quad (6.73)
\]

becomes singular at the point \(z_{sf} = 1/\sqrt{2\alpha}\). This result coincides with the Kovalev formula for the propagation of a Gaussian beam in the media with Kerr nonlinearity.

In contrast to the case of (1+1) dimensions, we see that in the collapsing point \(z_{sf}\) not the derivatives \(\partial_z I\), but the intensity goes to the infinity.

By the direct substitution of the constructed solutions into the original equations, we can see that the second approach to find the solution in (1+2) dimensions provides a better accuracy in comparison with the previous one. At the moment we are not able to emplane why one approximation is better then an another one. We can only check its accuracy by the direct substitution.

Let us now to extend this approach into more complicated nonlinear models and higher dimensions.

### 6.5.6 Power nonlinearity

Let us start consideration from the power nonlinearity \(\varphi = kI^{k-1}, k \neq 2\). In accordance with Eqs. (6.71), we get

\[
kI^k x^2 = \Psi_1, \quad 2\alpha I^2 e^{-x^2} + \frac{I^{2-k}}{k(k-2)} = \Psi_2. \quad (6.74)
\]
The solution reads
\[ v = \frac{-2\alpha xzkI^{k-1}e^{-\chi^2}}{1 - 2\alpha x^2kI^{k-1}e^{-\chi^2}}, \]
\[ = \exp\left(\frac{-x^2I^k}{(2\alpha I(k - 2)z^2e^{-\chi^2} + I^{2-k})^{k/(2-k)}}\right) \]  \hspace{1cm} (6.75)

The on-axial intensity is given by expression
\[ 2\alpha I(k - 2)z^2 + I^{2-k} = 1, \]  \hspace{1cm} (6.76)
which, evidently, for \( k = 1 \) turns into Eq. (6.73) obtained for the Kerr nonlinearity.

The self-focusing position is defined as
\[ z_{fs} = \sqrt{(k - 1)\frac{k-2}{k-2} - (k - 1)\frac{k-2}{k-2}}, \]  \hspace{1cm} (6.77)

Similar to the case of (1+1) dimensions, we see that the higher is the power of nonlinearity \( k \), the shorter is the propagation distance.

### 6.5.7 Saturating nonlinearity

Let us consider a saturating nonlinearity with the refractive index \( n = 1 - e^{-\beta I} \).
Then, we put \( \varphi = e^{-\beta n}, \alpha = \beta \). Substituting the present form of \( \varphi \) into Eqs. (6.71), we get the solution
\[ v = \frac{-2\alpha xze^{-\beta I}e^{-\chi^2}}{1 - 2\alpha x^2e^{-\beta I}e^{-\chi^2}}, \]
\[ \ln(F) + \beta I - 2\alpha \beta z^2e^{-\chi^2} = \beta \exp\left(\frac{-\beta x^2IF}{\ln(F) + \beta I - 2\alpha \beta z^2Ie^{-\chi^2}}\right). \]
where \( F = 1 - e^{-\beta I} + e^{-\beta I + 2\alpha \beta Ie^{-\chi^2}} \). Thereafter, at the beam axis we have
\[ 2\alpha \beta I z^2 - \beta I = \ln\left(\frac{1 - e^{\beta I}}{e^{\beta} - 1}\right). \]  \hspace{1cm} (6.78)

The on-axial intensity distribution as a function of the propagation distance is similar to the case of (1+1) dimensions.

### 6.5.8 Two-term nonlinearity

Firstly we consider the cubic-quintic model \( n = n_2I - n_4I^2 \). Then \( \varphi = 1 - \beta I \), where \( \beta = n_4I_0/n_2 \). Substituting this function into Eq. (6.71), we obtain
\[ 2\alpha z^2I + \frac{1}{\beta} \ln(1 - \beta I) = \Psi_2, \quad x^2I(1 - \beta I) = \Psi_1 \]  \hspace{1cm} (6.79)
The solution reads

\[ 1 - (1 - \beta I) e^{2\alpha \beta z^2 I e^{-x^2}} = \beta \exp \left( \frac{-\beta I x^2}{(1 - (1 - \beta I) e^{2\alpha \beta z^2 I e^{-x^2}})} \right) \]  

(6.80)

At the beam axis we have the intensity distribution given by the formula:

\[ 2\alpha \beta z^2 I = \ln \left( \frac{1 - \beta}{1 - \beta I} \right). \]  

(6.81)

Analyzing Eq. (6.81) in a usual way, we get

\[ z_{sf} = \sqrt{-L \left( \frac{e^{-1}}{\beta - 1} \right) \frac{1}{2\alpha}}, \]  

(6.82)

where \( L \) is the Lambert function (satisfying the equation \( L(h) e^{L(h)} = h \)). Evidently, under the limit \( \beta \to 0 \), Eq. (6.82) turns into \( z_{sf} = 1/\sqrt{2\alpha} \). On-axial intensity distribution as a function of the propagation distance is presented in Fig. 6.8. It exhibits the similar behavior as in case of (1+1) dimensions.

Let us consider case of \( n = n_2 I - n_6 I^3 \). Then \( \varphi = 1 - \beta I^2 \), where \( \beta = n_6 I_0^2 / n_2 \).

Substituting this function into Eq. (6.71), we obtain

\[ 2\alpha z^2 I + \frac{1}{\sqrt{\beta}} \arctan(\sqrt{\beta I}) = \Psi_2, \quad x^2 I(1 - \beta I^2) = \Psi_1. \]  

(6.83)

The solutions reads

\[ \tanh(\Theta) = \sqrt{\beta} \exp \left( \frac{-I(1 - \beta I^2) \sqrt{\beta} x^2}{\tanh(\Theta)(1 - \tanh^2(\Theta))} \right), \]  

(6.84)
where $\Theta = \text{arctanh}(\sqrt{\beta}I) - 2\alpha \sqrt{\beta}z^2 I \exp(-\chi^2)$. At the beam axis we have

$$\text{arctanh}(\sqrt{\beta}I) - 2\alpha z^2 + \tanh(\sqrt{\beta}) = 0.$$ 

Under limit $z \to \infty$, this expression gives us $I_{\text{sat}} = 1/\sqrt{\beta}$.

To summarize this part of the work, we discuss here some general results. Explicit/implicit expressions for the self-focusing position for different form of the refractive index were obtained. In case of (1+1) dimensions and (1+2) dimensions for the same form of the refractive index, we got different results. This fact is in agreement with results obtained previously by another authors (see e.g. Refs. [102, 67, 69]). In contrast, achieved by us law for the single filament intensity Eq. (6.28) is general, and does not depend on the dimensionality of the problem.

### 6.6 Comparison with results of experiments and numerical simulations

As an example, let us consider here problem of femtosecond pulse propagation in air which is relevant due to a large number of applications and whose description is still a subject of discussion (see, e.g. Refs. [30, 15] and Refs. therein). The nonlinear refractive index of air is taken in the following widely used form (see. e.g. reports. [30, 15])

$$n = n_2[I + R(I)] + n_4I^2 - \frac{\rho(I)}{2\rho_c}, \quad (6.85)$$

where the first term describes the Kerr response involving a delayed (Raman) contribution $R(I) = \tau_K^{-1} \int_{-\infty}^t e^{-(t-t')/\tau_K} I(t') dt'$. $n_2$ and $\tau_K$ are known to be equal to $3.2 \times 10^{-19}$ cm/W$^2$ and 70 fs [14], respectively. $n_4 \equiv \chi^{(5)}/2n_0$, where $\chi^{(5)}$ is the fifth order nonlinear susceptibility its exact value is a subject of some controversy [15]. The most accepted estimates lie around $\sim 10^{-32}$ cm$^4$/W$^2$ [30]. In the last term of Eq. (6.85), $\rho(I)$ refers to the density of free electrons and $\rho_c$ denotes the critical density above which the plasma becomes opaque. A rough estimate yields $\rho(I) \sim \sigma_K I^K \rho_{\text{at}} t_p$, where $\rho_{\text{at}}$ is the atom density $\rho_{\text{at}} = 2 \times 10^{19}$ cm$^{-3}$ and $t_p$ the pulse duration. $K = 8$ for the MPI with a pulse of 800 nm, and $\sigma_8 = 3.7 \times 10^{-96}$ cm$^{16}$/W$^8$/s [30].

A numerical solution of the NLSE for the focused beam with $f = 2$ m, $P_{\text{in}} \sim 0.08$ TW and $w_0 = 3$ mm using $n(I)$ given by Eq. (6.85) with $n_2 = 3.2 \times 10^{-19}$ cm/W$^2$, $n_4 = 0$ and $R = 0$ gives $z_{\text{sf},f} = 128.2$ cm Ref. [115]. Note that if $n(I) = n_2 I$, the self-focusing distance is given by the Kovalev formula [68, 67] $z_{\text{sf}} = w_{\text{in}}/\sqrt{2n_2 I_0}$, which is exact under the geometrical optics approximation and for initially Gaussian beam shape. For the experimental conditions of Ref. [115] it
Table 6.1: Comparison of the predictions for $z_{sf}$ and the filament fluence in air calculated using Eq. (6.81) and Eq. (6.28) with the results of experiments and numerical simulations.

<table>
<thead>
<tr>
<th>pulse duration</th>
<th>$z_{sf}$ (m)</th>
<th>Fluence (J/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment [24]</td>
<td>3 5.5</td>
<td>0.6</td>
</tr>
<tr>
<td>numerical [24]</td>
<td>3 6.5</td>
<td>0.6 – 1.4</td>
</tr>
<tr>
<td>this work</td>
<td>3 6.2</td>
<td>0.66</td>
</tr>
</tbody>
</table>

yields $z_{sf,I} = 127.6$ cm. This confirms our initial statement that for many experiments diffraction (and in this case also the plasma defocusing) can be neglected.

Now we compare our results with the recent experiment and numerical results of Refs. [24], where a collimated beam with FWHM diameter of $d \sim 4$ – 5 mm ($w_0 = d/\sqrt{2 \ln 2}$), with a pulse energy $E_{in} \sim 20$ mJ and different pulse durations (FWHM) was used. In Ref. [24], $n_2$ was taken to be $n_2 = 2.5 \times 10^{-19}$ cm$^2$/W for the pulse duration 50 fs, and $n_2 = 6 \times 10^{-19}$ cm$^2$/W for 450 fs, $n_4 = -2.5 \times 10^{-33}$ cm$^4$/W were fixed and independent on the pulse duration. Substituting this set of parameters into Eq. (6.81) and estimating the delayed response as an integral over the pulse duration, we obtain $z_{sf}$ and the on-axial fluence $F$ ($F = \int I(t)dt$) which are presented in Table 6.1.

From the Table 6.1, one can see that in spite of used simplifications, our results are in a good agreement with experimental and numerical results.

Recently reported experimental results on air clearly indicate that $z_{sf}$ scales as $1/\sqrt{P}$ for a relatively low initial pulse power $P_{in}$. However, for powers above 500 GW ($I_0 \sim 5 \times 10^{12}$ W/cm$^2$) a qualitative change is observed and $z_{sf}$ depends on the power as $\sim 1/P_{in}$ [48]. This behavior was attributed by authors to noise effects in the beam. However, as we saw from our studies of the collapse of the beam with arbitrary initial intensity distribution, each intensity peak collapsed independently with scaling law $1/\sqrt{I_0}$. Moreover, on the other hand one can notice that the value of 500 GW in the experiment of Ref. [48] corresponds to the case where the terms $n_2 I_0 = 1.7 \times 10^{-6}$ and $n_4 I_0^2 \sim 3.1 \times 10^{-7}$ in the refractive index (6.85) become comparable. Therefore, we believe that the change in the power dependence is mainly driven by the contribution of the highly nonlinear terms (fifth order susceptibility). Moreover, from the analysis of the experiment of Ref. [48] within our theoretical scheme we can draw important conclusions regarding the form of the nonlinear refractive index.

Using the value of $I_0$ given in Ref. [48], and assuming $n_4 \sim \pm 10^{-32}$ cm$^4$/W$^2$ [30], we get $\beta \simeq \pm 0.35$. Comparing this value with $\beta_c \sim 0.175$, we see that, if $n_4 < 0$, then no self-focusing would be observed. Since self-focusing is indeed observed, we conclude that $n_4 > 0$. The behavior of $z_{sf}$ as a function of the initial beam intensity
Figure 6.9: (Color online.) Dependence of the self-focusing position on the beam intensity. The blue curve refers to the dependence $1/\sqrt{I}$ (obtained for low intensities), whereas the black curve shows the deviation for high intensities due to influence of the fifth-order nonlinearity $n_4 = 10^{-32}$ cm$^4$/W$^2$. Inset: Experimental points for $z_{sf}(P_m)$ from Ref. [48].

obtained from our theory is shown in Fig. 6.9 and is qualitatively compared to the measured $z_{sf}$. Note that one could use our results to find an accurate value of $n_4$ by performing a similar experiment with a controlled initial Gaussian beam profile (i.e., without noise) and fitting the measured curve $z_{sf}(I_0)$ to the solution of Eq. (6.82).

It is important to point out that the values of all parameters in Eq. (6.85) are subject of controversy. For example the magnitude of $n_2$ is taken as $n_2 = 3.2 \times 10^{-19}$ cm/W$^2$ in Refs. [30] and as $n_2 = 4 \times 10^{-19}$ cm/W$^2$ in Ref. [15]. The value $\sigma_8 = 2.9 \times 10^{-99}$ cm$^{16}$/W$^8$/s from Ref. [15] is three orders of magnitude larger than the one used in Ref. [30]. With such an uncertainty in these parameters and fluctuations of the experimental data, a single experiment is probably not sufficient in order to adjust all the parameters of the refractive index Eq. (6.85).

Therefore, and based on Eq. (6.81), we suggest the following scaling measurement. In Fig. 6.9 we show our results for the dependence of $z_{sf}$ on the initial pulse intensity. We obtain considerable qualitative (and quantitative) differences depending on the sign and magnitude of $n_4$. One can use this result to design an experiment with varying beam power to find accurate values of $n_2$ and $n_4$ by fitting the measured experimental curve $z_{sf}(I_0)$ with $z_{sf}$ obtained from Eq. (6.81). Afterwards, the Eq. (6.28) derived from the first principles can be used for determining the plasma response by fitting the value of $I_{sat}$.

Summarizing this part, we can conclude that our approach provides a good accuracy for theoretical analysis of experimental data and can therefore, in some
situations, replace an extensive numerical simulations. Obtained by us simple analytical expressions can serve as a tool for determination of the highly nonlinear media response parameters from comparison theoretical predictions with results of experiments.
Chapter 7

Theoretical study of the fused silica ablation

The present chapter of the dissertation is devoted to a theoretical explanation of the experimental results obtained in fused silica ablation by Englert and co-workers and published in Refs. [35, 36].

A considerable interest to ablation in the modern scientific literature is based on two related problems: a wide range of existing applications including micro-machining of materials, thin film production, nanoparticle production etc; and the necessity to understand the physics of laser-material interactions at the extremely short time and high intensity when some usual approximations do not work. From the application point of view it is very important to get a clean ablation with minimal debris and thermal damage such as melting and cracking to the surrounding area. For this goal, it is important to have a solid knowledge about influence of the laser pulse parameters on the final ablation crater. From the fundamental point of view, a necessity to model the ablation will lead to construction of new theoretical models for systems far from equilibrium and without small parameters.

7.0.1 Short review of the ablation results

Because of a huge number of publications devoted to ablation, we can mention here only some of them.

One of the first papers on the ablation was published by Stuart et al. Ref. [107, 108]. The authors reported extensive laser-induced damage threshold measurements on dielectric materials at wavelengths of 1053 and 526 nm for pulse durations \( t_p \) ranging from 140 fs to 1 ns.

They observed a qualitative differences in the morphology of the ablated area for \( t_p < 10 \text{ ps} \) and for \( t_p > 50 \text{ ps} \). A decreasing threshold fluence associated with a gradual transition from the long-pulse, thermally dominated regime to an ablative regime dominated by collisional and multiphoton ionization, and plasma formation.
was mentioned in the paper. A theoretical model based on electron production via multiphoton ionization, Joule heating, and collisional (avalanche) ionization was put forward in order to explain experimentally observed features. This model provided a quantitative agreement with the experimental results.

Later, in Ref. [83] Lenzner et al. presented measurements of the optical breakdown threshold and ablation depth in dielectrics with different band gaps for laser pulse durations ranging from 5 ps to 5 fs at a carrier wavelength of 780 nm. The authors pointed out that for the pulse duration \( t_p < 100 \) fs, the dominant channel for free electron generation was found to be either impact or multiphoton ionization depending on the size of the band gap. Observed multiphoton ionization rates turned out to be substantially lower than the ones predicted by the Keldysh theory. The sub-10-fs laser pulses investigated in this paper opened up the way to reversible nonperturbative nonlinear optics (at intensities greater than \( 10^{14} \) W/cm\(^2\) slightly below damage threshold) and to nanometer-precision laser ablation (slightly above threshold) in dielectric materials.

Glezer et al. in Ref. [54] first demonstrated that sub-micron dimensional microexplosions could take place in fused silica and other materials using 100 fs pulses. These voxels (volume pixels) could be formed in a range from threshold energy to three times above it. They appeared to consist of spherical damage regions with diameter increasing with the increase of laser energy in this fluence range. Self-focusing is believed to also contribute to the small voxel size. For higher energies, a head and lament structure was described with a length of 20-40 microns. No cracking was observed at energies up to 100 times threshold. In contrast, 200 ps and 10 ns pulses produced more cracking and larger damaged areas.

In Refs. [58, 51], a group of authors presented the experimental and theoretical studies of a single femtosecond laser pulse interaction inside a bulk of transparent media. Sapphire, glass, polymer were taken as media examples. Such interaction lead to drastic transformations in a solid resulting in a void formation inside a dielectric. The laser pulse energy was absorbed within a volume of approximately \( \sim 0.15 \) \( \mu \)m\(^3\) creating a pressure and temperature comparable to that in the core of a strong multi-kilo-tons explosion. The material within this volume was rapidly atomized, ionized, and converted into a tiny super-hot dense cloud of expanding plasma that generated strong shock and rarefaction waves which resulted in the formation of a void, whose diameter was about 200 nm for a 100 nJ pulse in sapphire.

In order to model the process of these small voids formation, the authors suggested a theoretical model based on high-temperature plasma hydrodynamics equations. This model confirmed the fact that unique states of matter characterized by temperatures \( 10^5 \) K, heating rates up to the \( 10^{18} \) K/s, and pressures more than 100 times the strength of any material were created using a standard table-top laser in well-controlled laboratory conditions.
Laser induced damage was noted in fs laser cutting and drilling of glasses in Ref. [117]. Varel et al. in Ref. [118] have investigated the drilling of channels through quartz samples. A lens with 75 mm focal length was used with 120 fs pulses at 790 nm to obtain channels with 21 micron diameter through 1 and 2 mm thick quartz samples. These narrow channels were observed in vacuum but not in atmospheric pressure $N_2$. More cracking was observed around the entrance hole than the exit hole with relatively little observable damage within the bulk. An increase of the peripheral damage around the entrance was also mentioned.

In parallel to the experimental results on the ablation features, theoretical models were constructed and developed as well.

Strictly speaking, a model describing electron-lattice energy transfer should be based of the system of kinetic (Boltzmann) equations. Such model would involve the electron-lattice energy exchange into consideration by a set of collision integrals and the heat-mass flux by the gradient terms. However, because of the extreme difficulty of these equations from the mathematical point of view, up to now the problem was not researched as a whole. Based only on properties of the collision integral (without proper account of the transfer processes) the solutions were found by Rethfeld with collaborators in Refs. [62, 96, 97].

In Ref. [96] the author developed a new model describing the free-electron generation in transparent solids under high-intensity laser irradiation. The multiple rate equation model unified key points of detailed kinetic approaches and simple rate equations to a widely applicable description, valid on a broad range of time scales. This model provided us with a nonstationary energy distribution of electrons on ultrashort time scales as well as the transition to the asymptotic avalanche regime for longer irradiation.

Mass and energy transfer with the use hydrodynamic equations was modeled by Bulgakova et al. in Refs. [23]. In this paper the authors theoretically studied the role of rapid electron transport in defining the characteristics of material removal with ultrashort laser pulses. A strong electrostatic ion repulsion force caused the break-up of the surface of charged dielectric materials, while for semiconductors and metals due to efficient neutralization the ablation received a more thermal appearance.

Finally, we have to notice that when studying ablation in transparent materials, not only the thermodynamical properties of material have to be taken into account but its optical properties as well. Position of the beam (nonlinear) focus in the material, its dependence on the intensity, temporal profile of the beam etc, can dramatically change the ablation picture. It is exactly the problem of influence of the nonlinear self-focusing on the results of ablation that we devote ourselves to in this part of dissertation. Our research is based on the experimental ablation results produced in Baumert AG and published in Refs. [35, 36].
7.0.2 Material processing below the diffraction limit with the help of the femtosecond laser pulse

In the experiment of Ref. [35] the femtosecond pulse shaping techniques [120] were combined with a microscope setup for material processing [9]. Laser pulses with $\Delta t = 35$ fs full width at half maximum (FWHM) pulse duration (measured in the interaction region) and a central wavelength of 790 nm were provided by an amplified Ti:Sapphire laser system.

For material processing phase shaped femtosecond pulses were focused onto fused silica. The single shot pulse energy was adjusted by a motor driven gradient neutral density filter and recorded with a calibrated photodiode. The sample was translated by a 3-axis piezo table to a new position for each shot. In a typical measurement pattern the authors varied the spectral phase mask, energy and focal z-position. The threshold for material damage was determined visually from the scanning electron microscopy (SEM) images.

In Ref. [35] the authors reported observation of the ablation craters. The typical profile of a crater is schematically presented in Fig. 7.1. Its most unusual feature is a reported presence of a small inner hole inside the crater.

The authors observed the expected increase of the damage threshold energy
due to a reduction of intensity caused by the increase of cubic phase. For a vanishing cubic phase the damage threshold of the bandwidth limited pulse was obtained. The observed threshold energy for fused silica was about 30 nJ that was consistent with the values reported in the literature [107, 83, 84, 33, 114]. Comparing thresholds for positive and negative cubic phase parameters the authors found out that the threshold for positive cubic phase was always lower than for negative one in case their absolute values were identical. Because the pulses had identical fluence, spectrum and pulse durations the authors concluded that the different asymmetric temporal shapes, i.e. the energy distribution in time, have a significant influence on the material damage threshold.

7.0.3 Theoretical model

Let us now discuss the experimental results obtained for a single laser pulse and suggest a possible explanation. First of all, we have to understand a physical nature of the small hole formation in the ablation crater.

Because of insufficient experimental evidence that the experiment was actually performed with a pulse focused at the surface, we have to theoretically describe two distinct cases: i) with the focus situated at the surface and ii) with the focus situated under the surface. In the first case, the (nonlinear) beam propagation effects are neglectable due to both relatively small $n_2$ in air and a small distance between the laser lens and the sample surface. In this case formation of the smaller hole can be attributed to the electrons generation at the surface and the subsequent Coulomb explosion. In the second case, the smaller hole appearance is related to the thermodynamical processes: material heating inside the bulk followed by a formation of the void due to extremely high pressures in the focal point. The focus position in this case is affected by the nonlinear optics effects (i.e. defocusing due to material ionization).

The laser beam is focused exactly at the surface

Let us assume that the laser beam generates at the surface the electron density with a narrow peak over a Gaussian distribution (see Fig. 7.2) due to the effects of avalanche ionization when light intensity is high. We assume that, in this case, the central region of the beam (where density of exited electrons is big) provides a small inner hole. Here we are using a standard model describing the process of glass ionization (see e.g. Ref. [30, 103])

$$\partial_t \rho = \sigma_K \rho_{ei} I^K + \eta \rho I \quad \text{(7.1)}$$
Integrating this equation with initial conditions $\rho(0) = 0$ one arrives at the solution

$$\rho(t, x) = \int_0^t \left(A \exp\left(-5t_1^2 - 1/2B\pi^{1/2}t_p^3\text{erf}(t_1/t_p)/t_p^2\right)/t_p^2 dt_1\right) \exp(1/2B\pi^{1/2}t_p\text{erf}(t/t_p))(7.2)$$

where $\text{erf}$ is the error function and $t_p$ id the pulse duration, $A = \sigma K \rho m I_0^K e^{-K x^2/w_0}$, $B = \eta I_0 e^{-x^2/w_0}$.

The electron density as a function of time and space is presented in Fig. 7.3. We see that the electron density manifests a super-Gaussian spatial shape that is different from the profile in Fig. 7.2. It implies that the avalanche ionization and the Coulomb explosion from the surface cannot provide formation of the inner hole with the diameter observable diameter (see Fig. 1.3).

**The laser beam is focused under the surface**

Let us now consider the case when the pulse is focused on a certain point below the surface of the sample.

**Outer hole.** We shall first describe the formation of the outer hole with the object of obtaining a relation between parameters of the beam and the damage area. For the Gaussian beam the fluence is given by a formula:

$$F(r) = F_0 \exp\left(-2r^2/r_0^2\right), \quad (7.3)$$
where $r_0$ is the beam radius. For the circular Gaussian beam the fluence $F$ is related to the pulse energy as $F = 2E/(\pi r_0^2)$. Assuming that the threshold energy $E_{th}$ exists, the damage area shall expand to the radius $r_{th}$ in case the local fluence exceeds $E_{th}$. So Eq. (7.3) can be rewritten as

$$E_{th} = E_0 \exp\left(\frac{-2r_{th}^2}{r_0^2}\right). \tag{7.4}$$

Inverting this relations one can express the diameter of damage/ablation crater as a function of the pulse energy for spatially Gaussian beam:

$$W_{out}(E) = d_0 \sqrt{\frac{2}{\ln\left(\frac{E}{E_{th}}\right)}}. \tag{7.5}$$

where $d_0$ is the beam diameter, and $E_{th}$ is the pulse threshold energy. Experimentally measured outer hole diameter $W$ is presented in Fig. 7.4 by blue circles. Analytical blue curve is constructed on the basis of Eq. (7.5). Coincidence of the theoretical and experimental results are obtained for $E_{th} = 31$ nJ, that is in accordance with result of Ref. [35].

**Inner hole.** The formation of the inner hole can be attributed to the mechanisms responsible for the void formation in Refs. [58, 51] (as in the previous paragraph we are assuming that the beam was focused under the surface of the bulk of silica). This void appears as a result of the laser pulse energy concentration in a small closed
volume what leads to ionization and a strong heating of the glass in this volume followed by a propagation of the shock and rarification waves from the center of irradiated volume to the peripheral areas. This small void becomes observable in post mort electronic microscope photos due to the common ablation from the surface discussed above. For the first time this simulation was described in Refs. [58, 51]. Let us now, following to these papers, consider this process in more detail.

First of all, we have to notice that one can produce some detectable structure inside the material with the following properties: i) absorption length should be large enough to provide an energy deliver to the focal space in the bulk ii) the energy needs to be focused to the smallest possible volume, with dimensions of the order of the laser wavelength, where the optical properties should be changed (absorption increased) under the laser action. Two particular properties of transparent dielectrics, the large absorption length and the low thermal conductivity, make them very suitable for that purpose.

The major mechanism of absorption in the low-intensity laser-solid interaction is the interband electron transition. Since the photon energy is smaller than the band-gap energy, the electron transitions are forbidden in linear approximation, which corresponds to a large real and small imaginary part of the dielectric function. The optical parameters in these conditions are only slightly changed during the interaction in comparison to those of the cold material. The absorption can be increased for shorter wavelengths if the incident light intensity increases to the level where the multiphoton (and avalanche) processes become important. Under such conditions the properties of the material and the laser-material interaction change rapidly during the pulse. As the intensity increases above the ionization threshold, the neutral material transforms into plasma, which absorbs the incident light very efficiently. A localized deposition of the laser light creates a region of high energy density. A void in the bulk of material is created if the pressure in absorption volume significantly exceeds the Young’s modulus of a solid.

A detailed description of the laser-matter interaction process and laser-induced material modification from the fist principles is a very difficult task even for modern supercomputers. Therefore, we present here a theoretical analysis which is spited into a sequence of simpler interconnected problems: the absorption of laser light, the ionization and energy transfer from electrons to ions, the heat conduction, and hydrodynamic expansion, which we are describing below.

**Absorbed energy.** The absorbed laser energy per unit time and per unit volume, \( E_{abs} \), is related to the divergence of the Pointing vector \( E_{abs} = -c \ \text{div} \ E \times H/4\pi \). Replacing the magnetic field in accordance with the Maxwell equations, calculating averaging over the laser period, expression for the absorbed energy density through
the incident laser field intensity reads (see Ref. [51]):

\[ E_{\text{abs}} = \frac{4n}{(n+1)^2 + \kappa^2} \frac{2\omega \kappa}{c} I(t) \equiv AI(t), \quad (7.6) \]

where \( n + i\kappa \) is the complex refractive index, and \( I \) is the incident laser flux intensity \( I \).

Since duration of the pulse 35 fs in Ref. [35] is shorter than the usual electron-phonon and electron-ion collision times Ref. [51], the single electron energy \( \epsilon_e \) as a function of time can be found from equation:

\[ \frac{d(\rho_e \epsilon_e)}{dt} = AI(t), \]

its integration gives

\[ \epsilon_e = \frac{a}{\rho_e} \int_0^t I(t) dt. \quad (7.7) \]

Electron density must be found from the kinetic equation that taking into account the electron-ion recombination processes reads

\[ \partial_t \rho_e = W_{\text{ion}} \rho_e^\epsilon - \beta_e \rho_e^2 \rho_i, \quad (7.8) \]

where \( \rho_i \) is the ion density and assumed that the recombination proceeds mainly by three-body collisions with one electron acting as a third body [51]. Equation (7.8) gives value \( \rho_e \sim 3 \times 10^{23} \text{ cm}^{-3} \). Magnitudes of other parameters in Eq. (7.7) for \( \lambda = 800 \text{ nm} \) are \( n = 1.20, \kappa = 1.16, A = 0.014 \text{ nm}^{-1} \).

Now we are in a position to estimate both the electron temperature and pressure at the end of the laser pulse. Taking integral over the pulse duration in Eq. (7.7), we get the energy deposited into the focal volume. The latest can be estimated in accordance with Refs. [58, 51] \( V_{\text{abs}} = \pi r_0^2 l_s \), where \( l_s = c/\omega \kappa \), finally \( V_{\text{abs}} \sim 1^{-2} \mu \text{m}^3 \). Then for 150 nJ pulse we get \( Q_{\text{dep}} \simeq 6 \text{ MJ/cm}^3 \) and for 240 nJ, the absorbed energy is \( Q_{\text{dep}} \simeq 10 \text{ MJ/cm}^3 \). Electron thermal energy \( \rho_e T_e \) is difference between the deposited energy \( Q_{\text{dep}} \) and the energy required for the ionization \( \rho_i (Q_{S_i} + 2Q_0) \). Taking the last values from Refs. [51], we get the pressure \( P_e = \rho_e T_e \) varied from \( \sim 6 \text{ TPa} \) to \( \sim 12 \text{ TPa} \) dependently on the pulse energy.

**Energy transfer from electrons to ions.** The hydrodynamic motion can start after the electrons transfer the absorbed energy to ions. The following processes are responsible for the energy transfer from electrons to ions: recombination, electron-to-ion energy transfer in Coulomb collisions, ion acceleration in the field of charge separation gradient of electronic pressure, and electronic heat conduction.

In Ref. [51] there was noted that in the dense plasma created by the tight focusing inside a bulk solid the major processes responsible for the electron-to-ion
energy transfer are different from those in the laser ablation. The fastest process of the energy transfer from hot electrons to the ions is the electron-ion recombination by three-body collisions with one electron acting as a third body. This process takes 1 fs. The ion acceleration by the gradient of the electron pressure and the electron-to-ion energy transfer by the Coulomb collisions both comprise 1 ps. This is the time of hydrodynamic motion. The electronic nonlinear heat conduction becomes important much later, about 15 ps after the pulse end.

**Hydrodynamical stage of the dynamics.** The hydrodynamic motion starts, that is, the shock wave emerges from the energy deposition zone, when the electrons have transferred their energy to ions. The total deposited energy builds up the pressure that drives the shock wave. This pressure in several order of magnitude exceeds the Youngs modulus for the majority of materials for example, $Y = 400$ GPa for sapphire, and $Y = 75$ GPa for the fused silica. Therefore, a strong shock wave emerges that compresses the material up to the density $\rho \simeq \rho_0(\gamma + 1)/(\gamma - 1)$, where $\gamma$ is the adiabatic constant for the majority of cold solids is 3.

The compressed material behind the shock wave front can then be transformed to another phase state in such highpressure conditions. After unloading the shock-affected material undergoes transformation into a final state at normal pressure. The final state may possess properties different from those in the initial state. We consider in succession the stages of compression and phase transformation, pressure release, and material transformation into a postshock state.

The shock wave propagating in a cold material loses its energy due to dissipation, and it gradually transforms into the sound wave due to the work done against the internal pressure, $Y$ that resists material compression. Let us consider for simplicity a spherically symmetric motion. The distance at which the shock front effectively stops defines the shock-affected volume. Actually at this point the shock wave converts into a sound wave, which propagates further into the material without inducing any permanent changes to a solid. This stopping distance, $r_{\text{stop}}$, can be estimated from the condition that the internal energy in the volume inside the shock front is comparable to the absorbed pulse energy: $4\pi r_{\text{stop}}^3 Y / 3 \approx E_{\text{abs}}$. Then the stopping distance reads

$$r_{\text{stop}} \approx \left(3E_{\text{abs}} / 4\pi Y\right)^{1/3}. \quad (7.9)$$

The void formation inside a solid is only possible if the mass initially contained in the volume of the void was pushed out and compressed. Thus after the microexplosion the whole mass initially confined in a volume with radius $r_{\text{stop}}$ resides in a layer in between $r_{\text{stop}}$ and $d$, which has a density $\rho = \rho_0 \delta$ with a compression factor $\delta > 1$. The inner hole radius can be expressed through the compression ratio $d_{\text{in}} = r_{\text{stop}} / C$, $C = (1 - 1/\delta)^{-1/3}$. In such a way, we arrive at expressions for the
Figure 7.4: (Color online.) Diameter of outer and inner holes versus the pulse energy. Blue points represent experimentally measured diameters of the inner holes from Ref. [35], blue curve is the theoretical prediction according to the Eq. (7.5); red points denote radiiuses of the inner holes from Ref. [35], the red curve is given by Eq. (7.10).

\[ d_{in}(E) = l_a(E(1 - 1/\delta))^{1/3}, \]  

\[ \text{(7.10)} \]

where parameters \( \delta \) should be found from numerical solution to the hydrodynamic equations \( \delta = 1.14; \) and \( l_a \approx 80 \text{ nm for sapphire and } l_a \approx 140 \text{ nm for fused silica.} \)

Comparison of the analytical (red) curve with experimental points is presented in Fig. 7.4. One can see that experimentally measured diameters of the inner holes as a function of the pulse energy display a reasonable agreement with the analytical curve. Additional details related to the temporal pulse shape can slightly change the analytical prediction. For example, change the threshold energy

We have to notice that formation of the inner hole is possible only in case when the pressure achievable in the focal volume is greater then the Yung’s modulus of the dielectric under consideration. In case of fused silica in means that the deposited energy must be greater then 1 nJ.

Summarizing this chapter of the dissertation, we can conclude that a successful explanation of the experimental results of Ref. [35] is suggested. Constructed by us curves, based on analytical expressions (7.10,7.5), are in a good agreement with results of experiments. As a further prolongation of this work a temporal laser pulse shape manipulation can be included into the analytical model that can give a promising opportunity for the inner hole parameters manipulations.
Chapter 8
Conclusions

The present dissertation was devoted to the construction of analytical solutions to the problem of light propagation in media with a highly nonlinear response.

• We presented in detail the derivation and the range of the applicability of the model equations. We noticed that the model can be significantly simplified under the geometrical optics approximation. Accuracy of this approximation was estimated and experimental conditions capable to provide us with a satisfactory accuracy were discussed.

• In the presented work, for the first time, an exact analytical solution Eqs. (5.51,5.56) for the eikonal equations with refractive index being a saturating function of the electric field intensity was constructed. We demonstrated that, in this particular case, the fact that the refractive index is a saturating function of the intensity, cannot arrest the beam collapse. An explicit analytical formula (5.58) for the beam collapse position was presented.

• In the case when the analytical solution cannot be found exactly, we formulated an alternative approach which allowed us to construct approximate analytical solutions for arbitrary nonlinearity and boundary conditions. The advantages of our approach in comparison to previous ones are the follows: i) it is applicable to the light propagation equations with arbitrary refractive index and boundary conditions; ii) it does not require any assumptions about fixed beam profile in the media. It was demonstrated that the approximate solutions to the eikonal equations constructed in this part of the dissertation are exact at the beam axis, and only give a small error on the distance.

• Several particular cases of the nonlinear refractive indices were considered. We constructed an analytical solution to the eikonal equation for the refractive index being a power-type function of the intensity \( n(I) = n_2 I^K \). We derived an explicit formula Eq. (6.17) for the self-focusing position and demonstrated
that propagation distance is decreasing with the increase of the power of the nonlinearity. Different forms (saturating, polynomial) of the refractive index were studied as well. For a saturating form of the refractive index $n(I) = 1 - e^{-n_s I}$ analytical solutions were obtained as well. These results were compared with the ones received by making use of the Taylor series expansion. The problem of the Taylor series convergence for self-focusing position was also discussed.

- The advantages of the obtained analytical expressions for the self-focusing position over empirical Marburger formula Eq. (2.57) traditionally used as an estimate of the nonlinear self-focusing position (see e.g. the latest reviews [15, 30]) are as follows: our results are deduced from the analytical solutions whose accuracy can be easily evaluated via direct substitution into the light propagation equations; the obtained formulae explicitly demonstrate the influence of the higher order nonlinear terms in the refractive index on the self-focusing position.

- A general rule for calculation of the single filament intensity Eq. (6.28) in case of arbitrary refractive index is formulated.

- Analytical expressions describing intensity and phase distributions for Kerr-type refractive index and arbitrary initial intensity distribution were obtained. It was demonstrated that if the initial intensity distribution has several local maxima, the initial beam splits into several light channels. The expression for the self-focusing positions for each light channel (filament) was obtained. It scales as $1/\sqrt{I_0}$ as a function of the initial beam intensity $I_0$. Summarizing, in such a way, we demonstrated that the scaling law is determined by the form of the refractive index $n(I)$ but not the initial shape of the beam.

- Applicability of the obtained analytical results to concrete experimental conditions is discussed. Comparing our analytical expressions with results of detailed numerical simulations of the nonlinear Schrödinger equations fromRefs. [115, 24] we observed that both approaches yield the same magnitudes of the self-focusing distance and the filament intensity. In such a way, the rather simple analytical expressions obtained in the dissertation can, in some cases, replace tedious numerical simulations.

- The last chapter of the dissertation was devoted to the theoretical explanation of the experimental results obtained in Ref. [35]. It was demonstrated that the observed ”hole-in-hole” crater structure can be described within the frame of the theory suggested in Refs. [58, 51]. From the Fig. 7.4 one can see that the experimental results are in good agreement with theoretical prediction.
Most important formulas of the dissertation

- The eikonal equation with refractive index \( n = \int_0^I n_2 I e^{-bl} dI \), where \( I \) is the light intensity, \( n_2 \) and \( b \) are constants, in (1+1) dimension has an exact analytical solution:

\[
x - vz = \frac{1}{\sqrt{2}} \left[ \sqrt{\left(2e^{1-bl} - 1 + \frac{b^2ev^2}{2\alpha}\right)} + \sqrt{\left(2e^{1-bl} - 1 + \frac{b^2ev^2}{2\alpha}\right)^2 + \frac{2b^2ev^2}{\alpha}} \right],
\]

\[
Iz = \sqrt{\frac{e}{2\alpha}} \ln \left( e^{bl-1}((x - vz)^2 + 1) - 1 + \sqrt{(e^{bl-1}((x - vz)^2 + 1) - 1)^2 - 1} \right).
\]

Here, and throughout the dissertation, \( \alpha = n_2 I_0 \), where \( I_0 \) is an initial beam intensity, \( z \) denotes the propagation distance, \( x \) is a coordinate orthogonal to the propagation distance, \( v \) is a eikonal derivative \( v \equiv \partial_z S \).

- In case of arbitrary refractive index and initial collimated beam, the eikonal equations in (1+1) dimensions have approximate analytical solutions:

\[
\chi \varphi = \Psi_1, \quad \int \frac{dI}{\varphi} - \alpha I^2 z = \Psi_2, \quad I(\Psi_1, \Psi_2) = \exp(-\chi(\Psi_1, \Psi_2)^2)
\]

where \( \chi \equiv x - vz \), \( \varphi \equiv \partial_I n(I) \), and \( \Psi_1, \Psi_2 \) are constants. \( n(I) \) is a nonlinear part of the refractive index.

- Under the same boundary conditions but in (1+2) dimensions, the solutions reads

\[
I \varphi x^2 = \Psi_1, \quad 2\alpha I z^2 e^{-\chi^2} = \Psi_2 + \int \frac{dI}{\varphi}, \quad I(\Psi_1, \Psi_2) = \exp(-\chi(\Psi_1, \Psi_2)^2).
\]

- For arbitrary refractive index \( n(I) \), the single filament intensity \( I_{sat} \) is defined by the formula:

\[
\partial_I n(I)|_{I_{sat}} = 0.
\]
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