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Abstract

The aim of the thesis is to theoretically investigate optical/plasmonic antennas for biosensing applications. The full 3-D numerical electromagnetic simulations have been performed by using finite integration technique (FIT). The electromagnetic properties of surface plasmon polaritons (SPPs) and the localized surface plasmons (LSPs) based devices are studied for sensing purpose. The surface plasmon resonance (SPR) biosensors offer high refractive index sensitivity at a fixed wavelength but are not enough for the detection of low concentrations of molecules. It has been demonstrated that the sensitivity of SPR sensors can be increased by employing the transverse magneto-optic Kerr effect (TMOKE) in combination with SPPs. The sensor based on the phenomena of TMOKE and SPPs are known as magneto-optic SPR (MOSPR) sensors. The optimized MOSPR sensor is analyzed which provides 8 times higher sensitivity than the SPR sensor, which will be able to detect lower concentration of molecules. But, the range of the refractive index detection is limited, due to the rapid decay of the amplitude of the MOSPR-signal with the increase of the refractive indices. Whereas, LSPs based sensors can detect lower concentrations of molecules, but their sensitivity is small at a fixed wavelength. Therefore, another device configuration known as perfect plasmonic absorber (PPA) is investigated which is based on the phenomena of metal-insulator-metal (MIM) waveguide. The PPA consists of a periodic array of gold nanoparticles and a thick gold film separated by a dielectric spacer. The electromagnetic modes of the PPA system are analyzed for sensing purpose. The second order mode of the PPA at a fixed wavelength has been proposed for the first time for biosensing applications. The PPA based sensor combines the properties of the LSPR sensor and the SPR sensor, for example, it illustrates increment in sensitivity of the LSPR sensor comparable to the SPR and can detect lower concentration
of molecules due to the presence of nanoparticles.
Zusammenfassung

erhöhte Sensitivität gegenüber den LSPR-Sensoren und ist darüber hinaus aufgrund der Verwendung von Nanopartikeln in der Lage eine geringe Anzahl von Molekülen zu detektieren. Somit vereint das PPA-Prinzip die Vorteile der beiden zuvor beschriebenen Sensorkonfigurationen.
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Chapter 1

Introduction

1.1 Introduction

Over the last two decades optical biosensors have been thoroughly explored in research laboratories for their remarkable applications such as to detect colorectal cancer marker carcinoembryonic antigen (CEA) with a detection limit of 0.5 $ng/mL$ using a commercial SPR sensor Autolab Springle (1).

Optical antennas are booming as the state-of-the-art technology in the research of biosensors for real-time and label-free detection of biochemical interactions (2). They are designed for the efficient conversion of optical radiation to the localized energy, and vice versa (3). Optical antennas are different from RF and microwave antennas in their physical properties and scaling behavior. At optical frequencies metals act as strongly coupled plasmas (3). Optical antennas are metallic nanostructures operating in the visible and near-infrared regime also known as plasmonic antennas. Surface plasmons are oscillations of free conduction electrons at the metal-dielectric interface excited by optical waves (3). Properties of optical antennas are strongly dependent on the geometry and material properties of the nanoparticle and the surrounding medium, due to resonance of surface plasmons (4). Figure 1.1 shows a comparison of a classical antenna and an optical/plasmonic antenna (4). Surface plasmons are usually categorized in to surface plasmon polaritons (SPPs) and localized surface plasmons (LSPs). The SPPs are excited at the interface of planar metal and dielectric layers, whereas,
the LSPs are excited at the interface of metal and dielectric nanoparticles (5). The plasmonic resonances are highly dependent on the dimension and material properties of both the metal and the dielectric medium in its vicinity (5). The strong dependence on the surrounding dielectric medium is utilized for biosensing.

![Figure 1.1](image-url)

**Figure 1.1**: Difference in RF and plasmonic antenna theory. RF antenna with a surface current (left) and plasmonic antenna with a volume current (right) leading to shorter wavelength which can be seen in the dispersion relation (center). Transformation of fixed RF antenna to plasmonic antenna leads to different radiation patterns (bottom) [Reprinted (adapted) with permission from (4). Copyright (2010) American Chemical Society].

The surface plasmon resonance (SPR) biosensor is based on the phenomena of SPPs. Let us consider a SPR setup in Kretschmann configuration (6), as shown in Fig. 1.2. When *p*-polarized light is illuminated through a prism on a thin metal film, the incident light will be reflected by the metal layer. The metal layer acts as a mirror and the intensity of the reflected light is observed at the detector. By varying the incident angle of the light, minimum in the reflected intensity can be observed by the detector. The dip in the reflected intensity at the incident angle is caused due to the excitation of SPPs by the light. SPPs are...
TM waves propagating along the metal-dielectric interface and are excited with the coupling of the incident light and oscillation of free conduction electron of the metal layer \( \text{[7]} \). The incident angle of light at which the reflected intensity becomes zero is called resonant angle or SPR angle. The position of the resonance angle is dependent on the optical properties of the SPR sensor, such as the refractive index of the dielectric medium adjacent to the metal layer \( \text{[Fig. 1.2]} \). The change in the refractive index of the dielectric medium changes the resonance condition of the SPPs, hence the resonance occurs at different incident angle of light. By this way, the refractive index change of the dielectric medium can be detected with the shift of the resonance angle. The intensity modulation sensitivity of a Kretschmann configuration based SPR sensor is 39 \( RIU^{-1} \) at \( \lambda = 630 \text{ nm} \) and 150 \( RIU^{-1} \) at \( \lambda = 850 \text{ nm} \) \( \text{[8]} \). Even though the sensitivity of this type of SPR sensor is very high, is still not enough for low concentrations of biomolecules \( (< 1 \text{ ng/mL}) \text{[7]} \). For this reason, several approaches have been used to improve the sensitivity using patterned metal nanoparticles for localized surface plasmon resonance (LSPR) \( \text{[9; 10; 11]} \), grating structures \( \text{[8]} \), the combination of SPR with magneto-optic Kerr effect (MOKE) \( \text{[12; 13]} \), and the latter is also combined with the patterned LSPR \( \text{[14; 15; 16; 17; 18]} \).

![Figure 1.2: Representation of the surface plasmon resonance (SPR) system in Kretschmann configuration.](image)

A new modulation technique has been employed which demonstrates three fold increment in the sensitivity of the standard SPR sensor \( \text{[19]} \). This technique combines the magneto-
optic (MO) activity of magnetic materials with external magnetic field and the SPR of the metallic layers; this combined effect is known as magneto-optic SPR (MOSPR) (12). The combination of the magnetic materials and metallic layers can create a sharp enhancement of the magneto-optic effects that highly depends on the optical properties of the adjacent dielectric medium, making it a suitable candidate for biosensing (12).

Localized surface plasmon resonance (LSPR) biosensors are based on the phenomena of LSPs. The surface plasmons of LSPR sensors are excited locally to the nanostructures, unlike the SPR sensors, where surface plasmons are excited at the planar metal-dielectric interfaces. The excitation of localized surface plasmon resonance (LSPR) on metallic nanoparticles results in the strong enhancement of the electromagnetic fields and the efficient scattering of electromagnetic radiation (20). Localized plasmon modes on nanoparticles are dependent on the size, shape and the surrounding dielectric medium. Therefore several structures of nanoparticles have been studied such as nanospheres (21), nanorods (22), nanodisks (23), nanocubes (24), and triangular nanoprims (25). Based on these characteristics, plasmonic nanoparticles are used for biosensing applications in optical and in near infrared regimes. In the applications of sensor and detector, a single and sharp resonance is required in the extinction spectrum. Changes in bulk refractive index of dielectric environment is detected through the shifts in the LSPR peak wavelength, which is given by the measurement of spectral extinction as shown in Fig. 1.3. The sensing performance of the LSPR sensors can be optimized by varying the size and shape of the nanoparticles (2). The LSPR sensors have been used for detecting smaller concentration of molecules in the range of zeptomole (26), but have very less wavelength interrogation sensitivity as compared to the SPR sensors (SPR sensitivity = $2 \times 10^6 \text{ nm RIU}^{-1}$; LSPR sensitivity = $2 \times 10^2 \text{ nm RIU}^{-1}$) (27). The other advantage of LSPR sensors to be more cost effective than the SPR sensors (cost of SPR sensors – > US $ 150,000 – 300,000; cost of LSPR sensors – > US $ 5000 – 50,000) (27).

Recently Liu et al. (28) and Li et al. (29) have demonstrated a novel device known as plasmonic perfect absorber for sensing application in infrared regime. The perfect absorber is composed of periodically arranged metallic nanoparticles on a gold layer separated by a dielectric spacer. The technique is based on the combination of LSPR and SPR effects. This
work has motivated me to analyze the plasmonic perfect absorber for biosensing. The key idea of this research is to utilize the plasmonic perfect absorber setup for biosensing which combine the sensing properties of the LSPR and SPR sensor. The proposed novel approach provides a narrow band perfect optical absorber which will not only provide high sensitivity but can also be able to detect lower concentrations of biomolecules. In this thesis, gold (Au) noble metal is used as a potential metal for the excitation of surface plasmons, as it supports strong surface plasmons at the resonance wavelength and its surface is proved to be oxide free (30).

1.2 Current state of plasmonic biosensing

The intensive study of plasmonic antenna has started in the mid of 20th century by connecting theoretical assumptions and the existing experiments. The propagating and localized surface plasmons can be distinguished easily, yet both are excited by the interaction of light and matter.

In 1902, the anomalous diffraction from metal gratings was discovered by Wood (31), his work can be considered as a milestone in the research on propagating plasmons. Ritchie (32) in 1957 was the first to predict the existence of surface plasmons in metallic thin films. Powell and Swan (33) in 1959 demonstrated the characteristic of electron energy loss in metal which
corresponds to the generation of surface plasmons. In 1968 Ritchie et al connected the phenomena of surface plasmons with Woods anomaly, described the surface plasmon resonance effect in grating diffraction (34). The prism coupled optical excitation of surface plasmon was experimentally performed by Kretschmann and Raether (6) and then by Otto (35) in 1968.

First theoretical investigation of localized surface plasmons was carried out by Lorenz (36) in 1898 and then by Mie in 1908 (37). In 1970, Kreibig and Zacharias (20) has demonstrated the excitation of resonances in small noble metal particles. The first surface enhanced Raman spectroscopy (SERS) experiment in 1974 (38) has demonstrated the Raman spectra of pyridine adsorbed at a silver electrode for sensing application.

Liedberg et al. (39) in 1983 have demonstrated the use of SPR phenomena for detecting the antibody human Immunoglobulin (IgG) in water solution. Since then, this technique has been used for the detection of biospecific interaction of biomolecules by different groups (40, 41). Wei et al. reported the monitoring of cardiac troponin (cTn I) biomarker for the detection of cardiac muscle injury in serum with in a detection limit range of 2.5 ng/mL using a fiber optic SPR sensor (42). In 2004, the commercial SPR sensor Ibis II has been investigated for the detection of prostate cancer by monitoring prostate-specific antigen (PSA) in PBS buffer solution with a limit of detection of 0.15 ng/mL (43). The commercial SPR sensor Spreeta has been used for the detection of antibodies against human hepatitis B virus (hHBV) in 5 % serum in PBS with a limit of detection of 9.2 nM (44). Detection of Colorectal cancer has been reported by monitoring Carcinoembryonic antigen (CEA) with a detection limit of 0.5 ng/mL using a commercial SPR sensor Autolab Springle (1). In 2006, SPR imaging instrument has been used to detect cystatin C protein biomarker of glomerular filtration rate (GFR) for the measure of proper functioning of kidney with a detection limit of 1 nM range (45). In 2014, Jahanshai et al. reported the detection of anti-dengue virus by monitoring immunoglobulin M (IgM) in serum volume of 1 µl by using BIAcore 3000 SPR system (46).

The LSPR sensors are used for label-free detection of biomolecules. One of the major applications of LSPR biosensors is the detection of small biomolecules, as the dimension
(2 – 20 nm) of bioreceptors such as enzymes, antibodies, and antigens are dimensionally compatible with the nanostructures of LSPR sensors (26). In 2007, Kim et al. reported a label-free detection of synthetic target DNA with a detection limit of 10 pM by using LSPR coupled with the Interferometry in a porous anodic alumina (PPA) layer chip (47). LSPR based chip has been proposed to monitor insulin and anti-insulin antibody immunoreactions in real-time with a detection limit of 100 ng/mL for detecting insulin level that is required for diagnosis of diabetes (48). Alzheimer disease has also been proposed to detect with LSPR biosensors, where the interaction between amyloid β-derived diffusible ligands (ADDL) and the anti-ADDL antibody are monitored by using Ag nanoparticles (49; 50). In 2014, tumor biomarker i.e., squamous cell carcinoma antigen (SCCa) has been proposed to detect with reusable and label-free LSPR based biosensor (51). The SCCa is used for diagnosis, treatment evaluation, and prognosis predication for cervical cancer. In this work, a triangle-shaped silver nanoparticle array is used in the LSPR system to test buffer and human serum with a detection range of 0.1 – 1000 pM under optimal conditions.

1.3 Objective of the research

The main objective of the research is to theoretically investigate the sensitivity of the optical/plasmonic biosensor for the analysis of small concentrations of biomolecules. The SPR biosensors offer high sensitivity but are not capable of detecting the small concentrations of biomolecules. Whereas, the LSPR biosensors are capable of detecting smaller concentrations of molecules but have less sensitivity. It is useful to combine the properties of SPR and LSPR for biosensing. Therefore, the aim of this thesis is to design a plasmonic biosensor and develop a strategy so that it presents high sensitivity and allows the detection of few molecules.

1.4 Methodology

The Finite Integration Technique (FIT) is used as a numerical method for full 3-D electromagnetic simulations. It gives precise algebraic analogues of Maxwell’s equations in their
integral form. The algebraic equations ensure that physical properties of electromagnetic fields are in discrete space, and result in a unique solution (52).

1.5 Outline of the thesis

The purpose of this thesis is to thoroughly investigate the plasmonic devices for biosensing applications. Full 3-D electromagnetic simulations have been performed by using finite integration technique. We study the 3-D electromagnetic properties of the SPPs and LSPs based devices. A novel approach has been given in this thesis for sensing by utilizing the properties of the SPP and LSP based sensors. This thesis is organized as follows. Chapter 2 summarizes the theoretical background of the electromagnetic theory required in this thesis. It starts from the Maxwell’s equations to the description of surface plasmons. It also includes the short description of the finite integration technique (FIT). Chapter 3 analyzes the properties of the surface plasmon resonance (SPR) sensor for biosensing applications. The excitation of the surface plasmon polaritons in the Kretschmann configuration is studied. The angular sensitivity of the device is examined for biosensing purpose. Chapter 4 studies the properties SPR sensor by including the magneto-optic (MO) effect for biosensing applications. The magneto-optic SPR (MOSPR) system is formed by sandwiching the ferromagnetic layer in between the two gold layers. External magnetic field is applied to the ferromagnetic medium to modulate the properties of the SPR. The intensity modulation sensitivity technique is utilized for biosensing. Chapter 5 investigates the properties of the plasmonic perfect absorbers (PPA) for biosensing. The PPA consists of three layer which include 2-D periodic array of metallic nanodisks, dielectric spacer, and thick metal layer. The excited modes in the PPA system are analyzed in this chapter for biosensing purpose. Finally, Chapter 6 summarizes the conclusion and give the outlook of the work.
Chapter 2

Theoretical Background

The classical theory of electromagnetics based on Maxwell’s equations describes the wave propagation in the optical regime \([53]\). This chapter summarizes the most important theoretical approaches and techniques required in this thesis.

2.1 Maxwell’s Equations

Maxwell’s equations explain the behavior of electromagnetic fields in physical media. These equations illustrate the induction of electric and magnetic fields by each other and by sources i.e. currents and charges. Here, we show macroscopic behavior of the electromagnetic field.

In Maxwell’s equations the field quantities are electric field strength \(\mathbf{E}(\mathbf{R},t)\), magnetic field strength \(\mathbf{H}(\mathbf{R},t)\), electric flux density \(\mathbf{D}(\mathbf{R},t)\), and magnetic flux density \(\mathbf{B}(\mathbf{R},t)\) which are measured in V/m, A/m, As/m\(^2\), and Vs/m\(^2\), respectively. These quantities are vector fields. The source quantities are vectorial electric (volume) current density \(\mathbf{J}_e(\mathbf{R},t)\) and scalar electric (volume) charge density \(\varrho_\varepsilon(\mathbf{R},t)\) measured in A/m\(^2\) and As/m\(^3\), respectively. The source and field quantities are function of three spatial \(\mathbf{R}\) and one time \(t\) coordinates.

The four famous equations of Maxwell can be written in integral and differential form.
2.1.1 Differential Form

Differential form of Maxwell’s equations provides the interaction of quantities at a fixed point in space and time. It is illustrated by the two vectorial differential operators, curl $\nabla \times$ and divergence $\nabla \cdot$, which explain the strength of the circulation and divergence of a vector field, respectively. Differential form of Maxwells equations is written as (54),

$$\nabla \times \mathbf{E}(\mathbf{R},t) = -\frac{\partial}{\partial t} \mathbf{B}(\mathbf{R},t) \quad \text{(Faraday’s induction law)},$$

$$\nabla \times \mathbf{H}(\mathbf{R},t) = \frac{\partial}{\partial t} \mathbf{D}(\mathbf{R},t) + \mathbf{J}_{\text{e}}(\mathbf{R},t) \quad \text{(Ampere-Maxwell’s circuital law)},$$

$$\nabla \cdot \mathbf{D}(\mathbf{R},t) = \rho_{\text{e}}(\mathbf{R},t) \quad \text{(Gauss’ law of electric charges)},$$

$$\nabla \cdot \mathbf{B}(\mathbf{R},t) = 0 \quad \text{(Gauss’ law of magnetic charges)}.$$ 

The law of conservation of charges must be contained for all sources of electromagnetic fields. This is described by the continuity equation, which is derived from the Ampere-Maxwells law and from the Gauss’s law of electric charges. It reads,

$$\nabla \cdot \mathbf{J}_{\text{e}}(\mathbf{R},t) = -\frac{\partial}{\partial t} \rho_{\text{e}}(\mathbf{R},t).$$

(2.5)

2.1.2 Integral Form

The integral form of Maxwell’s equations describes the relationship of fields and their sources over a volume ($V$) or through any surface ($S$). Integral form can be obtained by using the Stoke’s theorem on the first two Maxwell’s equations. And the Gauss’s theorem is used for the third and fourth Maxwell’s equations. The integral form of Maxwell’s equations for non-moving media (54),
\[ \oint_{C=\partial S} \mathbf{E}(\mathbf{R},t) \cdot d\mathbf{R} = -\iint_{S} \frac{\partial}{\partial t} \mathbf{B}(\mathbf{R},t) \cdot d\mathbf{S}, \quad (2.6) \]

\[ \oint_{C=\partial S} \mathbf{H}(\mathbf{R},t) \cdot d\mathbf{R} = \iint_{S} \frac{\partial}{\partial t} \mathbf{D}(\mathbf{R},t) \cdot d\mathbf{S} + \iint_{S} \mathbf{J}_{e}(\mathbf{R},t) \cdot d\mathbf{S}, \quad (2.7) \]

\[ \iiint_{S=\partial V} \mathbf{D}(\mathbf{R},t) \cdot d\mathbf{S} = \iint_{V} \mathbf{\partial}_{e}(\mathbf{R},t) \, dV, \quad (2.8) \]

\[ \iiint_{S=\partial V} \mathbf{B}(\mathbf{R},t) \cdot d\mathbf{S} = 0, \quad (2.9) \]

where, \( C = \partial S \) is a closed integration contour over the surface \( S \), \( S = \partial V \) is a closed surface which encloses the volume \( V \), \( dV \) is a scalar volume element, \( d\mathbf{R} \) is a vectorial line element and \( d\mathbf{S} \) is a vectorial surface element.

Continuity equation in integral form is written as,

\[ \iiint_{S=\partial V} \mathbf{J}_{e}(\mathbf{R},t) \cdot d\mathbf{S} = -\frac{d}{dt} Q_{e}(t). \quad (2.10) \]

### 2.1.3 Time Harmonic Form

Time harmonic form of Maxwell’s equation describes the behavior of oscillating electromagnetic field at a particular frequency. It can be obtained by taking the fourier transform of the Maxwell’s equations. Time harmonic differential form of Maxwell’s equations given as \([54]\),

\[ \nabla \times \mathbf{E}(\mathbf{R}) = j \omega \mathbf{B}(\mathbf{R}), \quad (2.11) \]

\[ \nabla \times \mathbf{H}(\mathbf{R}) = - j \omega \mathbf{D}(\mathbf{R}) + \mathbf{J}_{e}(\mathbf{R}), \quad (2.12) \]

\[ \nabla \cdot \mathbf{D}(\mathbf{R}) = \mathbf{\partial}_{e}(\mathbf{R}), \quad (2.13) \]

\[ \nabla \cdot \mathbf{B}(\mathbf{R}) = 0. \quad (2.14) \]

And the time harmonic integral form is \([54]\),
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\[ \oint_{C=\partial S} \mathbf{E}(\mathbf{R}) \cdot d\mathbf{R} = j\omega \int_S \mathbf{B}(\mathbf{R}) \cdot d\mathbf{S}, \quad (2.15) \]

\[ \oint_{C=\partial S} \mathbf{H}(\mathbf{R}) \cdot d\mathbf{R} = -j\omega \int_S \mathbf{D}(\mathbf{R}) \cdot d\mathbf{S} + \int_S \mathbf{J}_e(\mathbf{R}) \cdot d\mathbf{S}, \quad (2.16) \]

\[ \iiint_{S=\partial V} \mathbf{D}(\mathbf{R}) \cdot d\mathbf{S} = \iiint_{V} \varepsilon_e(\mathbf{R}) \, dV, \quad (2.17) \]

\[ \iiint_{S=\partial V} \mathbf{B}(\mathbf{R}) \cdot d\mathbf{S} = 0. \quad (2.18) \]

2.2 Constitutive Relations

Maxwell’s equations together with constitutive relations represent the behavior of electromagnetic fields in a physical media. The constitutive relations for linear, isotropic and lossless media,

\[ \mathbf{D} = \varepsilon_0 \varepsilon_r \mathbf{E}, \quad (2.19) \]

\[ \mathbf{B} = \mu_0 \mu_r \mathbf{H}, \quad (2.20) \]

\[ \mathbf{J}_e = \sigma_e \mathbf{E}, \quad (2.21) \]

where \( \varepsilon_0 \) is the permittivity of free space and is approximately equal to the \( 8.85 \times 10^{-12} \) F/m, \( \mu_0 \) is the permeability of free space which is equal to the \( 1.257 \times 10^{-6} \) H/m and \( \sigma_e \) is the electric conductivity measured in S/m. \( \varepsilon_r \) and \( \mu_r \) are the relative permittivity and relative permeability of a material, respectively.

The permittivity \( \varepsilon \) and permeability \( \mu \) are associated with the electric \( \chi \) and magnetic \( \chi_m \) susceptibilities of the material as given below \( 55 \),

\[ \varepsilon = \varepsilon_0 \varepsilon_r = \varepsilon_0 (1 + \chi), \quad (2.22) \]

\[ \mu = \mu_0 \mu_r = \mu_0 (1 + \chi_m), \quad (2.23) \]
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the electric and magnetic polarization properties of the medium are measured by the
electric $\chi$ and magnetic $\chi_m$ susceptibilities, respectively. The electric flux density takes the
following form (55),

$$\mathbf{D} = \varepsilon_0 \varepsilon_r \mathbf{E} = \varepsilon_0 (1 + \chi) \mathbf{E} = \varepsilon_0 \mathbf{E} + \varepsilon_0 \chi \mathbf{E} = \varepsilon_0 \mathbf{E} + \mathbf{P}, \quad (2.24)$$

where $\mathbf{P} = \varepsilon_0 \chi \mathbf{E}$ is the dielectric polarization of the medium (i.e. the average electric
dipole per unit volume). The magnetic flux density is (55)

$$\mathbf{B} = \mu_0 \mu_r \mathbf{H} = \mu_0 (1 + \chi_m) \mathbf{H} = \mu_0 (\mathbf{H} + \chi_m \mathbf{H}) = \mu_0 (\mathbf{H} + \mathbf{M}), \quad (2.25)$$

where $\mathbf{M} = \chi_m \mathbf{H}$ is the magnetization of the medium (i.e. average magnetic moment
per unit volume). The speed of light $c$ in a medium, the characteristic impedance $\eta$ and the
refractive index $n$ of the medium can be defined in terms of permittivity and permeability as

$$c = \sqrt{\frac{1}{\varepsilon \mu}}, \quad \eta = \sqrt{\frac{\mu}{\varepsilon}}, \quad n = \sqrt{\varepsilon \mu}. \quad (2.26)$$

The constitutive relations for inhomogeneous medium where the permittivity depends on
the position within the medium (55)

$$\mathbf{D} (\mathbf{R}, t) = \varepsilon (\mathbf{R}) \mathbf{E} (\mathbf{R}, t). \quad (2.27)$$

In an anisotropic medium, the material property $\varepsilon$ depends on the $x,y,z$ direction and
the constitutive relation is defined by the tensor form (55).
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\[
\begin{bmatrix}
D_x \\
D_y \\
D_z 
\end{bmatrix} =
\begin{bmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{yx} & \varepsilon_{yy} & \varepsilon_{yz} \\
\varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz} 
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z 
\end{bmatrix}.
\] (2.28)

For nonlinear media, the permittivity depends on the magnitude of the applied electric field \(E\),

\[
D = \varepsilon(E)E.
\] (2.29)

The constitutive relation for the frequency dependent (dispersive media) is defined as \(55\),

\[
D(R, \omega) = \varepsilon(R, \omega)E(R, \omega).
\] (2.30)

### 2.3 Interface Conditions

Maxwell’s equations are valid in the region where the constitutive parameters (\(\varepsilon, \mu, \text{ or } \sigma\)) of the medium are uniform. But, at the interface of two different physical media, the material parameters change abruptly which can make changes in the electromagnetic fields. Therefore, we need boundary conditions to enforce at the interface between the media to get a unique solution of Maxwell’s equations for all physical regions. They can be obtained easily from the integral form of Maxwell’s equations \(55\). The general transition conditions at the interface of two media are \(55\),
\[ \hat{n} \times (\mathbf{E}_2 - \mathbf{E}_1) = 0, \quad (2.31) \]
\[ \hat{n} \times (\mathbf{H}_2 - \mathbf{H}_1) = \mathbf{J}_s, \quad (2.32) \]
\[ \hat{n} \cdot (\mathbf{B}_2 - \mathbf{B}_1) = 0, \quad (2.33) \]
\[ \hat{n} \cdot (\mathbf{D}_2 - \mathbf{D}_1) = \rho_s, \quad (2.34) \]

where, \( \hat{n} \) is the unit normal vector, and subscripts 1 and 2 relates to medium 1 and medium 2, respectively. Eq. (2.31) and Eq. (2.32) describe the tangential component of the electric field \( \mathbf{E} \) is continuous, while the magnetic field \( \mathbf{H} \) is equal to the surface current density \( \mathbf{J}_s \), across the boundary surface of two media. Eq. (2.33) and Eq. (2.34) state that the normal component of the magnetic flux density \( \mathbf{B} \) is continuous, whereas the electric flux density \( \mathbf{D} \) is equal to the surface charge density \( \rho_s \), across the interface between the two media.

In many interface problems, there are no externally applied surface charges or surface currents on the boundary. In such a case, the transition conditions are

\[ \hat{n} \times (\mathbf{E}_2) = \hat{n} \times (\mathbf{E}_1), \quad (2.35) \]
\[ \hat{n} \times (\mathbf{H}_2) = \hat{n} \times (\mathbf{H}_1), \quad (2.36) \]
\[ \hat{n} \cdot (\mathbf{B}_2) = \hat{n} \cdot (\mathbf{B}_1), \quad (2.37) \]
\[ \hat{n} \cdot (\mathbf{D}_2) = \hat{n} \cdot (\mathbf{D}_1). \quad (2.38) \]

### 2.4 Wave Equations

The wave equation describes the propagation of waves at a speed of light in space. The homogeneous wave equation can be derived from the Maxwell’s equations by putting \( \mathbf{J}_e = \rho_e = 0 \) in Eqs. (2.2) and (2.3). The source-free Maxwell’s equations can be written as,
\[ \nabla \times \mathbf{E} = -\frac{\partial}{\partial t} \mathbf{B}, \quad (2.39) \]
\[ \nabla \times \mathbf{H} = \frac{\partial}{\partial t} \mathbf{D}, \quad (2.40) \]
\[ \nabla \cdot \mathbf{D} = 0, \quad (2.41) \]
\[ \nabla \cdot \mathbf{B} = 0. \quad (2.42) \]

If we apply the curl operator to Eq. (2.39) and by using \( \mathbf{B} = \mu_0 \mathbf{H} \), we get

\[ \nabla \times \nabla \times \mathbf{E} = -\mu_0 \frac{\partial}{\partial t} \nabla \times \mathbf{H}. \quad (2.43) \]

By putting \( \nabla \times \mathbf{H} \) from Eq. (2.40) and \( \mathbf{D} = \varepsilon_0 \mathbf{E} \),

\[ \nabla \times \nabla \times \mathbf{E} = -\varepsilon_0 \mu_0 \frac{\partial^2}{\partial t^2} \mathbf{E}. \quad (2.44) \]

Since the vector identity is given as,

\[ \nabla \times \nabla \times \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E}, \quad (2.45) \]

By using Eq. (2.41) and Eq. (2.44). The Eq. (2.45) becomes,

\[ \nabla^2 \mathbf{E} = \varepsilon_0 \mu_0 \frac{\partial^2}{\partial t^2} \mathbf{E}, \quad (2.46) \]

where \( c = \sqrt{\frac{1}{\varepsilon_0 \mu_0}} \). The homogeneous wave equation for the electric field \( \mathbf{E} \) is given as
\[ \nabla^2 \mathbf{E}(\mathbf{R},t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{E}(\mathbf{R},t) = 0. \tag{2.47} \]

Similarly the wave equation for the magnetic field \( \mathbf{H} \),

\[ \nabla^2 \mathbf{H} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{H} = 0. \tag{2.48} \]

In time harmonic form,

\[ \nabla^2 \mathbf{E} + k^2 \mathbf{E} = 0, \tag{2.49} \]
\[ \nabla^2 \mathbf{H} + k^2 \mathbf{H} = 0, \tag{2.50} \]

where, \( k = \frac{\omega}{c} \) is the wavenumber. Eq. (2.49) and Eq. (2.50) are also known as homogeneous Helmholtz equations for electric and magnetic fields, respectively, which can be used for many scattering and resonance problems.

### 2.5 Surface Plasmons

The study of plasmonics is related to the behavior of electromagnetic waves when it interacts with free conduction electrons in the metal. The free electrons in the metal oscillate 180° out of phase with the incoming electric field, as predicted by the Drude model \(^{(53)}\). Due to which, most metals have a negative permittivity at visible regime. The surface and volume charge oscillations of free conduction of metal excited by optical frequency are known as surface plasmons or plasmons polaritons \(^{(53)}\). Surface plasmons are excited at the interface of metal and dielectric. As a consequence, the electromagnetic field is highly enhanced and confined at the interface of metal-dielectric. They can be excited at the interface of metal-dielectric layer and also at the surface of metal-dielectric nanoparticles. Surface plasmons
which are excited at the interface of metal-dielectric layer are known as SPPs; and which are excited at the interface of metal-dielectric nanoparticles are known as LSPs.

2.5.1 Surface Plasmon Polaritons

Surface plasmon polaritons (SPPs) are electromagnetic excitations propagating at the interface between a dielectric and a conductor, evanescently confined in the perpendicular direction. These electromagnetic surface waves arise via the coupling of the electromagnetic fields to oscillations of the conductors electron plasma.

In this section, we study the physical properties of SPPs by applying the Maxwell’s equation to the planar interface between metal and dielectric. We start by considering one dimensional planar waveguide geometry (Figure 2.1), where the permittivity \( \varepsilon \) depends on only one spatial direction i.e. \( z \)-direction. The monochromatic plane wave \( (E_0 \exp(jwt - jk \cdot r)) \) explicitly propagates along the \( x \)-direction and there is no spatial variation along the \( y \)-direction of the waveguide. To find the specific field equations for determining the field profile of the electromagnetic waves, we use Maxwell’s curl equations in time harmonic dependence (i.e. \( \frac{\partial}{\partial t} = -j\omega \))

![Figure 2.1: Schematic geometry of a planar waveguide. The propagation direction of the wave is along x-direction, no variation along the y-direction.](image)
2.5. Surface Plasmons

$$\frac{\partial}{\partial z} E_z - \frac{\partial}{\partial z} E_y = j \omega \mu_0 H_x, \quad (2.51)$$

$$\frac{\partial}{\partial z} E_x - \frac{\partial}{\partial x} E_z = j \omega \mu_0 H_y, \quad (2.52)$$

$$\frac{\partial}{\partial x} E_y - \frac{\partial}{\partial y} E_x = j \omega \mu_0 H_z, \quad (2.53)$$

$$\frac{\partial}{\partial y} H_z - \frac{\partial}{\partial z} H_y = - j \omega \varepsilon_0 \varepsilon E_x, \quad (2.54)$$

$$\frac{\partial}{\partial z} H_x - \frac{\partial}{\partial x} H_z = - j \omega \varepsilon_0 \varepsilon E_y, \quad (2.55)$$

$$\frac{\partial}{\partial x} H_y - \frac{\partial}{\partial y} H_x = - j \omega \varepsilon_0 \varepsilon E_z. \quad (2.56)$$

Since the wave propagates along the $x$-direction (i.e. $\frac{\partial}{\partial x} = j \beta$) and the uniformity in the $y$-direction (i.e. $\frac{\partial}{\partial y} = 0$), the system of equation becomes

$$\frac{\partial}{\partial z} E_y = - j \omega \mu_0 H_x, \quad (2.57)$$

$$\frac{\partial}{\partial z} E_x - j \beta E_z = j \omega \mu_0 H_y, \quad (2.58)$$

$$j \beta E_y = j \omega \mu_0 H_z, \quad (2.59)$$

$$\frac{\partial}{\partial z} H_y = j \omega \varepsilon_0 \varepsilon E_x, \quad (2.60)$$

$$\frac{\partial}{\partial z} H_x - j \beta H_z = - j \omega \varepsilon_0 \varepsilon E_y, \quad (2.61)$$

$$j \beta H_y = - j \omega \varepsilon_0 \varepsilon E_z. \quad (2.62)$$

This set of equations provides two solutions of the propagating wave with transverse electric (TE) polarization and with transverse magnetic polarization (TM) [53]. For TM modes only $E_x$, $E_z$ and $H_y$ field components are nonzero, while for TE modes only $H_x$, $H_z$ and $E_y$ components are nonzero. The governing equations for TM modes are
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\[ E_x = - j \frac{1}{\omega \varepsilon_0 \varepsilon} \frac{\partial}{\partial z} H_y, \quad (2.63) \]

\[ E_z = - \frac{\beta}{\omega \varepsilon_0 \varepsilon} H_y, \quad (2.64) \]

and the wave equation for the TM modes becomes

\[ \frac{\partial^2}{\partial z^2} H_y + (k_0^2 \varepsilon - \beta^2) H_y = 0. \quad (2.65) \]

For TE modes the governing equation are given as

\[ H_x = j \frac{1}{\omega \mu_0 \varepsilon} \frac{\partial}{\partial z} E_y, \quad (2.66) \]

\[ H_z = - \frac{\beta}{\omega \mu_0 \varepsilon} E_y, \quad (2.67) \]

and the TE wave equation is

\[ \frac{\partial^2}{\partial z^2} E_y + (k_0^2 \varepsilon - \beta^2) E_y = 0. \quad (2.68) \]

With these equations in hand, we can now move to the description of surface plasmon polaritons.

2.5.1.1 Surface Plasmon Polaritons at a Single Interface

We consider a simple geometry for the excitation of SPPs which consists of single planar interface at \( z = 0 \) between a half space metal (\( @z < 0 \)) and a half space dielectric (\( @z > 0 \)), as shown in Figure 2.2. The material property of the metal is defined by the complex permittivity value \( \varepsilon_m(\omega) \) with \( Re[\varepsilon_m] \) is negative. The material property of the dielectric is defined by the homogeneous dielectric function \( \varepsilon_d \).
Figure 2.2: The electric field distribution and the excitation of surface plasmon polaritons at the planar interface of metal and dielectric media.

Let’s use TE solutions in both half spaces from Eqs. (2.66)-(2.68), we get for $z > 0$,

\[ E_y(z) = A_2 e^{j\beta_x x} e^{-k_z dz}, \]  
\[ H_x(z) = j A_2 \frac{1}{\omega \mu_0} k_z dz e^{j\beta_x x} e^{-k_z dz}, \]  
\[ H_z(z) = - A_2 \frac{\beta_x}{\omega \mu_0} e^{j\beta_x x} e^{-k_z dz}, \]

and for $z < 0$
Chapter 2. Theoretical Background

\[ E_y(z) = A_1 e^{j\beta_x e^{k_{z,m}z}}, \quad (2.72) \]
\[ H_x(z) = -jA_1 \frac{1}{\omega \mu_0} k_{z,m} e^{j\beta_x e^{k_{z,m}z}}, \quad (2.73) \]
\[ H_z(z) = -A_1 \frac{\beta_x}{\omega \mu_0} e^{j\beta_x e^{k_{z,m}z}}. \quad (2.74) \]

Continuity of the field components \(E_y\) and \(H_x\) at the interface (i.e., \(z = 0\)) requires the conditions \(A_1 = A_2\) and together with,

\[ A_1(k_{z,m} + k_{z,d}) = 0. \quad (2.75) \]

For the confinement of the surface waves, \(Re[k_{z,m}]\) and \(Re[k_{z,d}]\) must be greater than 0, and it can only be satisfied if \(A_1 = 0\), which makes \(A_2 = 0\) (as \(A_1 = A_2\)). Hence the surface waves do not exist of TE polarization.

Now let’s have a look into the TM solutions in both half spaces from Eqs. \([2.63]-[2.65]\), we get for \(z > 0\),

\[ H_y(z) = A_2 e^{j\beta_x e^{-k_{z,d}z}}, \quad (2.76) \]
\[ E_x(z) = jA_2 \frac{1}{\omega \varepsilon_0 \varepsilon_d} k_{z,d} e^{j\beta_x e^{-k_{z,d}z}}, \quad (2.77) \]
\[ E_z(z) = -A_2 \frac{\beta_x}{\omega \varepsilon_0 \varepsilon_d} e^{j\beta_x e^{-k_{z,d}z}}, \quad (2.78) \]

and for \(z < 0\)

\[ H_y(z) = A_1 e^{j\beta_x e^{k_{z,m}z}}, \quad (2.79) \]
\[ E_x(z) = -jA_1 \frac{1}{\omega \varepsilon_0 \varepsilon_m} k_{z,m} e^{j\beta_x e^{k_{z,m}z}}, \quad (2.80) \]
\[ E_z(z) = -A_1 \frac{\beta_x}{\omega \varepsilon_0 \varepsilon_m} e^{j\beta_x e^{k_{z,m}z}}, \quad (2.81) \]
where \( k_{z,m} \) and \( k_{z,d} \) are the components of the wave vectors perpendicular to the interface in the two media. By using \( A_1 = A_2 \) for the continuity of \( H_y \) and \( E_x \) at the interface, we get \( [53] \),

\[
\frac{k_{z,d}}{k_{z,m}} = -\frac{\varepsilon_d}{\varepsilon_m}. \tag{2.82}
\]

Furthermore the expression for \( H_y \) has to satisfy the wave equation, which yields,

\[
\beta_x^2 = k_0^2\varepsilon_m - k_{z,m}^2, \tag{2.83}
\]

\[
\beta_x^2 = k_0^2\varepsilon_d - k_{z,d}^2 = k_0^2\varepsilon_d - \left( -\frac{\varepsilon_d}{\varepsilon_m}k_{z,m}\right)^2. \tag{2.84}
\]

From Eqs. (2.83) and (2.84), we get,

\[
\beta_x = k_0\sqrt{\frac{\varepsilon_m\varepsilon_d}{\varepsilon_m + \varepsilon_d}}, \tag{2.85}
\]

\[
k_{z,m} = k_0\sqrt{\frac{\varepsilon_m}{\varepsilon_m + \varepsilon_d}}, \tag{2.86}
\]

\[
k_{z,d} = k_0\sqrt{\frac{\varepsilon_d}{\varepsilon_m + \varepsilon_d}}. \tag{2.87}
\]

where \( k_0 = 2\pi/\lambda \) is the wavenumber with \( \lambda \) as the wavelength of free-space. Hence the surface waves only exists for TM solutions. Eq. (2.82) and Eq. (2.85) are also valid for the lossless media representing a guided mode, if the permittivities of both media are of opposite signs. This guided mode is also known as the Fano mode \( [53] \). In order to have the Fano mode, the real part of the metals permittivity needs to be negative, as the permittivity of the dielectric medium is normally positive \( [53] \). The free-electron model for the metals is \( [56] \),
\[ \varepsilon_m = \varepsilon_0 \left( 1 - \frac{\omega_p^2}{\omega^2 + j\omega \nu} \right), \quad (2.88) \]

where \( \nu \) is the collision frequency and \( \omega_p \) is the plasma frequency given as (56),

\[ \omega_p = \sqrt{\frac{N e^2}{\varepsilon_0 m_e}}, \quad (2.89) \]

where \( N \) is the concentration of free electrons, and \( e \) and \( m_e \) are the charge and mass of electrons, respectively.

In metals, absorption always occurs which can be represented by the nonzero imaginary part of the permittivity of the metals and allow the presence of guided modes even for \( \varepsilon'_m > -\varepsilon_d \). These guided modes present a very high attenuation and are also known as evanescent modes. Here, the guided modes represented by Eq. (2.85) are referred as surface plasmon polaritons (SPPs). If the real part of the permittivity of a metal in Eq. (2.85) is less than zero (negative) and its magnitude is quite larger than its imaginary part such as \( \varepsilon'_m >> \varepsilon''_m \), the complex propagation constant of the SPPs can be written as,

\[ \beta_{SPP}^x = \beta_{SPP'}^x + j \beta_{SPP''}^x = k_0 \sqrt{\frac{\varepsilon'_m \varepsilon_d}{\varepsilon'_m + \varepsilon_d}} + j k_0 \varepsilon_m \frac{\varepsilon''_m}{2(\varepsilon_m)^2} \left( \frac{\varepsilon'_m \varepsilon_d}{\varepsilon'_m + \varepsilon_d} \right)^{3/2}, \quad (2.90) \]

where \( \beta_{SPP'}^x \) and \( \beta_{SPP''}^x \) express the real and imaginary parts of the propagation constant \( \beta_{SPP}^x \).

### 2.5.1.2 Propagation Length

The nonzero imaginary part of the propagation constant of SPPs is due to the fact that the metals have a nonzero imaginary part and it causes the attenuation of the SPPs. The attenuation can be specified by the propagation length \( L \), which is defined as the propagation distance of the SPP at which it loses its energy by a factor of \( 1/e \),
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\[ L = \frac{1}{[2\beta_x SPP']} \]  \hspace{1cm} (2.91)

The presence of SPPs at the interface of metal and dielectric is restricted to the frequencies smaller than the critical frequency known as plasma frequency and is only appropriate to the metal. This critical frequency lies in the visible or UV region of the spectrum for metals (such as silver, gold and aluminum) \(^{(56)}\). The attenuation of the SPPs decreases with the increasing wavelength for gold, silver and aluminum at a wavelength range 400 – 1000 nm \(^{(56)}\). The typical propagation lengths of SPPs along the interface of metal and dielectric (refractive index of 1.32) are 0.6 – 50 µm, 4 – 50 µm, and 6 – 14 µm for gold, silver and aluminum, respectively \(^{(56)}\).

2.5.1.3 Penetration Depth

The electromagnetic field of a SPPs approaches at its highest value at the interface of metal and dielectric, and decays exponentially perpendicular to the interface into both media. The decay of the field is characterized by the penetration depth \(L_p\), which is defined as the distance of field from the interface to the position where the amplitude of the field decreases by a factor of 1/e into the media. For nonzero imaginary part of metals with \(\varepsilon'_m >> \varepsilon''_m\) and \(\varepsilon'_m > -\varepsilon_d\) then \(k_{z,m}\) and \(k_{z,d}\) are purely imaginary in Eqs.(2.86) and (2.87), respectively \(^{(57)}\). The penetration depth \(L_p\) can be computed as,

\[ L_{p,m} = \frac{1}{Re[k_{z,m}]} \]  \hspace{1cm} (2.92)

\[ L_{p,d} = \frac{1}{Re[k_{z,d}]} \]  \hspace{1cm} (2.93)

where \(L_{p,m}\) and \(L_{p,d}\) are the penetration depths in metal and dielectric, respectively. The penetration depths for a (700 nm) wavelength from the gold \((\varepsilon'_m = -16)\)/water \((\varepsilon_{water} = 1.77)\) interface are 26 nm along gold film and 238 nm along the water medium \(^{(58)}\).
2.5.1.4 Excitation of Surface Plasmon Polaritons

Figure 2.3 shows the dispersion relation of SPPs together with the dispersion relation of light in air and dielectric mediums. As the wavevector of light line in air is smaller than the wavevector of SPP, the light line does not intersect with the SPP curve. Therefore, the SPPs in metals cannot be excited by a light directly incident from the air. Instead SPPs can be excited via some coupling method such as prism or grating coupling by increasing the wavevector of light and matching it with the SPP wavevector (59).

![Dispersion relation of surface plasmon polaritons and the dispersion relation of light in air and dielectric mediums.](image)

Figure 2.3: Dispersion relation of surface plasmon polaritons and the dispersion relation of light in air and dielectric mediums.

2.5.1.5 Attenuated Total Reflection (ATR) Coupler Method

The prism coupled attenuated total reflection (ATR) method is the most common approach for the excitation of the SPPs. There are two types of ATR configurations one is Kretschmann configuration and the other is Otto configuration. This thesis is based on the Kretschmann configuration method. In Kretschmann setup, a high refractive index prism \( n_p \) is coupled with a metal-dielectric waveguide consisting of a thin metal \( \varepsilon_m \) film and a semi-infinite dielectric \( n_d \) medium, as shown in Fig. 2.4. The component of the wavevector of light parallel to the prism-metal interface is given by,
\begin{align}
k^p_x &= k_0 \sqrt{\varepsilon_p \sin(\theta_i)} = k_0 n_p \sin(\theta_i), \\
\end{align}

here, \( \theta_i \) represents the angle of incident light, \( \varepsilon_p \) and \( n_p \) are the permittivity and refractive index of the prism, respectively. In order to excite the SPPs, the component of the wavevector of light (\( k^p_x \)) parallel to the interface (prism-metal) needs to match the wavevector component (\( \beta_x^{SPP} \)) of the SPPs. The resonance condition in the Kretschmann configured ATR method can be given as \( k^p_x = \beta_x^{SPP} \),

\begin{align}
k^p_x &= \beta_x^{SPP}, \\
k_0 \sqrt{\varepsilon_p \sin(\theta_i)} &= k_0 \sqrt{\frac{\varepsilon_m \varepsilon_d}{\varepsilon_m + \varepsilon_d}}.
\end{align}

\textbf{Figure 2.4}: Schematic diagram of a light reflection in the Kretschmann configuration of the ATR method.

The total reflection of the light in the ATR configuration can be obtained by the Fresnel’s equations for three-layer model (prism/metal/dielectric) \( k^p_x = \beta_x^{SPP} \),
\[ R = \left( r_{p,m,d} \right)^2 = \left( \frac{r_{p,m} + r_{m,d} e^{2ikz,m_d}}{1 + r_{p,m} r_{m,d} e^{2ikz,m_d}} \right)^2, \] (2.97)

with,

\[ r_{p,m} = \frac{\cos(\theta_i)/n_p - (\varepsilon_m - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_m}{\cos(\theta_i)/n_p + (\varepsilon_m - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_m}, \] (2.98)

\[ r_{m,d} = \frac{(\varepsilon_m - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_m - (\varepsilon_d - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_d}{(\varepsilon_m - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_m + (\varepsilon_d - n_p^2 \sin^2(\theta_i))^{1/2}/\varepsilon_d}, \] (2.99)

where, \( d \) is the thickness of the metal film.

### 2.5.1.6 Magneto-Optic Effect

When a linearly polarized light is incident on a surface of a material which is under an applied magnetic field, the polarization plane of transmitted light is rotated by an angle. This angular rotation of the transmitted beam is determined by the real part of the refractive index \( (n) \) of the material (60). This magneto-optic effect has been discovered by Faraday in 1845 and is known as Faraday’s effect (61). In 1877, a similar experiment has been performed by John Kerr, instead of transmission he observed the effect of a magnetic field on the reflection beam from a surface of the magnetized material (61). The rotation of reflected beam is proportional to the imaginary part of refractive index of the medium (i.e. absorption, \( k \)) (60). This phenomenon is called after his name as Kerr effect or magneto-optical Kerr effect (MOKE). There are three Kerr effects which are categorized depending on the magneto-optical geometry as longitudinal, transversal, and polar Kerr effect. In the longitudinal Kerr effect, the magnetization \( (M) \) is parallel to plane of sample and plane of incidence. In the transverse Kerr effect, the magnetization is also parallel to the plane of sample and is perpendicular to the plane of incidence. In the polar Kerr effect, the magnetization is perpendicular to the plane of sample and is parallel to the incident plane. In general, the longitudinal and polar Kerr effects modify the polarization of the incident
light from plane polarized to elliptically polarized \( (62) \). Whereas, for transverse Kerr effect there is no variation in the polarization of the incident light, it only varies amplitude of the reflected light \( (63) \). The variation in the amplitude of the reflected intensity of a \( p \)-polarized light for the transverse magneto-optical Kerr effect (TMOKE) can be computed from the delta signal \( (\delta) \) \( (64) \),

\[
\delta = \frac{R(H^+) - R(H^-)}{R(0)},
\]

(2.100)

where \( R(H^+) \) and \( R(H^-) \) are the reflected intensity of the light with opposite applied magnetic fields; whereas, \( R(0) \) is the reflected intensity without magnetization for a \( p \)-polarized incident light.

The macroscopic approach of the magneto-optic effect is analyzed from the dielectric properties of a medium under an applied magnetic field. This effect can be described by antisymmetric, off-diagonal elements in a dielectric permittivity. The permittivity tensor of the medium magnetized along the \( y \)-direction in the transverse direction (Fig. 2.5) is given as \( (63) \),

\[
\bar{\varepsilon} = \begin{pmatrix}
1 & 0 & -im_y \\
0 & 1 & 0 \\
im_y & 0 & 1
\end{pmatrix},
\]

(2.101)

where

\[
\bar{\varepsilon} = \bar{n}^2 = (n + jk)^2,
\]

(2.102)

\( \bar{\varepsilon} \) and \( \bar{n} \) are the complex relative permittivity and refractive index of the magnetized material, respectively. \( Q \) is the complex magneto-optic parameter known as Voigt constant \( (63) \) and \( m_y \) is the relative magnetization along \( y \)-direction.
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2.5.1.7 Sensitivity

Sensitivity ($\eta$) is an important characteristic of a sensor. It describes the computation of the response of an input signal per unit change of the measuring parameter. The sensitivity of an optical biosensor is the measurement of the response of a signal per unit change in the refractive index ($n_d$) (66). Several methods are used to compute the sensitivity of a plasmonic biosensor (66). In this thesis, the sensitivity is computed by intensity-interrogation method as a function of angle of incidence at a fixed wavelength, defined as (19)

$$\eta_{\text{intensity}} = (\frac{\partial S}{\partial \theta_i}) \times (\frac{\partial \theta_r}{\partial n_d}) ,$$  \hspace{1cm} (2.103)

where,

$\eta_{\text{intensity}}$ is the intensity modulation sensitivity, $S$ is the amplitude of the measuring signal, $\theta_i$ is the incident angle, $\theta_r$ is the resonance angle for SPPs, and $n_d$ is the refractive index of the sensing medium. The sensitivity from Eq. (2.103) illustrate that it depends on the slope of the measured curve as a function of incident angle ($\theta_i$) and the angular displacement of the resonance angle ($\theta_r$) when refractive index ($n_d$) of the sensing medium changes.
2.5.2 Localized Surface Plasmons

Localized surface plasmon resonances (LSPRs) are the oscillation of free conduction electrons of metallic nanoparticles. The localized plasmon resonant modes are excited at the small, sub-wavelength metallic nanostructures in an oscillating electromagnetic field. The driven electrons by the external field get an effective restoring force due to the curved surface or the edges of the nanoparticles lead to the excitation of resonance. This resonance causes an amplification of the near-field inside and outside of the nanoparticles. The LSPRs are highly dependent on the shape, size and the dielectric property of the metallic nanoparticle and its adjacent medium. The later dependence of plasmon resonance on the surrounding medium makes it an active research area for sensing application.

2.5.2.1 Quasi-static Approximation and Mie theory

The quasi-static approximation describes the interaction of nanoparticle with the electromagnetic field if the dimension \(d\) of the particle is much smaller than the wavelength of the incident field. On this assumption, the phase of the incident oscillating electromagnetic field is constant over the volume of the particle. Due to which, the particle can be considered to be in an electrostatic field for calculating the spatial field distribution. After the computation of the field distributions, the time harmonic dependence of the field can then be added to the solution. The quasi-static approximation of the full scattering problem is useful for the description of the optical properties of the nanoparticles well below the dimension of 100 nm for many tasks.

The plasmonic oscillation of sphere is shown in Figure 2.6. The simple electrostatic can be used to compute the response of the light-metallic sphere interaction. The polarizability \(\alpha\) of the metallic sphere with relative dielectric constant with respect to the medium, \(\varepsilon_r = \varepsilon_{\text{metal}}/\varepsilon_{\text{medium}}\) and volume \(V\) is given as,

\[
\alpha = \varepsilon_0 3V \frac{\varepsilon_r - 1}{\varepsilon_r + 2},
\]

(2.104)
The electromagnetic field associated with plasmonic oscillations has two components, one is the near-field component which evolve into radiative far-field scattering and the other is the non-radiative absorbing component (67). The particle size and dielectric medium determine the contribution of these components (67). The excitation of the plasmonic oscillations in small metallic particles leads to the absorption of light, while scattering becomes dominant when the particle size is comparable to the wavelength of light. The ability of the metallic particle to transform incident light radiation into these components can be measured by the computation of the particle’s absorption and scattering cross sections (67). The scattering and absorption cross-sections are then (53)

\[
C_{\text{sca}} = \frac{k^4}{16} (3V)^2 \frac{(\varepsilon'_r - 1)^2 + \varepsilon''_r}{(2 + \varepsilon'_r)^2 + \varepsilon''_r} , \tag{2.105}
\]

\[
C_{\text{abs}} = k^3 V \frac{3\varepsilon''_r}{(2 + \varepsilon'_r)^2 + \varepsilon''_r} . \tag{2.106}
\]

The sum of the scattering and absorption cross sections represent the total extinction of light (67). The quasi-static approach is not valid, if the size of the nanoparticle is comparable to the wavelength of the incident field, due to the phase changes of the incident field over the particle volume (53). The electrodynamic approach is needed for the particles with larger dimensions. In this case, the Mie theory can be used by taking into consideration the impact of the particle size (37). Mie in his classical paper in 1908, developed a complete theory of absorption and scattering of electromagnetic radiation by a sphere, to understand the colors of the colloidal gold particles in solution (37). The Mie theory approach is to expand the internal and external scattered fields into a set of normal modes characterized by vectorial harmonics. The power series expansion of the absorption and scattering coefficients are used to recover the valid quasi-static results for subwavelength spheres and keeping only the first term. As reported by Mie, the spherical symmetry offers the use of a multipole extension of the fields, here represented by \( n \). The plasmon resonance corresponds to the dipole mode \( n = 1 \). The scattering and extinction coefficients in the Mie theory are computed by (53),
Figure 2.6: Localized surface plasmon resonance of a sphere in presence of external electric field.

\[ Q_{\text{sca}}^n = \frac{2}{x^2} (2n + 1)(|a_n|^2 + |b_n|^2), \quad (2.107) \]
\[ Q_{\text{ext}}^n = \frac{2}{x^2} (2n + 1) \text{Re}(a_n + b_n), \quad (2.108) \]

with \( x = kr \), where \( k \) is the wave vector, \( r \) is the nanoparticle radius, and \( a_n \) and \( b_n \) are the Mie coefficients \([68]\).

## 2.6 Simulation Method

Computational electromagnetics (CEM) is gaining much interest day by day in the field of engineering and research. Computational machines such as ordinary computers and parallel arrays of processors uses CEM to predict electromagnetic phenomena for different electromagnetic problems such as wave guiding, radiation and scattering phenomena, and design of
optical devices (69). Nowadays, the most commonly used CEM methods is categorized into the differential equation (DE) methods and the integral equation (IE) methods. Different techniques of CEM have been proposed to solve the integral or differential form of Maxwells equations such as Finite Difference (FD) method, Finite Difference Time Domain (FDTD) method, Finite Element Method (FEM), Finite Integration Technique (FIT) (69). In this thesis FIT is used for the simulation of optical plasmonic devices for sensing purpose. FIT was first introduced by Weiland in 1977 (70). FIT is similar to the FDTD method in terms of discretization method. This technique is feasible in modeling complex geometrical shapes with high accuracy (70).

2.6.1 Finite Integration Technique (FIT)

The Finite Integration Technique (FIT) is a spatial discretization technique that is applied to physical electromagnetic problems under consideration in time domain. It is used to discretize the Maxwell’s equations in integral form (see section 2.1.2). It can handle complex geometrical structures with accuracy. The FIT method uses orthogonal dual grid system ($G$ and $\tilde{G}$) also known as staggered grid.

The first step of discretization in the FIT is to restrict the electromagnetic problem in a computational domain that contains the required geometry and region of interest for the computation. The computational domain can be spatially discretized into different grid complexes such as dual-coordinate-based cell complex consisting of cubic cells or dual cell grids consisting of Delaunay triangles and Voronoi polygons (70). Here, as an example, the cubic lattice is used to discretize computational domain for solving Integral form of Maxwell’s equations (Eqs. (2.6) and (2.7)), as shown in Fig. 2.7. The computational domain is considered as a homogeneous medium. The cubic lattice is named as a material grid $M$ which is divided into a small grid cells in a dual grid system i.e., a primary grid cells $G$, and a secondary dual grid $\tilde{G}$, as shown in Fig. 2.8. Both grid cells are orthogonal each to each other. The dimensions of the cell in Cartesian coordinates are $\Delta x$, $\Delta y$ and $\Delta z$. The whole computational domain is filled with the unit cells and a grid point ($n_x, n_y, n_z$) is defined as ($n_x = 1, ..., N_x, n_y = 1, ..., N_y, n_z = 1, ..., N_z$).
In the space domain, magnetic fields are sampled in center of the cubic surfaces while electric fields are sampled in the middle of the cubic edges. This makes every \( \mathbf{E} \) component is surrounded by four circulating \( \mathbf{H} \) components, and every \( \mathbf{H} \) component is surrounded by four circulating \( \mathbf{E} \) components.

In the time domain, a half time step difference is used to evaluate electric and magnetic field. For example the electric field is sampled at \( t = n_t \Delta t \) while the magnetic field is sampled at \( t = (n_t + 1/2) \Delta t \).

The multidimensional midpoint rule is used to approximate the integral appearing in the Maxwell’s equations. The approximation of one-dimensional integral can be found by standard Taylor-series expansion,

\[
\int_{x_0}^{x_0+\Delta x} f(x) \, dx = f(x_0 + \frac{\Delta x}{2}) \Delta x + O[(\Delta x)^3] \approx f(x_0 + \frac{\Delta x}{2}) \Delta x ,
\tag{2.109}
\]

where, \( O[(\Delta x)^3] \) is the approximation error. This approximation can also be used for the discretization of one-dimensional time integral. Similarly, approximations for two and three-dimensional space integral yield,
\[\int_{y_0}^{y_0+\Delta y} \int_{x_0}^{x_0+\Delta x} f(x,y) \, dx \, dy \approx f\left(x_0 + \frac{\Delta x}{2}, y_0 + \frac{\Delta y}{2}\right) \Delta x \Delta y, \quad (2.110)\]
\[\int_{z_0}^{z_0+\Delta z} \int_{y_0}^{y_0+\Delta y} \int_{x_0}^{x_0+\Delta x} f(x,y,z) \, dx \, dy \, dz \approx f\left(x_0 + \frac{\Delta x}{2}, y_0 + \frac{\Delta y}{2}, z_0 + \frac{\Delta z}{2}\right) \Delta x \Delta y \Delta z. \quad (2.111)\]

**Figure 2.8**: Dual orthogonal grid system in space (71).

For a three-dimensional simulation, the magnetic and electric field components are composed of \(H_x, H_y, H_z\) and \(E_x, E_y, E_z\), respectively, as shown in Fig. 2.8. Then, updating equations for Eq. (2.6) and Eq. (2.7) are,
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The updating equations are used in the following manner to calculate the time evolution of electromagnetic fields. Electric and magnetic field values are set with zero values at initial time period. In the computation domain, a time domain excitation signal is then introduced. The excitation can be a lumped voltage source for an antenna problem, or a distributed plane wave source for scattering problems. Then, the electric field values are computed at \( t = n_t \Delta t \) and magnetic field values are computed at \( t = (n_t + 1/2)\Delta t \). These field values require to be updated on all grid points, which are the major consumptions of computational time and memory storage. The time iteration is required to run until the desired time response for the electromagnetic problem is found. As time increases, all radiated energy goes to infinity for an antenna or scattering problems therefore the field values are decayed to zero. The FIT computational domain is terminated for eigenvalue problems when a stable resonant signal is observed. Similarly, like FDTD, the above time-stepping procedure is fully explicit; hence no need to do matrix inversion. Which makes it easy to implement. The calculation variables electric voltages and magnetic fluxes

\[
H^{(n,n_t+1/2)}_x = H^{(n,n_t-1/2)}_x - \frac{\Delta t}{\mu_0} \left[ \frac{E^{(n-M_z,n_t)}_y - E^{(n,n_t)}_y}{\Delta z} + \frac{E^{(n,n_t)}_y - E^{(n-M_y,n_t)}_z}{\Delta y} \right],
\]

\[
H^{(n,n_t+1/2)}_y = H^{(n,n_t-1/2)}_y - \frac{\Delta t}{\mu_0} \left[ \frac{E^{(n-M_z,n_t)}_x - E^{(n,n_t)}_x}{\Delta z} + \frac{E^{(n,n_t)}_x - E^{(n-M_x,n_t)}_z}{\Delta x} \right],
\]

\[
H^{(n,n_t+1/2)}_z = H^{(n,n_t-1/2)}_z - \frac{\Delta t}{\mu_0} \left[ \frac{E^{(n-M_y,n_t)}_x - E^{(n,n_t)}_x}{\Delta y} + \frac{E^{(n,n_t)}_x - E^{(n-M_x,n_t)}_y}{\Delta x} \right],
\]

\[
E^{(n,n_t+1)}_x = E^{(n,n_t)}_x + \frac{\Delta t}{\varepsilon_0} \left[ \frac{H^{(n,n_t+1/2)}_y - H^{(n+M_z,n_t+1/2)}_y}{\Delta z} + \frac{H^{(n+M_z,n_t+1/2)}_z - H^{(n,n_t+1/2)}_z}{\Delta y} \right],
\]

\[
E^{(n,n_t+1)}_y = E^{(n,n_t)}_y + \frac{\Delta t}{\varepsilon_0} \left[ \frac{H^{(n,n_t+1/2)}_x - H^{(n+M_x,n_t+1/2)}_x}{\Delta z} + \frac{H^{(n+M_x,n_t+1/2)}_z - H^{(n,n_t+1/2)}_z}{\Delta y} \right],
\]

\[
E^{(n,n_t+1)}_z = E^{(n,n_t)}_z + \frac{\Delta t}{\varepsilon_0} \left[ \frac{H^{(n,n_t+1/2)}_x - H^{(n+M_x,n_t+1/2)}_x}{\Delta y} + \frac{H^{(n+M_x,n_t+1/2)}_y - H^{(n,n_t+1/2)}_y}{\Delta x} \right].
\]
are located alternatively in time, as shown Fig. 2.9 in leap-frog scheme \((52)\). The stability limit for the time step \(\Delta t\) is given by Courant-Friedrichs-Levy (CFL) condition \((70)\)

\[
\Delta t \leq \frac{\sqrt{\mu \varepsilon}}{\sqrt{\left(\frac{1}{\Delta x}\right)^2 + \left(\frac{1}{\Delta y}\right)^2 + \left(\frac{1}{\Delta z}\right)^2}},
\]

which is needed to be satisfied in every single mesh cell.

\(\text{Figure 2.9: Leap-frog scheme \((52)\)}\)

### 2.6.1.1 Boundary Conditions

In order to solve numerical problems, it is necessary to limit the area of the computation to save memory and computation time. This can be done by applying boundary conditions at the artificial boundaries of the computational domain. These boundary conditions not only save memory and time of the computation, but also reduce the reflections coming from the artificial boundaries.

A plane wave can be decomposed into transverse electric (TE) polarized wave and the TM polarized wave. For TE-polarized wave, the Dirichlet boundary condition need to be imposed along the polarization direction of the electric field; which prescribes the tangential component of the field vector vanishes at the boundary of the computational domain,

\[
\hat{n} \times \mathbf{E} = 0.
\]
Similarly, for the TM-polarized wave, the Neumann boundary condition to be imposed along the polarization direction of the magnetic field; which described the vanishing of the normal component of the magnetic field at the boundary of the computational domain,

$$\hat{n} \cdot (\mathbf{H}) = 0.$$  \quad (2.120)

Absorbing boundary conditions are used to absorb the outgoing $\mathbf{E}$ and $\mathbf{H}$ fields that strike it without reflecting back into the problem space. There are two types of the absorbing boundary conditions \cite{73}. The one which is based on the traveling wave equations called radiation boundary condition. The other absorbing boundary condition is known as the perfectly matched layer (PMLs) \cite{73}. In PMLs an artificial layer is designed to absorb the electromagnetic waves without significant reflection. When a wave enters the absorbing layer, it is attenuated by the absorption and starts decaying through the layer, even when it reflects back from boundary, hence after one round trip, the returning wave is negligibly small. At the end of the PML, the computational domain can be truncated by Dirichlet boundary conditions. The PMLs are matched with the medium they terminate, hence, there would not be any reflection coming from the boundary between the terminating medium and the PML. When the considered electromagnetic problem include semi-infinite media than the PMLs are used to truncate the computational domain.

Photonic structures possess repeating nature with a constant periodicity between them, they can be represented by periodic boundary conditions. PBCs are used for the analysis of infinite structures that have periodicity in one or two dimensions. Due to the limited computation resources it is not possible to simulate infinite structure directly; therefore only a single unit cell of the structure is simulated by using PBCs at the boundary of the computational domain. They are used to approximate infinite array of any object \cite{72}.

Now consider a two dimensional infinite periodic structure with periodicity $p$ in the $x$-direction. Hence, only $E_y, H_x, H_z$ fields are non zero. Due to the periodicity in the geometry, only the fields in unit cells are needed to determine. Dashed lines in Fig. 2.10 denote the
unit cell edges. The field components that can be updated using the fields in the unit cell are denoted by solid blue symbols, while the fields that cannot be updated are denoted by solid white symbols. The field components that cannot be updated can be determined by using periodic boundary conditions that relate the fields on one side of the unit cell to the other side.

\[ E_y(x = 0, z) = E_y(x = p, z) e^{jk_xp}. \]  
\[ H_z(x = 0, z) = H_z(x = p, z) e^{jk_xp}. \]  

where, \( k_x \) is the wave vector component in \( x \)-direction and \( p \) is the periodicity used to determine propagation phase delay, which is represented by the exponential term.

The propagation constant \( k_x \) can be found by dispersion relation for a waveguide problem. But for scattering problem, it is known and can be determined by incident angle and frequency \([72]\).
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\[ k_x = k_0 \sin(\theta) = 2\pi f \sqrt{\varepsilon_0 \mu_0} \sin(\theta). \]  

(2.123)

where \( k_0 \) is the wave number in free space. The above field equations can be converted to the time domain by using inverse Fourier transformation, which yields

\[ \mathbf{E}(x = 0, z, t) = \mathbf{E}(x = p, z, t + \frac{psin\theta}{c}). \]  

(2.124)

\[ \mathbf{H}(x = 0, z, t) = \mathbf{H}(x = p, z, t + \frac{psin\theta}{c}). \]  

(2.125)

where \( c = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \) is the wave velocity in free space. Hence, field data in the future time \((t + psin\theta/c)\) are needed to update electric and magnetic fields in the current time \( t \).

For a normal incident plane wave the value of \( k_x \) and \( \theta \) becomes zero \((72)\). Therefore the equations \((2.124)\) and \((2.125)\) can be simplified to

\[ \mathbf{E}(x = 0, z, t) = \mathbf{E}(x = p, z, t). \]  

(2.126)

\[ \mathbf{H}(x = 0, z, t) = \mathbf{H}(x = p, z, t). \]  

(2.127)

In this periodic boundary condition, no data for the future time is needed. Hence, this periodic boundary conditions can be implemented easily in finite integration technique.

2.6.1.2 Source and Detector

A plane wave source has been used in this thesis for simulation. It can be modeled by using the plane wave expression \((\mathbf{E}_0 \exp(jwt - jk \cdot \mathbf{r}))\). In order to excite a perfect plane wave source, then the source boundary must be taken carefully for the infinite extension of the source over the plane. This can be done by implementing PBCs along the boundary of the source plane. PBCs apply the infinite repetition condition along the plane of the source that will make the expression of the plane wave mathematically correct.
In CST MWS Studio solver, source is excited by using a waveguide port, which also absorbs and measures the reflected amplitudes. In order to excite a plane wave, the waveguide port at the boundary before PML boundary conditions along the z-direction and is extended in the x and y-directions of the computational domain, where PBCs are applied, as shown in Fig. 2.11. After the excitation of the plane wave source from the waveguide port, it measures the transmission wave amplitude and travels along the propagation direction. If there is any reflecting object in the computational domain, then the wave reflects back to the waveguide port, where it absorbs all the reflected power and measures it. By this way, the waveguide port is used as for transmission of waves and also works as a detector.

**Figure 2.11:** Simulation domain is bounded by perfectly matched layers (PML) boundary conditions on top and bottom and periodic boundary condition along x and y-directions. Waveguide port is used to excite plane wave source and it also works as a detector.
Chapter 3

Surface Plasmon Resonance (SPR) Sensor for Biosensing Applications

3.1 Introduction

Surface plasmon resonance (SPR) biosensors are widely used for label-free analysis of biomolecular interaction. SPR sensors are associated with the surface plasmon polaritons (SPPs) which are excited at the interface between the thin metal-dielectric layers and propagates along the interface (see section 2.5.1.1). With the excitation of propagating SPPs, the highly enhanced electromagnetic field is bounded by the metal-dielectric interface. The enhanced electromagnetic field decays exponentially in the perpendicular direction from the interface (see section 2.5.1.3). The energy bound to the interface leads to the sensitivity of SPR to changes in the refractive index of the dielectric medium. The excitation condition of the SPPs can be determined from the dispersion relation and the resonance condition given in Eq. (2.94).

The Kretschmann configuration (Fig. 3.1) is the most commonly used approach for the angle-resolved SPR biosensors (6). Optical excitation of surface plasmon is achieved with the use of a prism coupler and the attenuated total reflection method (ATR) (see section 2.5.1.5). Here, a high refractive index prism is coupled with a metal-dielectric waveguide consisting of thin metal film and a dielectric medium in a fluid cell. The thickness of the metal film
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determines the coupling of SPPs with maximum of almost 100% efficiency and a sharp minimum in the reflected intensity curve is observed. The dielectric medium consists of a matrix which contains immobilized ligand to interact with the other biomolecules called analyte flowing through the fluid cell. The interaction of analyte with the ligand causes a variation in the refractive index of the dielectric medium (matrix) which is monitored with SPR sensor. When a $p$-polarized light wave is incident through a prism with changing incident angles on the metal film, a dip in the reflected spectrum is observed at a resonance angle. The resonance angle is highly dependent on the optical properties of the dielectric medium in the vicinity of the metal film. The changes in the refractive index of the dielectric medium shift the resonance angle at the reflected spectrum.

![Figure 3.1: Principle of a SPR based biosensor in Kretschmann configuration. The refractive index ($n$) of the medium above the gold (Au) film is detected by using the $p$-polarized incident light.](image)

This chapter studies the design features of a SPR sensor such as the film thickness, field enhancement, field penetration depth, and sensitivity.
3.2 Simulation Setup

![Simulation Diagram](image)

**Figure 3.2**: Electromagnetic simulation model of a Kretschmann configured SPR biosensor with matrix.

Electromagnetic simulations are performed for a Kretschmann configured SPR biosensor (Fig. 3.1) by using FIT employed in CST MWS solver. The simulation setup of the SPR biosensor is shown in Fig. 3.2. The fluid cell and the prism are modeled as a semi-infinite bulk dielectric medium with a refractive index of \( n_d = 1.33 \) and a glass medium with a refractive index of \( n_p = 1.515 \), respectively. The semi-infinite media are mimicked by using perfectly matched layer (PML) boundary conditions interfacing with the glass and bulk dielectric media in the computational domain, which absorbs all the waves entering into it (see section 2.6.1.1). Fluid cell contains a layer of ligands where a change of the refractive index is observed for biosensing. The layer of ligands is modeled as matrix layer with a finite thickness in the simulation setup. The gold layer is used in a simulation as a functional metal layer for the generation of SPPs in the SPR biosensor. The complex frequency-dependent optical property of the gold medium is taken as \( \tilde{n}_{Au} = 0.2973 + 3.3299i \) at a wavelength of 635 nm [19]. In order to save the time and memory of the simulation, the problem is restricted to 2D by applying periodic boundary conditions (PBCs) along the \( x \) and \( y \)-directions of the computational domain (see section 2.6.1.1). The width of the computational domain is taken as 200 nm and 10 nm along the \( x \) and \( y \)-directions, respectively. The source is excited by using a waveguide port, which also absorbs and measures the reflected
amplitudes (see section [2.6.1.2]). In order to excite a plane wave, the waveguide port is placed in the glass prism medium before PML boundary conditions along the z-direction and is extended in the $x$ and $y$-directions of the computational domain, where PBCs are applied. The material property of the waveguide port is taken similar to the prism (i.e. $n_p = 1.515$) so that there would not be any reflection coming from the boundary of the waveguide port itself. The system is excited with a $p$-polarized (TM-wave) light having a wavelength of $\lambda = 635 \text{ nm}$ in vacuum propagating along the $z$-direction. For the illumination of the plane wave source, the waveguide port is placed at a distance of two wavelength in the prism medium (i.e. $2\lambda_p = 838.28 \text{ nm}$) above the gold film. The reflected intensities are computed for the incident wave at several oblique angles. The mesh is discretized to $1 \text{ nm}$ in the gold film and at the interfaces of the medium.

![Simulation model of a Kretschmann configured SPR sensor without matrix.](image)

**Figure 3.3**: Simulation model of a Kretschmann configured SPR sensor without matrix.

### 3.3 Results and Discussion

#### 3.3.1 Benchmark

As a benchmark, the simulation result of a 3D FIT is compared with the analytical solution (obtained from Eq. (2.97)) of a Kretschmann configured SPR system (glass/metal/dielectric ($n_d$)). The analytical solution is obtained from a Fresnel’s equations for three-layer model in the ATR configuration (see section 2.5.1.5). The thickness of glass and the bulk dielectric
medium are taken as semi-infinite whereas the thickness \(d\) of sandwiched metal film is 50 nm (see Fig. 3.3). The material parameters are chosen as \(n_p = 1.515\) \((\varepsilon_p = 2.295)\), \(\tilde{n}_{Au} = 0.2973 + 3.3299i\) \((\varepsilon_m = -11.0 + 1.98i)\) and \(n_d = 1.0\) \((\varepsilon_d = 1.0)\) for prism, metal and dielectric, respectively. The incident source is a \(p\)-polarized light having a wavelength of \((635 \text{ nm})\). The reflected intensity of a light is computed as a function of angle of incidence \(\theta_i\) between \(40 - 50^\circ\). A dip in the reflected intensity is observed at \(\theta_i = 44^\circ\) (Fig. 3.4). This dip corresponds to the generation of surface plasmon polaritons with air as a bulk dielectric medium. For comparison, the simulation is performed for the similar setup with FIT. The plane wave source \((\lambda = 635 \text{ nm})\) is incident from a waveguide port on SPR system by sweeping the incident angles from \(40 - 50^\circ\). The reflected waves are absorbed and measured by the same waveguide port. Simulated angular reflectivity curve shows an excellent agreement with the analytical result, as shown in Fig. 3.4.

Figure 3.4: Reflectivity as a function of angle of incidence\(\theta_i\) for glass/Au \((50 \text{ nm})\)/dielectric \((n_d = 1.0)\) structure obtained by FIT simulation (red curve) and by analytical solution (dotted blue curve).
3.3.2 Optimization of metal layer

![Angular reflectivity curves for four different metal film thicknesses](image)

Figure 3.5: Angular reflectivity curves for four different metal film thicknesses (i.e. 30 nm, 43 nm, 50 nm and 60 nm) with water ($n_d=1.33$) as a bulk dielectric medium by using 635 nm incident light in a SPR setup.

Thickness of the metallic layer in the SPR system plays a significant role in the performance of the sensor in terms of sensitivity (74, 75). When a light wave is illuminated on the interface of a prism-metal in ATR configuration (see section 2.5.1.5), part of the wave is reflected and the other part is penetrated through the metal film. The penetrated wave couples with the SPPs at the metal-dielectric interface. At a resonance angle ($\theta_r$), the SPPs also radiate back into the prism due to the leakage radiations. The light wave which reflects back from the prism-metal interface and the wave which is radiated from the SPPs
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Destructively interfere with each other at an optimum thickness of the metal layer. This destructive interference cause a sharp dip in the reflected intensity of the light. Sharp dip means high sensitive sensor, which can be obtained from the optimum thickness of the metal layer. The effect of the thickness of metal film on the resonance angle ($\theta_r$) of the SPR system (glass/Au/dielectric ($n_d$)) is analyzed for a bulk dielectric with a refractive index $n_d$ of 1.33 by varying the thickness of gold layer (see Fig. 3.3). The angular reflectance of SPR system is calculated for different metal thicknesses from 30 nm – 60 nm. As an explanation, Fig. 3.5 depicts the angular reflectivity curve for only four different metal thicknesses (i.e. 30 nm, 43 nm, 50 nm, and 60 nm). As shown in Fig. 3.5 the full width at half minimum (FWHM) of the reflectivity curve becomes narrow with the increase of the film thickness. It is observed that the small amplitude of the reflectivity curve depends on the thickness of a metal layer. The dip in the angular reflectivity corresponds to the transfer of incident light energy into SPPs and then its dissipation in the planar metal. The strongest coupling of surface plasmons ($R \to 0$) occurs with a metal thickness of 43 nm. Therefore, the optimum thickness of metallic gold layer for the specified SPR setup is found to be 43 nm.

3.3.3 Field analysis

Fig. 3.6 shows the magnetic field distribution of a $p$-polarized light along the glass/Au (43 nm) /water ($n_d$=1.33) at resonant angle ($\theta_r$= 72.38°). It depicts the property of an SPP’s which is a TM-wave traveling along the interface between gold and water. The electric field is enhanced 2.57 times the incident field from the glass above the gold layer. Most of the field is concentrated in the dielectric medium. The high concentration of the electric field in the dielectric medium shows a way to use SPR setup for sensing purpose.

The intensity distribution of the electric and magnetic fields perpendicular to the interface along glass/gold/water ($n_d$=1.33) is shown in Fig. 3.7. The intensity is highly enhanced at resonance angle ($\theta_r = 72.38^\circ$) at the interface between gold and water and decays exponentially perpendicular towards both media. The electric field intensity enhancement is computed as 16.57 times higher than the intensity of the incident electric field. The magnetic field intensity is enhanced to 6.638 times. The propagation length $L$ specifies the attenua-
tion of a SPP which measures the energy decay of SPP along the propagation direction (see section 2.5.1.2). It is computed from Eq. (2.91), and is given as 2.03 \( \mu m \) along the interface of gold and water \((n_d=1.33)\). The penetration depth measures the decay of the field in the metal and dielectric medium (see section 2.5.1.3). The penetration depth \( L_p \) is computed from Eq. (2.92) and Eq. (2.93) for metal and dielectric, respectively. It is given as 28 \( nm \) and 174 \( nm \) for gold and water \((n_d=1.33)\), respectively. This specifies the interface sensitivity of an SPR sensor, as the electromagnetic field is present close to the interface. Hence, the change in the material property of the dielectric medium is only measurable within the range of the penetration depth of the SPP field in an SPR sensor.

\[
\begin{align*}
A/m (\text{lin}) & \\
\text{Glass} & \quad 2.57 \\
\text{Water} & \quad 0.0 \\
(n_d=1.33) & \\
\end{align*}
\]

**Figure 3.6:** Magnetic field distribution along \( X \) and \( Z \)-directions of glass/Au (43 \( nm \))/water \((n_d=1.33)\) at resonance angle \((\theta_r) = 72.38^\circ\).
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Figure 3.7: (a) Electric field intensity distribution along the $Z$-direction of glass/ Au(43 nm)/ water($n_d=1.33$) at resonance angle ($\theta_r$) = 72.38°. (b) Magnetic field intensity distribution along the $Z$-direction of glass/ Au(43 nm)/ water($n_d=1.33$) at resonance angle ($\theta_r$) = 72.38°.
3.3.4 Sensitivity

To compute the bulk sensitivity of a SPR sensor, the refractive index of a bulk dielectric medium is changed from \( n_d = 1.33 \) to \( n_d = 1.34 \) (see Fig. 3.3). Then the angular reflected intensity is computed for a SPR system (glass/Au (43 nm)/dielectric \( (n_d) \)), as shown in Fig. 3.8. The resonance angle \( (\theta_r) \) of both media is given by the angular position of the dip in the reflectivity curve. The intensity modulation sensitivity \( (\eta_{\text{intensity}}) \) of a SPR sensor is computed from Eq. (2.103). Here, \( S \) is the amplitude of the reflectivity curve, the angle of incidence \( (\theta_i = 69.81^\circ) \) at which the angular slope of the reflectivity is maximum, and the resonance angle \( (\theta_r) \) takes the displacement of 1.43° for a change of the bulk refractive index from 1.33 to 1.34. The intensity sensitivity is then given as 33 RIU$^{-1}$ with a refractive index change of 0.01 (1.33 – 1.34) for a given SPR sensor at a fixed wavelength (635 nm).

![Figure 3.8: Angular reflectivity curves for bulk dielectric media \((n_d)\) of 1.33 and 1.34 in a SPR configuration (glass/Au(43 nm)/dielectric\( (n_d) \)) with \( \lambda=635 \) nm.](image)
3.3.5 SPR as a biosensor

![Graph showing angular reflectivity curves for the glass/Au(43 nm)/matrix(100 nm)/dielectric(n_d) SPR system as a function of incident angles (65° - 85°) by varying the refractive index of the matrix (n_m) from 1.33 - 1.37 with a variation of 0.01.]

**Figure 3.9**: Angular reflectivity curves for the glass/Au(43 nm)/matrix(100 nm)/dielectric(n_d) SPR system as a function of incident angles (65° - 85°) by varying the refractive index of the matrix (n_m) from 1.33 - 1.37 with a variation of 0.01.

In SPR biosensors, the biomolecules are detected, when such biomolecule bind to the receptors (ligands). The interaction of biomolecules with the ligands varies the refractive index of the medium adjacent to the metal layer. This change in the refractive index of the adjacent medium causes a change in the propagation constant of SPPs. Due to this, momentum matching occurs between the propagation constant of the incident light and the SPPs at different angle. As a result, the resonance angle (θ_r) appears at position in angular reflectivity curve. Therefore, biomolecules can be detected from the position of the resonance angle (θ_r)
at the angular reflectivity curve for a given SPR setup.

For a biosensing approach, the refractive index of a matrix layer is varied from $n_m = 1.33$ to $n_m = 1.40$ with a change of $\Delta n_m = 0.01$ in Fig. 3.2. The angular reflectivity is computed from $65 - 85^\circ$ as shown in Fig. 3.9. The angular reflectivity curves show that the resonance angle ($\theta_r$) shifts to the right with the increasing refractive index of the matrix ($n_m$). Hence, the coupling of surface plasmon occurs with the light at higher incident angles ($\theta_r$) for high refractive index mediums at a wavelength of 635 nm. It is also observed that the full width at half minimum (FWHM) of the reflectivity curve is increased at high refractive indices (e.g. FWHM for a reflectivity curve with $n_m = 1.33$ is 6.1 and for $n_m = 1.40$ is 7.7). An increase in the FWHM leads to a decrease in the sensitivity of an SPR sensor, as it depends on the slope of the measuring signal (76). The change in the FWHM is small (1.26 times) for a refractive index change from 1.33 to 1.40, hence it would not put influence in the sensitivity of a SPR sensor. Therefore, the SPR sensor is proved to be a good tool to detect given biomolecules (i.e. proteins).
Chapter 4

Magneto-Optic Surface Plasmon Resonance (MOSPR) Sensor for Biosensing Applications

4.1 Introduction

Surface plasmon polaritons (SPPs) are transverse magnetic (TM) waves propagating along the interface of metal and dielectric medium (77) (see chapter 3). They are excited by the interaction of incident light and the free conduction electron of metal. Highly confined electromagnetic field is generated at the metal-dielectric interface. SPPs have been thoroughly investigated in SPR sensors for biosensing applications (78). SPR sensors have many advantages which include low cost, simplicity, and high performance for the label-free and real-time sensing (13). To increase the sensitivity of SPR sensors for sensing of few concentrations of molecules (e.g., in the range of pM-fM) or single-molecule (i.e., nucleotide polymorphisms in DNA), Sepúlveda et al. (19) in 2006 proposed a modulation technique to use the SPR system with the magneto-optic Kerr effect (MOKE) (see section 2.5.1.6), known as magneto-optic SPR (MOSPR) biosensor. This technique is relied on the variation of wave vector of SPPs with an external magnetic field (13). The MOSPR sensor consists of multilayer structure which contains the ferromagnetic and noble metals such as
Au/Fe/Au (64) and Au/Co/Au (13) to generate large magneto-optic modulation. The gold (Au) noble metal is used due to its chemical stability (13). The ferromagnetic medium Co provide magneto-optic (MO) activity up to 3.2 for Au(3 nm)/Co(2.8 nm)/Au(20 nm) trilayer configuration (79) and trilayer Au(2 nm)/Fe(3 nm)/Au(30 nm) with Fe layer provide MO activity up to 0.01 (64), hence the multilayer configuration with Co layer has larger MO effects. For sensing applications, In (64) reported two fold increment in the sensitivity of the MOSPR sensor with Au/Fe/Au trilayer and (13) reports four fold increment for Au/Co/Au trilayer system as compared to the standard SPR sensor.

Figure 4.1: Principle of the magneto-optic SPR (MOSPR) based biosensors in Kretschmann configuration. In the MOSPR sensor, the Co layer is magnetized by the external fields $H^+$ and $H^-$ and the normalized difference of the angular reflectivity ($\delta = R(H^+) - R(H^-)/R(0)$) is detected as a function of the refractive index ($n$) of the dielectric (flow cell) (86).

The SPP dispersion relation can be modulated by applying the external magnetic fields to the magnetic layer in a SPR system, perpendicular to the direction of the SPP vector along the surface. By this way, the SPP wave vector can be varied by the magnetic field along transverse geometry. This has been realized for both bounded SPP modes (80) and for symmetric leaky SPP modes (81). The latter SPP modes are of great interest for sensing applications as they excite highly enhanced electromagnetic field at the interface and therefore are sensitive to the interface conditions. The leaky SPP modes can be generated in the Kretschmann setup, where the metallic layers are optically coupled to the
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glass prism, as shown in Fig. 4.1. These modes are then excited, when a light is shone on the metal layer through the prism at an angle such that the in-plane propagation constant 
\( k_{x,\text{glass}} = k_0 \sqrt{\varepsilon_g \sin \theta} \) is in agreement with the propagation constant of SPP \( k_{\text{SPP}} \) (See Eq. (2.96)). The leaky SPP modes lose energy because of the absorption in the metals and also because of the leakage radiations which are emitted into the coupled prism. The ferromagnetic metals have high absorption losses (for example absorption coefficient of Co at 635 nm is \( 8.27 \times 10^5 \text{cm}^{-1} \) \(^{82}\) compared to the noble metals (for example absorption coefficient of gold at 635 nm is \( 6.8 \times 10^5 \text{cm}^{-1} \) \(^{82}\)). Therefore, the propagation length of the SPP in the MOSPR configuration \( (L = 0.92 \mu \text{m}) \) is 2.2 times smaller than the SPP propagation length obtained with the SPR system \( (L = 2.03 \mu \text{m}) \) (See section 4.3.3). Which results in low EM enhancement at the metal-dielectric interface in the MOSPR system as compared to the SPR system. Minimum in reflected intensities are achieved by destructive interference of the leakage radiation and the incident light at boundary of the prism and metal layer \(^{77}\). The minimum dies out for a particular metal thickness depending on the absorption losses which are related to the 100% efficient SPP excitation and leading to the highly enhanced EM fields. Thus in Kretschmann configuration by incorporating ferromagnetic metals, SPP excitation conditions is changed with the external magnetic field. As a result, a strong variation in the reflectivity curve is observed due to the applied external magnetic field producing enhancement in the transverse magneto-optic Kerr effect (TMOKE) \(^{81,83,84}\) (see section 2.5.1.6). The magneto-optic (MO) effect can be combined with SPPs in the SPR system by introducing a ferromagnetic film in between the two noble metal layers (i.e. Au/Co/Au). The sensor based on the MO and SPP phenomenon is known as magneto-optic surface plasmon resonance (MOSPR) sensor (Fig. 4.1). The delta signal \( (\delta) \) describes the field dependent variation of the reflected intensity of the system given by Eq. (2.100).

This chapter presents the electromagnetic study of the optimized magneto-optic SPR (MOSPR) sensor and compares it with the SPR sensor (see chapter 3). Kämpf et al. have optimized the MOSPR system \( (\text{Au (10.75 nm)/Co (6 nm)/Au (20.25 nm)}) \) by using transfer matrix method (TMM) \(^{85}\). The optimized thickness is obtained when the minimum in the reflected intensity becomes zero at resonance angle with water as a dielectric medium.
(n_d = 1.33), as shown in Fig. 4.5. Following results have been published in [86].

### 4.2 Simulation Setup

![Electromagnetic simulation model of a MOSPR biosensor in Kretschmann configuration with matrix](image)

**Figure 4.2**: Electromagnetic simulation model of a MOSPR biosensor in Kretschmann configuration with matrix [86].

The 3D electromagnetic computational model of the optimized magneto-optic surface plasmon resonance (MOSPR) system in the Kretschmann configuration is shown in Fig. 4.2. The MOSPR system replaces the single gold layer in the SPR system with the gold (Au)/ Cobalt (Co)/ gold (Au) layer for the magneto-optic effect. The simulation model of the optimized MOSPR system consists of glass/Au/Co/Au/matrix/dielectric film. The glass and dielectric layers are chosen to be semi-infinite layers whereas the thickness of the matrix layer is chosen to be finite (i.e. 100 nm). The simulation study is performed for the optimized Au (10.75 nm)/Co (6 nm)/Au (20.25 nm) layer system. The system is excited by a p-polarized light with a wavelength of \( \lambda = 635 \text{ nm} \) for various incident angle (\( \theta_i \)). The infinite computational domain is restricted with periodic boundary conditions along \( x- \) and \( y- \) directions for saving computational memory. Absorbing boundary condition known as perfectly matched layer (PML) is applied along \( z- \) direction of the computational domain. The semi-infinite glass and the dielectric (i.e. water) layer are selected with a refractive index (RI) of \( n_g=1.515 \) and \( n_d=1.33 \), respectively. The complex frequency dependent dielectric property of the gold medium is obtained from the Drude model [19]. Hence, the complex refractive index of the
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4.3.1 Air as a dielectric medium

The simulation is performed for an optimized MOSPR system (glass/ Au(10.75 nm)/ Co(6 nm)/
Au(20.25 nm)/ dielectric ($n_d$)) in Kretschmann setup by using 3D FIT (see Fig. 4.3). The
bulk dielectric medium ($n_d$) is chosen to be air ($n_d= 1.0$). The system is excited with a p-
polarized light having a wavelength of 635 nm for incident angles ranging from 38−50°. First,
The MOSPR system is simulated with Co having no applied external magnetic field i.e. $m_y$
= 0. Due to this, the Co tensor has only diagonal components in the tensor formula given in
Eq. (2.101). It means there is no magnetic component in the Co material. Then, the angular
reflectivity $R(0)$ is computed without including magnetization component. After that, the magnetic effect is included in the Co film by using $m_y = +1$ in the positive $y$-direction. With this, the off diagonal elements are also included in the Co tensor for transverse geometry. The angular reflectivity $R(H^+)$ curve is simulated which include the effect of external magnetic field in one direction along say positive $y$-direction. The angular reflectivity $R(H^-)$ curve is computed which include the effect of applied external magnetic field in the opposite direction say negative $y$-direction. The external magnetic field is included in the simulation by putting $m_y = -1$ in the tensor formula. We calculate the delta signal as a function of angle of incidence from the angular reflectivity information with and without magnetization by using Eq. (2.100). The angular reflectivity curves ($R(0), R(H^+)$ and $R(H^-)$) are shown in Fig. 4.4(a), the inset plot shows the zoomed curves for angular reflectivity obtained in the normal plot for MOSPR system (Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)) with air ($n_d=1.0$) as a dielectric medium ($n_d$) from 38 – 50°.

The reflectivity curves ($R(0)$, $R(H^+)$ and $R(H^-)$) are also obtained from the experiment for the MOSPR system with air as a dielectric medium (Fig. 4.4(b)). Experiments are performed by our experimental partners at the physics lab of the University of Kassel (86). In the experimental setup, the Au (10.75 nm)/Co (6 nm)/Au (20.25 nm) layer system is deposited on a BK7 glass ($n_g = 1.515$) substrate with RF sputtering with a base pressure in the range of $10^{-4}$ Pa. The gold and cobalt layers are deposited at the rate of 1.1 nm/min and 0.3 nm/min, respectively. The Kretschmann configured MOSPR measurements are performed by using a home built setup with a $p$-polarized light from a diode laser. The glass substrate is coupled to a half-cylindrical prism (BK7) by refractive index matching liquid and mounted on a rotation stage with an angular step size of 0.01°. The Co layer is magnetized by applying the external fields $H^+ = 40 mT$ and $H^- = -40 mT$.

The results for the delta ($\delta$) signal obtained from the reflectivity informations of experiments and simulation are compared as shown in Fig. 4.4(c). The typical shape and angular position of the experimental delta ($\delta$) signal is in agreement with the simulated one, whereas, the amplitude of the signal differs by approximately three times. This can be due to the fact that surface (or interface) roughness is not considered in the simulations for metallic layers.
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Figure 4.4: MOSPR system (Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)/air(n_d = 1)): Angular reflectivity curves R(H+), R(H−) and R(0) (a) FIT simulations and b) Experimental (insets are the zoomed plot in (a) and (b)). (c) Comparison of the δ-signals: experimental (yellow) and FIT simulations (green) [56].
4.3.2 Water as a dielectric medium

The refractive index of the bulk dielectric medium is changed from air \((n_d = 1.0)\) to water \((n_d = 1.33)\) in the prism coupled Kretschmann configuration in Fig. 4.3. The optimized thickness of the MOSPR system \(\text{Au (10.75 nm)/Co (6 nm)/Au (20.25 nm)}\) is obtained, when the reflected intensity is minimum and the magneto-optic effect (i.e., \(\delta\)-signal) is maximum with water as a bulk dielectric medium \((n_d = 1.33)\) \((85)\). The optimized MOSPR system is simulated for range of angle of incidence from \(70° - 76°\), as shown in Fig. 4.5. The reflected intensities are computed with magnetization in opposite directions (i.e., \(R(H+)\) and \(R(H-)\)) and without magnetization (i.e., \(R(0)\)). The drop in the reflected intensities \((R \rightarrow 0)\)

![Figure 4.5: Simulation of the optimized MOSPR system (Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)) as a function of angle of incidence(\(\theta_i\)) with water \((n_d = 1.33)\) as a bulk dielectric medium: (left y-axis) Reflectivity curves with and without magnetization; (right y-axis) \(\delta\)-signal \((86)\).](image-url)
are obtained at the resonance angle ($\theta_r = 72.38^\circ$), which corresponds to the generation of SPPs. Due to the magneto-optic effect in the transverse direction, there is a variation in the amplitude of the reflected intensity of an incident light with opposite magnetizations at the ferromagnetic layer, this effect is called transverse magneto-optic Kerr effect (TMOKE) (see section 2.5.1.6). The delta signal ($\delta$) which measures the variation in the amplitude of the reflected intensities with and without magnetization is computed from Eq. (2.100). The sharp $\delta$-signal gives a maximum value of 7.6 for the optimized thickness of MOSPR system ($Au\,(10.75\,nm)/Co\,(6\,nm)/Au\,(20.25\,nm)/water\,(n_d = 1.33)$), which is 2.3 times greater than the reported work of Clavero et al. (79). It is also observed here that the refractive index of the dielectric medium also contribute to the enhancement of the $\delta$-signal. For the same thickness with air as a bulk dielectric medium ($n_d = 1.0$), the maximum value of the amplitude of the $\delta$-signal is 0.06 (Fig. 4.4c), which is 126 times smaller than the $\delta$-signal obtained with water as a bulk dielectric medium (Fig. 4.5).

### 4.3.3 Field analysis

In the Kretschmann configured SPR system, SPPs are excited at the interface of single metal layer and dielectric medium at the resonance angle, as shown in Fig. 3.6. Similarly, SPPs can also be excited for the trilayer MOSPR system (Fig. 4.3) in Kretschmann configuration. Fig. 4.6 shows the magnetic field distribution of a $p$-polarized light along the MOSPR system with water as a dielectric medium ($n_d=1.33$) at resonant angle ($\theta_r = 72.38^\circ$). It depicts the excitation of SPPs at the interface of bottom Au layer which is 20.25 nm thick and the water. The field is highly concentrated along the water medium. The magnetic field is enhanced 2 times the incident field from the glass above the trilayer (Au/Co/Au). The magnetic field enhancement of the MOSPR trilayer is 1.29 times lesser than the magnetic field enhancement of the SPR system (Fig. 3.6). The reduction in the field can be explained by the fact that the Co has high absorption than the gold layer, which can be obtained from the imaginary part of the refractive index of the complex dielectric medium (see section 4.2).

The intensity distribution of the electromagnetic fields perpendicular to the interface along MOSPR system (glass/Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)/water ($n_d=1.33$)) are
shown in Fig. 4.7. Like in the SPR system (Fig. 3.7), the intensity of the field is highly enhanced at resonance angle ($\theta_r = 72.38^\circ$) along the interface between bottom Au (20.25 nm) and water medium, and it decays exponentially along trilayer and water medium. The electric field intensity enhancement is computed as 10.7 times higher than the intensity of the incident electric field (Fig. 4.7(a)) and the magnetic field intensity is enhanced to 4.15 times (Fig. 4.7(b)). The electric and magnetic field intensity of the MOSPR system is 1.56 and 1.6 times lower than the SPR system (see section 3.3.3). In order to compute propagation length $L$ of a SPP in a trilayer system, the trilayer system is converted to an effective medium with the effective optical constant retrieved from scattering parameters (87). The retrieved optical constant of the effective medium is $\tilde{n}_{\text{eff}} = 0.634 + j3.364$ ($\varepsilon_{\text{eff}} = -10.915 + j4.2656$) at a wavelength of 635 nm. The propagation length $L$ is then evaluated from Eq. (2.91), and is given as 0.92 $\mu$m along the interface of effective medium of trilayers and water ($n_d=1.33$). It is 2.2 times smaller than the propagation length along interface of gold and water ($n_d=1.33$), which therefore corresponds to the higher attenuation in the trilayer system (see section 3.3.3). The penetration depth $L_p$ (see section 2.5.1.3) is computed as 19.5 nm and 134 nm along the trilayer system (Au/Co/Au) and water ($n_d=1.33$), respectively. Just as the SPR configuration, the optimized MOSPR setup can also be utilized for effective sensing in the range of approximately 100 nm from the bottom gold layer of the trilayer system. Hence, the maximum magnitude of the $\delta$-signal is not due to the field enhancement at the interface, but it is due to the magneto-optic effect (see section 2.5.1.6).
Figure 4.6: Magnetic field distribution along $X$ and $Z$-directions of the glass/Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)/water ($n_d=1.33$) at resonance angle ($\theta_r$) = 72.38° \cite{86}. 

**Table 4.7**

<table>
<thead>
<tr>
<th>Material</th>
<th>$A/m$ (lin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>0.0</td>
</tr>
<tr>
<td>Water ($n_d=1.33$)</td>
<td>2.0</td>
</tr>
</tbody>
</table>
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Figure 4.7: (a) Electric field intensity distribution along the Z-direction of glass/Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)/water ($n_d=1.33$) at resonance angle ($\theta_r$) = 72.38\degree. (b) Magnetic field intensity distribution along the Z-direction of glass/Au(10.75 nm)/Co(6 nm)/Au(20.25 nm)/water ($n_d=1.33$) at resonance angle ($\theta_r$) = 72.38\degree [86].
4.3.4 Sensitivity

For the calculation of the bulk sensitivity of a MOSPR system (Au(10.75 nm)/ Co(6 nm)/ Au(20.25 nm)/ dielectric($n_d$)), simulations are performed for the refractive index of $n_d = 1.33$ and $n_d = 1.34$ (see Fig. 4.3). Angular reflectivity without magnetization (i.e. R(0)) (dashed curve) and the angular delta (solid curve) curves from (65 – 85°) for $n_d = 1.33$ (red curve) and $n_d = 1.34$ (black curve) are shown in Fig. 4.8. Both curves are shifted in the angular position with the change of the refractive index from 1.33 to 1.34, due to the shift of the resonance angle ($\theta_r$). The $\delta$-signal not only shifts in angular position but its amplitude is also reduced 4.3 times with a change of refractive index (1.33-1.34). The intensity modulation sensitivity ($\eta_{intensity}$) of an MOSPR sensor is computed from Eq. (2.103). The ($\eta_{intensity}$) for the $\delta$-signal is then given as 270.6 $RIU^{-1}$ and for reflectivity curve is evaluated as 28.14 $RIU^{-1}$ with a refractive index change of 0.01 (1.33 – 1.34) for a given MOSPR sensor at a fixed wavelength (635 nm). The sensitivity of the optimized MOSPR system for the $\delta$-signal is 8 times higher and for reflectivity is 1.18 times lower than sensitivity of a SPR sensor at 635 nm (see section 3.3.4). Hence the sensitivity of the $\delta$-signal is dependent on the magneto-optic effect.

4.3.5 Biosensing approach

For biosensing experiment of the MOSPR biosensor, the refractive index of a matrix layer is varied from $n_m = 1.33$ to $n_m = 1.40$ with a change of $\Delta n_m = 0.01$ in Fig 4.2. The angular reflectivity is computed from 70 – 85° as shown in Fig. 4.9 (a). The angular reflectivity curves show that the resonance angle ($\theta_r$) shifts to the right with the increasing refractive index of the matrix ($n_m$). Unlike to the SPR biosensor (see section 3.3.5), the full width at half minimum (FWHM) of the reflectivity curve is not changing with the increase of the refractive indices from $n_m = 1.33$ to $n_m = 1.40$. Therefore, ($\eta_{intensity}$) of the reflectivity will be similar from this range of observed refractive index of the matrix ($n_m = 1.33$ to $n_m = 1.40$).

The $\delta$-signal is computed from 70 – 85° as shown in Fig. 4.9 (b). The $\delta$-signal depicts the decay of amplitude and shift of the resonance angle ($\theta_r$) to the right with the increasing
refractive index of the matrix \(n_m\). The amplitude of the delta signal decays by a factor of 38 for the change of refractive index of the matrix from \(n_m = 1.33\) to \(n_m = 1.40\). The rapid reduction in the magnitude of the \(\delta\)-signal limits its usage to short range of refractive index change. Its FWHM is also increasing and as the sensitivity includes the measure of the slope of the signal, therefore, the sensitivity of the \(\delta\)-signal may also decrease at higher refractive indices. Due to the high sensitivity of the MOSPR it can be used for the lower concentrations of molecule \(< 500 \text{ g/mol}\) as an analyte, but is not suitable for longer range of refractive index variation applications.

Figure 4.8: Simulation of the glass/Au(10.75 nm)/ Co(6 nm)/ Au(20.25 nm)/ dielectric\(n_d\) MOSPR system as a function of incident angles \((65 - 85^\circ)\) with a bulk dielectric media of \(n_d = 1.33\) (red) and \(n_d = 1.34\) (blue): (left y-axis) Reflectivity curve \(R(0)\); (right y-axis) Delta(\(\delta\)) signal [86].
4.3. Results and Discussion

Figure 4.9: Simulation results for the glass/ Au(10.75 nm)/ Co(6 nm)/ Au(20.25 nm)/ matrix(100 nm)/ dielectric($n_d$) MOSPR system as a function of incident angles ($70 – 85^\circ$) by varying the refractive index of the matrix ($n_m$) from 1.33 – 1.34 with a variation of 0.01: (a) Reflectivity (R(0)); (b) Delta($\delta$) signal.

(a)

(b)
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Chapter 5

Plasmonic Perfect Absorbers (PPA) for Biosensing Applications

5.1 Introduction

As mentioned in the previous chapters, the excitation of the propagating surface plasmons (PSPs) and the localized surface plasmons (LSPs) are highly dependent on the adjacent dielectric medium of the plasmonic systems. The change in the refractive index of the adjacent dielectric medium is analyzed for biosensing purpose.

Plasmonic absorbers are devices used to efficiently absorb electromagnetic energy at the operating wavelengths. They are based on the phenomena of metal-insulator-metal (MIM) waveguide cavity arrays. The MIM waveguide cavity consists of an array of metallic nanoparticles on top and a thick bottom metallic layer separated by a dielectric spacer. When in resonance, the localized surface plasmon resonances (LSPRs) are excited at the nanoparticles. In addition to the localization of the electromagnetic field of single nanoparticle, the field of the other nanoparticles of the array can also interact together and result in a highly localized field in between the nanoparticles. Similarly, the strongly trapped localized electromagnetic field exists if the metallic nanoparticle is placed above the metallic surface. The metallic surface works as a mirror and the localized modes (such as dipole) interact with the induced image in the mirror influencing the resonance. The dielectric spacer between
the metallic nanoparticles and the metallic film acts a cavity to trap the electromagnetic energy caused due to plasmonic and cavity resonances. The devices with MIM waveguide configuration in THz region also known as plasmonic perfect absorbers (PPAs). The PPAs provide high absorption insensitive of polarization directions and angles of the incident light.

Different plasmonic and resonant modes of the cavity can be excited in the PPA system. The first order mode of the system is reported to provide more than 90% absorption for a wide angle of incidence with both TE and TM polarizations (29). The higher order modes are also excited at shorter wavelengths (88). The plasmonic modes are highly dependent on the adjacent dielectric medium above the nanoparticles (89, 90). The operating resonance wavelength can be obtained by properly engineering the geometry of the PPA structure (29). Thus, the PPA can be utilized for choice of wavelength by modifying the geometrical parameters. The analysis of the existing modes in the PPA system can be exploited for biosensing purpose. Following results have been published in (91).

5.2 Simulation Setup

The geometrical representation of a plasmonic perfect absorber (PPA) biosensor for a wavelength range of 700 – 1400 nm is shown in Fig. 5.1(a). The PPA consists of three operative layers $h_1$, $h_2$, and $h_3$ on a glass substrate with thicknesses 30 $nm$, 40 $nm$ and 200 $nm$, respectively. The top layer is made up of a periodically ordered metallic gold nanodisks in two-dimensional having radius ($\Phi = 200 nm$) and periodicity ($d = 390 nm$) (See Fig. 5.1(b)). The bottom layer is a thick metallic film used to totally vanish the transmission in the whole spectrum. Thin dielectric spacer film is introduced as a cavity in between the top and the bottom films for the confinement of the electromagnetic field (88). Geometry of the system explains the resonance and angular performance of the structure (89). High absorption can be realized by designing the geometry of the structure accordingly. In this configuration, the electromagnetic field partly lies above the metallic gold nanodisks and in the dielectric spacer region. A change in the refractive index is observed above the metallic gold nanodisk arrays for biosensing purpose.
Figure 5.1: (a) Schematic diagram of a plasmonic perfect absorber (PPA) system composed of a 2 − D periodic array of gold nanodisks ($h_1 = 30 \, \text{nm}$), dielectric spacer film ($h_2 = 40 \, \text{nm}$) and gold film ($h_3 = 200 \, \text{nm}$) on a glass substrate. (b) Top view of gold nanodisks illustrating periodicity ($d = 370 \, \text{nm}$) and diameter of nanodisks ($\Phi = 200 \, \text{nm}$). (c) Simulation setup consists of a unit cell of a PPA system with perfectly matched layer (PML) boundary condition along the propagation direction and periodic boundary conditions (PBC) along $X$ and $Y$- directions (Images are not scaled) [91].

The PPA system is simulated by using 3 D finite integration technique (FIT) to analyze and compute the resonant properties of the structure for biosensing applications. To mimic the periodic arrangement of the gold nanodisks, periodic boundary conditions (PBCs) (2.6.1.1) are applied along the $X$ and $Y$ directions of a single unit cell in the computational domain as shown in Fig. 5.1(c). The perfectly matched layers (PMLs) (2.6.1.1) are used
as an absorbing boundary condition along the propagating direction of the field (i.e. Z-direction). The incident electric field is polarized along the X-direction and the magnetic field is polarized along the Y-direction for transverse magnetic (TM) polarization. Similarly, for transverse electric (TE) polarization the electric field is polarized along the Y-direction and the magnetic field is polarized along the X-direction of the computational domain. The source is placed at $\lambda_{max} = 1400$ nm away from the nanoparticles. The dispersive complex dielectric feature of the gold material is obtained from a Drude model with plasma frequency $\omega_p = 1.04 \times 10^{16}$ rad/s and collision frequency $\omega_c = 4.89 \times 10^{14}$ 1/s \(^{(19)}\). The dielectric film in between the top and bottom layer uses the material with permittivity ($\epsilon_r$) value of 1.9. In the computational domain, finer mesh (1 nm) is used for modeling objects and their interfaces, while for all other region of computational domain coarser meshes are used to save memory.

### 5.3 Results and Discussion

#### 5.3.1 Absorption at normal incidence

The plasmonic perfect absorber (PPA) is simulated for a wavelength range of 700 − 1400 nm with the air ($n = 1.0$) as a background dielectric medium above the gold nanoparticles. The unit cell of a PPA is illuminated with TE and TM polarized waves separately at normal incidence propagating along the Z-direction. The response of the PPA for both polarizations at normal incidence is analyzed by simulating reflection ($R$), transmission ($T$) and absorption ($A$) spectrum of the system as illustrated in Fig.\textcopyright 5.2\textcopyright. The absorption spectra is measured from the knowledge of the transmission and reflection spectrum ($A = 1 - T - R$). Fig.\textcopyright 5.2\textcopyright shows that the transmission is negligible in the given spectrum (i.e., less than 0.0002 %). A dip in the reflection spectrum is observed below 0.3 % at $\lambda = 1040$ nm, resulting in 99.7 % absorption at normal illumination. Hence, the reflection signal plays a major contribution for the calculation of the absorption signal. A dip in the reflected spectrum corresponds to the confinement of electromagnetic field at $\lambda = 1040$ nm in the dielectric spacer region. This is a fundamental mode of the system. The response of the PPA system at normal incidence
is similar for both TE and TM polarizations. The polarization insensitiveness of the PPA is explained by the geometrical symmetry of the system along $X$ and $Y$-directions.

![Reflection, Absorption, Transmission](image)

**Figure 5.2**: Transmission (right, dashed green), Reflection (left, dashed blue) and absorption (left, blue) spectra of a PPA system at normal incidence with air as a bulk dielectric medium for TE and TM polarizations (both polarization have similar characteristics) [91].

### 5.3.2 Absorption at oblique incidence

The angular feature of the fundamental electromagnetic mode is analyzed at $\lambda = 1040$ nm for a wide range of angles of incidence from $0 - 70^\circ$. The PPA system is angularly excited with TE and TM polarized waves in presence of air as a dielectric medium above the nanoparticles. Fig. 5.3 shows the absorption behavior of the fundamental mode at $\lambda = 1040$ nm for oblique angles for both polarizations. A nearly perfect absorption is found for TM polarized waves insensitive of incident angles. With TM polarization, the PPA absorbs more than 95% of the 1040 nm wave for a wide range of incident angles ($0 - 60^\circ$) and absorbs 92% of the wave.
up to 70°. A high absorption is also observed in the PPA system with TE polarized wave for broad range of angles such as more than 90% is absorbed till 60° and more than 65% is absorbed up to 70°. The variation is due to the fact that the magnetic field derives the circulating current efficiently with TM polarization for all angle of incidence, except for TE polarization for wider angles from the normal (28).

![Graph showing angular absorption of a PPA system from 0° to 70° at λ = 1040 nm for both polarizations (TE and TM) with air (n = 1.0) as a bulk dielectric medium above the nanoparticles.](image)

**Figure 5.3:** Angular absorption of a PPA system from 0° to 70° at λ = 1040 nm for both polarizations (TE and TM) with air (n = 1.0) as a bulk dielectric medium above the nanoparticles (91).

The angular absorption spectra for a wavelength range of 700 - 1400 nm at various incident angles from 0° to 70° are illustrated for TM and TE polarized waves in Fig. 5.4(a) and Fig. 5.4(b), respectively. The fundamental mode reveals nearly perfect absorption for TM polarized waves and provides high absorption for TE polarized waves at λ = 1040 nm independent of angles of incidence. Since the fundamental mode is a broad and it is a polarization and angular insensitive, which is a property of LSPR, hence it suggests that it is a LPSR mode (92).
5.3. Results and Discussion

Figure 5.4: Angular absorption spectrum of a PPA system from 700 – 1400 nm for several incident angles from 0 – 70° with air \((n = 1.0)\) as a background dielectric medium for (a) TM polarization, (b) TE polarization [91].
The second-order mode can also be stimulated at shorter wavelengths with tilted angles. This mode cannot be excited at normal incidence as it has odd amplitude symmetry and the incident wave is of even symmetry \(^8\). The second-order mode is highly angular dependent unlike the fundamental mode, can be observed in the wavelength range of 700 – 800 nm. It also reveals the narrower full width at half maximum (FWHM) as compared to the absorption curve of the fundamental mode of the system. A red shift in the absorption spectra can also be noticed at higher incident angles. Furthermore, it provides perfect absorption at 50 – 70° incident angles from a wavelength range of 726 – 772 nm, respectively. The angular dependent property of the second-order mode reveals that it is SPP type mode \(^9\). The eigen modes of the PPA are theoretically examined. These understandings of the resonant modes are utilized for sensing purpose.

5.3.3 Water as a dielectric medium above nanoparticles

For the analysis of PPA system for biosensing, the bulk medium above the nanoparticle arrays is changed from air \((n = 1.0)\) to water \((n = 1.33)\). The absorption is computed for air \((n = 1.0)\) and water medium \((n = 1.33)\) at \(\theta_i = 54.1^\circ\) for a wavelength range of 700 – 1400 nm, a shown in Fig. 5.5(a). The absorption curve is red shifted, when the refractive index is altered from \(n = 1.0\) to \(n = 1.33\). When the bulk refractive index of the medium is \(n = 1.33\), the first-order fundamental mode \((m = 1)\) and the second-order mode \((m = 2)\) is now moved to longer wavelength i.e. at \(\lambda = 1145 \text{ nm}\) and \(\lambda = 950.9 \text{ nm}\), respectively. The second order mode presents 100 % absorption at \(\theta = 54.1^\circ\) due to the critical coupling \(^8\). Fig. 5.5(b) illustrate the spatial magnetic field distribution through the whole structure for the first order mode \((m = 1)\) at \(\lambda = 1145 \text{ nm}\) and for the second-order mode \((m = 2)\) at \(\lambda = 950.9 \text{ nm}\). With the excitation of the plasmonic resonance modes, the electromagnetic field is highly confined in the dielectric spacer medium and also exists in the medium above the nanoparticles. The electromagnetic energy for the second-order mode is also highly confined above the metallic nanoparticle region i.e., the sensing medium. Therefore, this mode at \(\lambda = 950.9 \text{ nm}\) is proposed to be utilized for biosensing. The second order mode is chosen for biosensing as it provides angular dependence, perfect absorption,
and high field confinement along the sensing medium. Since, the transmission through the complete spectrum is negligibly small so the reflection curve can only be used for sensing experiment.
Figure 5.5: (a) Absorption spectra of a PPA system at $\theta_i = 54.1^\circ$ from 700 – 1400 nm with air ($n_d = 1.0$) and water ($n_d = 1.33$) as a bulk dielectric medium (b) Magnetic field distribution along the PPA system. "With kind permission from Springer Science and Business Media: Springer and Plasmonics, 9(6), 2014, 1268, Plasmonic Perfect Absorbers for Biosensing Applications, Abdul Aleem Jamali and Bernd Witzgmann, fig. 5." [11].
5.3.4 Sensitivity

The reflected intensity is simulated for the second-order mode at \( \lambda = 950.9 \) nm with water \((n = 1.33)\) as a bulk medium above the nanoparticles for the angle of incidence from 45 – 60°. A dip in the angular reflectivity curve is observed at \( \theta_r = 54.1° \), corresponding to perfect absorption. For the computation of the sensitivity, the angular reflectivity is also computed for the refractive index of 1.34 of the bulk dielectric medium surrounding above the nanoparticle arrays, as shown in Fig. 5.6. The dip of the second order mode is shifted to the left in the angular reflectivity diagram. This shows the high dependence of the second-order resonance on the material above the nanoparticle arrays. Sensitivity is then computed with intensity-interrogation method (see section 2.5.1.7) by using Eq. (2.103). The bulk sensitivity of the PPA is then given as 24.6 RIU\(^{-1}\). The bulk sensitivity of the PPA system is similar to the bulk sensitivity of a SPR sensor which is 33 RIU\(^{-1}\) (See section 3.3.4) and is better than the LSPR based biosensors at a fixed wavelength (93). Hence, the PPA has the advantage of SPR sensor providing high sensitivity, and because of the presence of the nanostructures it has the advantage of LSPR sensor being able to determine lower concentrations of biomolecules (< 1 ng/mL).

![Figure 5.6: Angular reflectivity curves of the PPA system as a function of incident angles (45 – 60°) with bulk dielectric\((n_d)\) of 1.33 and 1.34 (91).](image)
5.3.5 Plasmonic perfect absorber (PPA) as a biosensor

In order to have the biosensing experiment, the bulk refractive index above the gold nanoparticle arrays is varied from \( n = 1.33 \) to \( n = 1.40 \) with a change of \( \Delta n = 0.01 \). The reflectivity is computed as a function of angle of incidence \( 40 - 60^\circ \) for refractive index variations. The angular position of the reflectivity dip varies linearly with a linear variation of the refractive index. Unlike the SPR biosensing example (See section 3.3.5), as the refractive index increases the dip moves to the shorter angles. The FWHM for \( n_d = 1.33 \) is 8.1° and for \( n_d = 1.40 \) is 5.1°. The reflectivity curve gets narrower at higher refractive indices. As, the sensitivity of a sensor depends also on the slope of the signal, hence the sensitivity of the PPA would becomes higher at higher refractive indices. The results also demonstrate that the PPA system can be used for broader range of refractive indices, as the property of reflectivity curve does not change from \( n_d = 1.33 \) to \( n_d = 1.40 \).

![Figure 5.7: Angular reflectivity curves of the PPA system by varying the refractive index above nanodisks \((n_d)\) from 1.33 – 1.40 with a variation of 0.01 (II).](image)
Chapter 6

Conclusion and Outlook

The objective of this thesis is to study the plasmonic devices thoroughly for biosensing applications. The full 3-D electromagnetic simulations have been performed by using finite integration technique (FIT). The electromagnetic properties of the surface plasmon polaritons (SPPs) and localized surface plasmons (LSPs) are investigated. A novel approach has been given in this thesis for sensing by utilizing the properties of the SPPs and LSPs based sensors.

Chapter 3 analyzes the properties of the surface plasmon resonance (SPR) sensor for biosensing applications. The excitation of the surface plasmon polaritons in the Kretschmann configuration is studied. First, the thickness of the functional gold layer is optimized for the efficient coupling of SPPs at the resonance angle. The optimized thickness of the gold layer is obtained as 43 nm. Then, the field analysis is performed for the optimized thickness of the gold layer with water \((n_d = 1.33)\) as a dielectric medium. The electric field is highly enhanced (up to 16.5 times) at the interface of gold and dielectric medium. After that, the intensity interrogation sensitivity is computed at a fixed wavelength (635 nm) by changing the refractive index of bulk dielectric medium from 1.33 to 1.34. The sensitivity is computed as 33 RIU\(^{-1}\) with a refractive index change of 0.01 \((1.33 - 1.34)\) for a given SPR sensor at a fixed wavelength (635 nm). Then, the biosensing experiment is performed for SPR sensor, where the refractive index of a matrix layer is varied from \(n_m = 1.33\) to \(n_m = 1.40\) with a change of \(\Delta n_m = 0.01\). The angular reflectivity curves show that the resonance angle \((\theta_r)\)
shifts to the right with the increasing refractive index of the matrix \((n_m)\). It is also observed that the FWHM of the reflectivity curve is not changing much (only 1.26°) for refractive index range of \(n_m = 1.33\) to \(n_m = 1.40\).

Chapter 4 studies the properties SPR sensor by including the magneto-optic (MO) effect for biosensing applications. The magneto-optic SPR (MOSPR) system is formed by sandwiching the ferromagnetic layer in between the two gold layers. External magnetic field is applied to the ferromagnetic medium to modulate the properties of the SPR. The results show that the field is also enhanced for MOSPR sensor, but it is 1.5 times lower than the SPR sensor, which can be explained by the high absorption in the Co layer. Similarly like SPR sensor, the bulk sensitivity is computed for MOSPR sensor which is given as 270.6 \(RIU^{-1}\). The MOSPR sensor has 8 times higher sensitivity than the SPR sensor. Due to the high sensitivity, the MOSPR sensor can be able to detect lower concentrations of molecules. The biosensing experiment is also performed for the MOSPR sensor. The refractive index of a matrix layer is varied from \(n_m = 1.33\) to \(n_m = 1.40\) with a change of \(\Delta n_m = 0.01\). The amplitude of the \(\delta\)-signal is decreasing rapidly with the increase of the refractive index. This drawback of the MOSPR system limits the range of detection of refractive index of a matrix layer.

Chapter 5 investigates the properties of the plasmonic perfect absorbers (PPA) for biosensing. The PPA consists of three layers which include 2-D periodic array of metallic nanodisks, dielectric spacer, and thick metal layer. The excited modes in the PPA system are analyzed. The wavelength of resonance modes can be selected by engineering the geometry of the structure. The first order mode of the PPA provides perfect absorption independent of incident angle and the polarization directions. The first order mode behaves like an LSP mode. The second-order mode of the PPA system is an angular dependent and behaves like SPP mode. The field is analyzed for both modes. The second-order mode gave a high concentrated field along the sensing layer. Hence, this mode is proposed for biosensing applications. Usually, the sensitivity of the nanoparticle-based sensors is computed in the wavelength interrogation scheme, which is an expensive method. Here, we propose a novel method to compute the bulk sensitivity of the PPA system at a fixed wavelength.
tivity of the PPA system which is given as 24.6 $RIU^{-1}$ which is comparable to the sensitivity of an SPR sensor (only 1.3 times lesser). The biosensing experiment is also performed for PPA sensor by varying the refractive index of the bulk dielectric medium from $n_d = 1.33$ to $n_d = 1.40$ with a change of $\Delta n_d = 0.01$. Unlike the SPR the reflectivity curve shifts to the right in the angular direction with the change of the refractive index. It is also observed that the FWHM does not change much (only $2^\circ$) for the given range of the refractive index ($n_d = 1.33$ to $n_d = 1.40$). Hence, the PPA based biosensors can be used for the long range of wavelength, and also due to the presence of the nanoparticles the localized measurements can be performed. Therefore, the PPA is proposed in this thesis as a suitable candidate for biosensing which provide high sensitivity and can also measure lower concentrations of biomolecules.

As an outlook, the future work may involve the development of the theoretical modeling of the resonance modes for PPA system. As the resonance wavelength of operation is dependent on the geometry of the PPA structure. With the development of the theoretical model, the PPA biosensor can be designed for any wavelength of interest.
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