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Abstract
The main aim of this paper is the development of suitable bases (replacing the power basis xn (n ∈

N≥0) which enable the direct series representation of orthogonal polynomial systems on non-uniform
lattices (quadratic lattices of a discrete or a q-discrete variable). We present two bases of this type,
the first of which allows to write solutions of arbitrary divided-difference equations in terms of series
representations extending results given in [16] for the q-case. Furthermore it enables the representation
of the Stieltjes function which can be used to prove the equivalence between the Pearson equation for a
given linear functional and the Riccati equation for the formal Stieltjes function.

If the Askey-Wilson polynomials are written in terms of this basis, however, the coefficients turn out
to be not q-hypergeometric. Therefore, we present a second basis, which shares several relevant prop-
erties with the first one. This basis enables to generate the defining representation of the Askey-Wilson
polynomials directly from their divided-difference equation. For this purpose the divided-difference
equation must be rewritten in terms of suitable divided-difference operators developed in [5], see also
[6].
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1 Introduction

Classical orthogonal polynomials on a non-uniform lattice satisfy an equation of the type [2, 6, 17]{
φ(x(s))

∆
∇x1(s)

∇
∇x(s)

+
ψ(x(s))

2

[
∆

∆x(s)
+

∇
∇x(s)

]
+ λn

}
Pn(x(s)) = 0, n ≥ 0, (1)

where φ and ψ are polynomials of maximal degree two and one respectively, λn is a constant depending on
the integer n and the leading coefficients φ2 and ψ1 of φ and ψ:

λn = −γn (φ2 γn−1 + ψ1 αn), (2)

and x(s) is a non-uniform lattice defined by

x(s) =
{
c1 q

s + c2 q
−s + β

1−α if q 6= 1
c4 s

2 + c5 s+ c6 if q = 1.
(3)
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Here, ∆ and ∇ are the forward and the backward operators

∆f(x(s)) := ∆f(s) = f(s+ 1)− f(s), ∇f(x(s)) := ∆f(s) = f(s)− f(s− 1),

and
xµ(s) = x(s+

µ

2
), µ ∈ C,

where C is the set of complex numbers. The lattices (3) satisfy

x(s+ k)− x(s) = γk ∇xk+1(s), (4)
x(s+ k) + x(s)

2
= αk xk(s) + βk, (5)

for k = 0, 1, . . . , with
α0 = 1, α1 = α, β0 = 0, β1 = β, γ0 = 0, γ1 = 1,

where the sequences (αk), (βk), (γk) satisfy the following relations

αk+1 − 2ααk + αk−1 = 0,
βk+1 − 2βk + βk−1 = 2β αk,

γk+1 − γk−1 = 2αk,

and are given explicitly by [2, 17]

αn = 1, βn = β n2, γn = n, for α = 1, (6)

and

αn =
q

n
2 + q−

n
2

2
, βn =

β(1− αn)
1− α

, γn =
q

n
2 − q−

n
2

q
1
2 − q−

1
2

, for α =
q

1
2 + q−

1
2

2
. (7)

By means of the companion operators Dx and Sx [5, 6], Equation (1) can be rewritten as

φ(x(s)) D2
xPn(x(s)) + ψ(x(s)) SxDxPn(x(s)) + λn Pn(x(s)) = 0, (8)

where

Dx f(x(s)) =
f(x−1(s+ 1))− f(x−1(s))

x−1(s+ 1)− x−1(s)
, Sx f(x(s)) =

f(x−1(s+ 1)) + f(x−1(s))
2

.

These operators fulfil important relations—called product and quotient rules—which read, taking into
account the shift (compared to the definition in [6]) in the definition of the above defined companion opera-
tors as

Theorem 1 [6]

1. The operators Dx and Sx satisfy the product rules I

Dx (f(x(s))g(x(s))) = Sxf(x(s)) Dxg(x(s)) + Dxf(x(s)) Sxg(x(s)), (9)
Sx (f(x(s))g(x(s))) = U2(x1(s)) Dxf(x(s)) Dxg(x(s)) + Sxf(x(s)) Sxg(x(s)), (10)

where U2 is a polynomial of degree 2

U2(x(s)) = (α2 − 1)x2(s) + 2β (α+ 1)x(s) + δx,

and δx is a constant depending on α, β and the initial values x(0) and x(1) of x(s):

δx =
x2(0) + x2(1)

4α2
− (2α2 − 1)

2α2
x(0)x(1)− β (α+ 1)

α2
(x(0) + x(1)) +

β2 (α+ 1)2

α2
. (11)
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2. The operators Dx and Sx also satisfy the quotient rules

Dx

(
f(x(s))
g(x(s))

)
=

Sxf(x(s)) Dxg(x(s))− Dxf(x(s)) Sxg(x(s))
U2(x(s)) [Dxg(x(s))]2 − [Sxg(x(s))]2

;

Sx

(
f(x(s))
g(x(s))

)
=

U2(x(s)) Dxf(x(s)) Dxg(x(s))− Sxf(x(s)) Sxg(x(s))
U2(x(s)) [Dxg(x(s))]2 − [Sxg(x(s))]2

,

provided that g(x(s)) 6= 0, s ∈ (a, b).

3. More generally, relations (9)-(10) remain valid if we replace x and x1 by xµ and xµ+1 respectively,
µ ∈ C. In particular, the constant δx remains unchanged if we replace x in (11) by xk, k ∈ Z, i.e.,

δxk
= δx := δ, k ∈ Z,

where Z is the set of integers.

4. The operators Dx and Sx also satisfy the product rules II

Dx Sx = α Sx Dx + U1(s) D2
x; (12)

S2
x = U1(s) Sx Dx + αU2(s) D2

x + I, (13)

where
U1(s) := U1(x(s)) = (α2 − 1)x(s) + β (α+ 1), U2(s) := U2(x(s)) (14)

For illustration, the Askey-Wilson polynomials Pn(x; a, b, c, d|q) are defined by

Pn(x; a, b, c, d|q) = 4φ3

(
q−n, abcdqn−1, aeiθ, ae−iθ

ab, ac, ad

∣∣∣∣∣ q; q
)
, x = cos θ. (15)

By taking eiθ = qs, the lattice reads as x(s) = cos θ = qs+q−s

2 . By using the orthogonality relation and the
Pearson-type equation satisfied by the weight of the Askey-Wilson polynomials, Foupouagnigni [6] showed
that the polynomials Pn(x; a, b, c, d|q) satisfy a divided-difference equation of the type (8) with

φ (x(s)) = 2 (dcba+ 1)x2 (s)− (a+ b+ c+ d+ abc+ abd+ acd+ bcd)x (s)
+ ab+ ac+ ad+ bc+ bd+ cd− abcd− 1, (16)

ψ (x(s)) =
4 (abcd− 1) q

1
2 x (s)

q − 1
+

2 (a+ b+ c+ d− abc− abd− acd− bcd) q
1
2

q − 1
.

It should be recalled that the operators Dx and Sx transform polynomials of degree n in x(s) into a poly-
nomial of degree n− 1 and n in the same variable, respectively. However, the application of these operators
to the monomial xn(s) produces a linear combination (with complicated coefficients) of all monomials of
degree less than or equal to n−1 and n respectively; this makes the monomial basis (xn(s))n not appropriate
for the aforementioned operators [6].

The aim of this work is:

1. To provide an appropriate basis for the companion operators, that is, a basis (Fn(x(s)))n such that
each Fn(x(s)) is a polynomial of degree n in x(s) fulfiling

DxFn(x(s)) = an Fn−1(x(s)), SxFn(x(s)) = bn Fn(x(s)) + cn Fn−1(x(s)),

where an, bn and cn are given constants.

2. To provide an algorithmic method to solve Equation (8) as series in terms of the new basis and to
extend this result to solve arbitrary linear divided-difference equations with polynomial coefficients
involving only products of operators Dx and Sx.
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3. To use another appropriate basis for the operators D2
x and Sx Dx to derive representation (8) for the

Askey-Wilson polynomials from the hypergeometric representation (15) without making use of the
weight function.

4. To solve explicitly an equation of type (8) and to extend this result to solve arbitrary linear divided-
difference equations with polynomial coefficients involving only products of operators D2

x and SxDx.

5. To provide new representation of the formal Stieltjes function of given linear functional on nonuni-
form lattice, and deduce from it various important properties connecting the functional approach and
the one based on the Riccati equation for the formal Stieltjes function.

The content of this paper is organized as follows. In section 1, we recall necessary preliminaries, while
in the second section, we provide the basis (Fk)k compatible with the companion operators Dx and Sx.
The third section deals with the algorithmic series solutions of divided-difference equations in terms of the
basis (Fk)k. In section 4, we give the second basis (Bk)k compatible not with the companion operators but
rather with their products D2

x and SxDx, and use this basis in the fifth section to find the algorithmic series
solutions of some divided difference equations in terms of the basis (Bk)k. In the last section, we apply
the basis (Fk)k to provide new representation of the formal Stieltjes series and deduce it’s corresponding
properties. Basic exponential and basic trigonometric functions have also been expanded in terms of the
basis (Fk)k.

2 A New Basis Compatible with the Companion Operators

Following the pioneering work by Suslov [17] (see also [2]), we consider the generalised basis fn,m(z, s)

fn,m(xm(z), xm(s)) = [xm(z)− xm(s)](n) (17)

=
n−1∏
j=0

[xm(z)− xm(s− j)], n ≥ 1, m ≥ 0, f0,m(xm(z), xm(s)) ≡ 1. (18)

One shows by induction using the following relation

[x−i(z + i)− x−i(s)][x−n+1(z + i)− x−n+1(s− 1)] = [x−n(z + i)− x−n(s)][xi+1(z)− x−i−1(s)]

— which is obtained by direct computation — that

fn,m(xm(z), xm(s)) =
n−1∏
j=0

[xm−n+1(z + j)− xm−n+1(s)], n, m ≥ 0. (19)

From ([17], Equation (2.22)):

∆
∆xm−n+1(s)

[xm(z)− xm(s)](n) = −γn[xm(z)− xm(s)](n−1),

where the constant γn is the one appearing in (4) and given explicitly by (7), we obtain by taking m = n−1

Dxfn,n−1(xn−1(z), xn−1(s)) = −γn fn−1,n−2(xn−1(z), xn−2(s)), (20)

where the operator Dx and the forward operator ∆ act on s. Application of the operator Sx (also acting on
the parameter s) to fn,n−1 leads to:

Proposition 2

Sxfn,n−1(xn−1(s), xn−1(z)) = αn fn,n−1(xn−1(s), xn(z))− γn

2
∇x2n(z)fn−1,n−2(xn−2(s), xn−1(z)).

(21)
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Proof: Using relations (17), (5), (19) and (4), we get

Sxfn,n−1(xn−1(s), xn−1(z)) =
1
2

n−1∏
j=0

(xn−1(z)− xn−1(s− j +
1
2
)) +

n−1∏
j=0

(xn−1(z)− xn−1(s− j − 1
2
)


= [xn−1(z)− αn x(s)− βn]

n−2∏
j=0

(xn−1(z)− xn−1(s− j − 1
2
)

= αn [xn(z)− xn−1(s)](n) +
1
2
(xn−1(z)− xn−1(z + n)) [xn−1(z)− xn−2(s)](n−1)

= αn fn,n−1(xn−1(s), xn(z))− γn

2
∇x2n(z)fn−1,n−2(xn−2(s), xn−1(z)).

�

By replacing z in Equations (20) and (21) by z − n−1
2 , we obtain

Dxfn,n−1(x(z), xn−1(s)) = −γn fn−1,n−2(x(z), xn−2(s));

Sxfn,n−1(x(z), xn−1(s)) = αn fn,n−1(x1(z), xn−1(s))−
γn

2
∇xn+1(z)fn−1,n−2(x(z), xn−2(s)).

Therefore, for Sxfn,n−1(x(z), xn−1(s)) to be a linear combination of fn,n−1(x(z), xn−1(s)) and
fn−1,n−2(x(z), xn−2(s)), it is necessary for the parameter z to be solution of

x1(t) = x(t) ⇐⇒ x(t+
1
2
) = x(t). (22)

This solution is unique, provided that the coefficients cj of (3) fulfil c1 c2 6= 0 or c4 6= 0 for the quadratic
lattice of the q-discrete and discrete variable, respectively. We denote this solution by zx, and the resulting
basis by

Fn(x(s)) := (−1)n fn,n−1(x(zx), xn−1(s)). .

As consequence of Equation (22) zx fulfils

q2zx =
c2
c1
q
−1
2 and zx = −1

4
− c5

2c4
(23)

for the q-quadratic and quadratic lattices respectively given by (3). To resume we have the following

Theorem 3
The action of the companion operators on the function Fn(x(s)) defined by

Fn(x(s)) = (−1)n [x(zx)− xn−1(s)](n), n ≥ 1, F0(x(s)) ≡ 1, (24)

which (thanks to (19)) is a monic polynomial of degree n in x(s), are given by

DxFn(x(s)) = γn Fn−1(x(s)), (25)

SxFn(x(s)) = αn Fn(x(s)) +
γn

2
∇xn+1(zx)Fn−1(x(s)). (26)

The action of the companion operators on the reciprocal of this basis is given by

Theorem 4 The basis Fn defined by relation (24) satisfies the following relations:

Dx
1

Fn(x(s))
= − γn

Fn+1(x(s))
; (27)

Sx
1

Fn(x(s))
=

αn

Fn(x(s))
+
γn

2
∇xn+2(zx)
Fn+1(x(s))

. (28)
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Proof: The proof is similar to that of Proposition 2 using x1(zx) = x(zx). �

The basis functions Fn have additional properties.

Proposition 5

Fn+1(x(s)) = (x(s)− xn+1(zx))Fn(x(s)) =
n+1∏
j=1

(x(s)− xj(zx)), n ≥ 0; (29)

Fn(xk(zx)) 6= 0, ∀n ≥ 0, ∀k > n, (30)

Fn(x(s)
F1(x(s)

= Fn−1(x(s)) +
n−2∑
j=0

Cj Fj(x(s)), with Cj =
n∏

i=j+2

(x(zx)− xi(zx)).

Proof: Using relations (19) and (22) for fixed non-negative integer n, we obtain

Fn+1(x(s)) = (−1)n+1
n∏

j=0

(x−n+1(zx + j)− x(s)) = (x(s)− xn+1(zx))Fn(x(s)).

For integers n, j and k such that k ≥ 0 and 1 ≤ j ≤ n, we get by direct computation using (4) that

xn+k+1(zx)− xj(zx) 6= 0.

Therefore, Fn(xk(zx)) 6= 0, k > n. The third relation is proved by induction on n ≥ 2. �

In the sequel we treat series representations of functions on our lattices which either converge or are
considered as formal series. We will not examine convergence issues.

Theorem 6
Let f(x(s)) be a function of x(s). Then, f can be expanded in the basis Fn(x(s))

f(x(s)) =
∞∑

k=0

dk Fk(x(s)),

where

dk =
Dk

xf(x(zx))
γk!

, γk! =
k∏

j=1

γj , k ≥ 1, γ0! = 1.

Proof: Assume f is a function of x(s) and write fN (x(s)) =
N∑

k=0

dk Fk(x(s)). Then for 0 ≤ k ≤ N ,

Dk
xfN (x(s))

∣∣∣
s=zx

= γk! dk,

since Fk(x(zx)) = 0, ∀k ≥ 1. �

In particular, for f(x(s)) = 1
x(z)−x(s) , z 6= s, we get

dk =
1
γk!

Dk
x

1
x(z)− x(s)

∣∣∣∣
s=zx

=
1

Fk+1(x(z))
,

by induction using (4). We therefore state the following result as consequence of the previous theorem:

Corollary 7
For z 6= s the following formal expansion holds:

1
x(z)− x(s)

=
∞∑

k=0

Fk(x(s))
Fk+1(x(z))

.
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3 Algorithmic Series Solutions of Divided-Difference Equations I

The basis Fn is relevant for the companion operators and provides a method to obtain series solutions of
divided-difference equations.

Theorem 8
If

y(x(s)) =
∞∑

k=0

dk Fk(x(s)) (31)

is a series solution of the equation

φ(x(s)) D2
xy(x(s)) + ψ(x(s)) SxDxy(x(s)) + λ y(x(s)) = 0, (32)

where λ is a constant, φ and ψ are polynomials of degree at most two and one, respectively and given by

φ(x(s)) = φ2 F2(x(s)) + φ1 F1(x(s)) + φ0, ψ(x(s)) = ψ1 F1(x(s)) + ψ0,

then the coefficients (dn)n satisfy a second-order recurrence equation

Ak dk+2 +Bk dk+1 + Ck dk = 0, k ≥ 0, (33)

with

Ak =
[
φ (xk+1(zx)) +

∇xk+2(zx)
2

ψ (xk+1(zx))
]
γk+1 γk+2;

Bk =
[
γk Θzx+ k

2
φ (xk+1(zx)) + αk ψ (xk+1(zx)) +

γk∇xk+1(zx)
2

ψ1

]
γk+1;

Ck = γk γk−1 φ2 + γk αkψ1 + λ,

where

Θaf(x(s)) =
f(x(s))− f(x(a))

x(s)− x(a)
. (34)

Proof: In the first step, we apply the companion operators to (31) and, taking into account (25) and (26),
we get

D2
xy(x(s)) =

∞∑
k=2

dk γk γk−1 Fk−2(x(s)); (35)

SxDxy(x(s)) =
∞∑

k=1

dk γk αk−1 Fk−1(x(s)) +
∞∑

k=2

dk γk γk−1∇xk(zx)
2

Fk−2(x(s)). (36)

In the next step, we use (35) and (36) in (32) and the following relations obtained by iterating (29):

F1(x(s))Fn(x(s)) = Fn+1(x(s)) + F1(xn+1(zx))Fn(x(s));
F2(x(s))Fn(x(s)) = Fn+2(x(s)) + Θzx+n+1

2
F2 (xn+2(zx)) Fn+1(x(s))

+F2(xn+1(zx))Fn(x(s)),

to get an equation of type

∞∑
n=0

Ak−2 dk Fk−2(x(s)) +Bk−1 dk Fk−1(x(s)) + Ck dk Fk(x(s)) = 0, with A−j = B−j = 0, j ≥ 1.
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The proof is completed by transforming the previous equation into

∞∑
k=0

(Ak dk+2 +Bk dk+1 + Ck dk)Fk(x(s)) = 0,

and, using the fact that (Fk)k is a basis of C[x(s)]. �

Remark 9
If (32) has a polynomial solution of degree n, then the relation dn+2 = dn+1 = 0, dn 6= 0, combined with
(33) gives

λ = λn = −γn γn−1 φ2 − γn αnψ1,

which coincides with the result in [6].

Proposition 10

1. For the Askey-Wilson polynomials, the basis Fn reads

Fn(x(s)) =
n∏

j=1

(x(s)− xj(zx)) = (−2)−n q
n
4

(
q

1−2n
4 qs; q

)
n

(
q

1−2n
4 q−s; q

)
n
, (37)

where

x(s) =
qs + q−s

2
, zx = −1

4
, and (a; q)n =

n−1∏
j=0

(1− a qj), n ≥ 1, (a; q)0 = 1.

2. In addition, the Askey-Wilson polynomial can be expanded in the basis Fn as

4φ3

(
q−n, abcdqn−1, aqs, aq−s

ab, ac, ad

∣∣∣∣∣ q; q
)

=
n∑

j=0

dn,jFj(x(s)), (38)

with

dn,j =
n∑

k=j

(q−n, q)k

(
a b c d qn−1, q

)
k

(a b, q)k (a c, q)k (a d, q)k

qk q
j(j−1)

4

γj !
(2a)j

(q − 1)j

(
aq

2k+1
4 ; q

)
k−j

(
aq

2k−1
4 ; q

)
k−j

.

Proof: The first relation is obtained by direct computation while the second relation is the special case of
Relation (82). Details about this equation are given explicitly at the end of the proof of Proposition 21. �

The previous theorem can be extended to solve divided-difference equations of arbitrary order with
polynomial coefficients. For this, we need the following results:

Proposition 11

Dk
xFn(x(s)) =

k−1∏
j=0

γn−j

 Fn−k(x(s)) =
γn!
γn−k!

Fn−k(x(s)), k ≤ n; (39)

Fk(x(s))Fn(x(s)) =
k∑

j=0

Cn+j Fn+j , with

Cn+j = Θzx+ n+j
2
◦ Θzx+ n+j−1

2
. . . ◦ Θzx+ n+1

2
Fk (x(s)) |s=zx+ n+j+1

2
, 1 ≤ j ≤ k ≤ n,

Cn = Fk (xn+1(zx))

8



Proof: The first relation is obtained by iterating (25). We split the proof of the second relation into three
steps:

In the first step, for fixed n, k ≥ 1, we expand Fk Fn in the basis Fl

Fk(x(s))Fn(x(s)) =
n+k∑
l=0

Cl Fl(x(s)) (40)

and use the following relation due to (29)

Fk(xj(zx)) = 0, 1 ≤ j ≤ k, (41)

to get C0 = Fk(x1(zx))Fn(x1(zx)) = 0.
Considering (40) for x(s) = x2(zx) and C0 = 0, we get using again (41) that

C1F1(x2(zx)) = Fk(x2(zx))Fn(x2(zx)) = 0, n ≥ 2.

Therefore, C1 = 0 thanks to (30). Progressively, we obtain in a similar way for a fixed integer j using (40),
(41) and (30) that

C0 = C1 = . . . = Cj = 0, n ≥ j + 1.

In the second step, we rewrite accordingly Relation (40)

Fk(x(s))Fn(x(s)) =
k∑

j=0

Cn+j Fn+j(x(s)),

and obtain using (29)

Fk(x(s)) =
k∑

j=0

Cn+j
Fn+j(x(s))
Fn(x(s))

=
k∑

j=0

Cn+j gn+j,n+1(x(s)), (42)

where

gn,j(x(s)) =
n∏

l=j

(x(s)− xl(zx)), 1 ≤ j ≤ n, gn,n+1(x(s)) ≡ 1, gn,n+l(x(s)) ≡ 0, l > 1. (43)

Use of Equation (42) for x(s) = xn+1(zx) gives taking into account Relation (41) and the fact that
gn,n+1 ≡ 1

Cn = Fk(xn+1(zx)).

In the third step, we apply the operator Θa (defined in (34)) on (42) and use the relation

Θzx+ j
2
gn,j(x(s)) = gn,j+1(x(s)), 1 ≤ j ≤ n,

— derived by direct computation — to obtain the relation

Θzx+n+1
2
Fk(x(s)) =

k∑
j=1

Cn+j gn+j,n+2(x(s)), (44)

from which we deduce using again (41) that

Cn+1 = Θzx+n+1
2
Fk(xn+2(zx)).

The remaining coefficients Cn+l, l ≥ 2 are obtained in the same way by successive application of
Θzx+n+l

2
, 2 ≤ l ≤ k on (44) and use of the gn,j(xj(zx)) = 0, 1 ≤ j ≤ n. �
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Theorem 12 The coefficients cn of a series solution

y(x(s)) =
∞∑

n=0

cn Fn(x(s)), (45)

of any divided-difference equation of the form

N∑
i,j=0

Pi,j(x(s)) Si
x Dj

x y(x(s)) = Q(x(s)), (46)

where k ∈ N, and Pi,j(x(s)) and Q(x(s)) are polynomials of arbitrary (but fixed) degree in the variable
x(s)), are solution of a linear difference equation.

Proof: Equation (46) can be transformed into an equation of type

1∑
i=0

M∑
j=0

P̃i,j(x(s)) Si
x Dj

x y(x(s)) = Q(x(s)), (47)

where M ∈ N, and P̃i,j(x(s)) are polynomials of arbitrary (but fixed) degree in the variable x(s) using re-
lations (12) and (13). The proof of the theorem is completed in the same way as in Theorem 8, substituting
(45) in (47) and making use of Proposition 11. �

Remark 13 This method works also when the coefficients Pi,j andQ are series expansions in our new basis.
Also, the previous result generalizes the one given by Atakishiyev and Suslov [3] in which they provide a
method to construct particular solutions to hypergeometric-type difference equations on non-uniform lattice.

The coefficients (dn,k)j of the expansion of the Askey-Wilson polynomials into the basis (Bk)k given by
(38) are difficult to handle since they are not q-hypergeometric. In order to provide explicit and simple
representation of series solutions of divided-difference equations such as (8), we provide a second basis
which is compatible not with the operators Dx and Sx but rather with D2

x and SxDx and are therefore very
useful when searching for series solutions of divided-difference equations with polynomials coefficients,
involving linear combination of products of D2

x and SxDx.

4 A New Basis Compatible with the Product of the Companion Operators

Expressing the Askey-Wilson polynomials (15) in terms of q-Pochhammer symbols

Pn(x; a, b, c, d|q) =
n∑

k=0

(q−n, q)k

(
a b c d qn−1, q

)
k

(a qs, q)k (a q−s, q)k

(a b, q)k (a c, q)k (a d, q)k

qk

(q, q)k

, (48)

and the fact that these polynomials fulfil (8) suggests the study of the action of the companion operators on
the function

B(a, x(s), n) = (a qs, q)n

(
a q−s, q

)
n
, n ≥ 1, B(a, x(s), 0) ≡ 1, (49)

which happens to be a polynomial of degree n in x(s) = qs+q−s

2 . By considering a more general situation,
we get:

Proposition 14 The general q-quadratic lattice

x(s) = u qs + v q−s

10



and the corresponding polynomial basis

B̂n(a, u, v, x(s)) = (2a u qs, q)n

(
2a v q−s, q

)
n
, n ≥ 1, B̂0(a, u, v, x(s)) ≡ 1,

which we relabel as
Bn(a, s) ≡ B̂n(a, u, v, x(s))

fulfil the relations

DxBn(a, s) = η1(a, n)Bn−1(a
√
q, s); (50)

SxBn(a, s) = β1(a, n)Bn−1(a
√
q, s) + β2(a, n)Bn(a

√
q, s); (51)

B1(a, s)D2
xBn(a, u, v) = η1(a, n) η1(a

√
q, n− 1)Bn−1(a, s); (52)

B1(a, s)SxDxBn(a, s) = η1(a, n) [β1(a
√
q, n− 1)Bn−1(a, s) + β2(a

√
q, n− 1)Bn(a, s)] ; (53)

x(s)Bn(a, s) = µ1(a, n)Bn(a, s) + µ2(n) Bn+1(a, s); (54)

B1(a, s)Bn(a, s) = ν1(a, n)Bn(a, s) + ν2(n)Bn+1(a, s); (55)

B1(a, s)Bn(a q, s) = Bn+1(a, s), (56)

where

µ1(a, n) =
1 + 4a2uv q2n

2a qn
, µ2(a, n) =

−1
2a qn

;

ν1(a, n) = (1− q−n) (1− 4a2uv qn), ν2(n) = q−n, η1(a, n) =
2a(1− qn)
q − 1

;

β1(a, n) =
1
2
(1− 4a2uv q2n−1)(1− q−n), β2(n) =

1
2

+
1

2qn
.

Proof: The proof is obtained by direct computation. It should, however, be recalled that Relation (50) for
u = v = 1

2 appears as exercise in [18], page 34. �

¿From the previous proposition, it appears clearly that because of the appearance of a
√
q in Relations

(50) and (51), the action of Dx and Sx onBn(a, s) cannot be written as finite (number of terms not depending
on n) linear combination of elements of the basis (Bk(a, s))k. However, this problem is solved by using the
operators B1(a, s)D2

x and B1(a, s)SxDx instead, to obtain Relations (52) and (53).
Equation (8) can therefore be solved using the known coefficients φ and ψ of Askey-Wilson. It can also

be derived from the hypergeometric representation (48) hence obtaining the coefficients φ and ψ and λn of
the Askey-Wilson polynomials.

5 Algorithmic Series Solutions of Divided-Difference Equations II

Theorem 15
If

y(x(s)) =
∞∑

k=0

dnBn(a, s) (57)

is a series solution of the equation

φ(x(s)) D2
xy(x(s)) + ψ(x(s)) SxDxy(x(s)) + λ y(x(s)) = 0, (58)

where λ is a constant, φ and ψ are polynomials of degree at most two and one, respectively

φ(x(s)) = φ2 x
2(s) + φ1 x(s) + φ0, ψ(x(s)) = ψ1 x(s) + ψ0, (59)
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then the coefficients (dk)n satisfy a second-order difference equation

Ak dk+2 +Bk dk+1 + Ck dk = 0, k ≥ 0, (60)

with

Ak = η1(a, k + 2) [η1(a
√
q, k + 1) φ (µ1(a, k + 1)) + β1(a

√
q, k + 1)ψ (µ1(a, k + 1))] ;

Bk = η1(a, k + 1) {η1(a
√
q, k) (φ2 µ1(a, k)µ2(a, k) + φ2 µ1(a, k + 1)µ2(a, k) + φ1 µ2(a, k) )

+β1(a
√
q, k) (ψ1 µ2(a, k) + ψ1 µ1(a, k + 1) + ψ0 )}+ λ ν1(a, k + 1)

Ck = φ2 µ2(a, k − 1) µ2(a, k) η1(a, k) η1(a
√
q, k − 1) + ψ1 η1(a, k)β2(k)µ2(a, k) + λ ν2(k).

Proof: The proof is organised in three steps:
In the first step, we assume that (8) has a series solution of the form

y(x(s)) =
∞∑

k=0

dk Bk(a, x(s)),

then apply D2
x and SxDx on y(x(s)) and use Equations (50) and (51) to get

φ(x(s))D2
xy(x(s)) + ψ(x(s)) Sx Dxy(x(s)) + λk y(x(s)) = 0

⇐⇒ φ(x(s))
∞∑

k=0

dk η1(a, k) η1(a
√
q, k − 1)Bk−2(a q, x(s))

+ψ(x(s))
∞∑

k=0

dk [η1(a, k)β1(a
√
q, k − 1)Bk−2(aq, s) + η1(a, k)β2(k − 1)Bk−1(aq, s)]

+λk

∞∑
k=0

dk Bk(a, s) = 0.

In the second step, we multiply the previous equation by B1(a, x(s)) and use of (52), (53) and (55) gives

φ(x(s))
∞∑

k=0

dk η1(a, k) η1(a
√
q, k − 1)Bk−1(a, s)

+ψ(x(s))
∞∑

k=0

dk [η1(a, k)β1(a
√
q, k − 1)Bk−1(a, s) + η1(a, k)β2(k − 1)Bk(a, s)]

+λk

∞∑
k=0

dk [ν1(a, k)Bk(a, s) + ν2(k)Bk+1(a, s)] = 0.

In the third step, we insert (59) into the previous equation and use (54) to eliminate all occurrences of
xj(s)B(a, x(s), k), j = 1, 2 to obtain after some computation

∞∑
k=0

(Ak dk+2 +Bk dk+1 + Ck dk)Bk(a, s) = 0,

where

Ak = η1(a, k + 2) [η1(a
√
q, k + 1) φ (µ1(a, k + 1)) + β1(a

√
q, k + 1)ψ (µ1(a, k + 1))] ;

Bk = η1(a, k + 1) {η1(a
√
q, k) (φ2 µ1(a, k)µ2(k) + φ2 µ1(a, k + 1)µ2(a, k) + φ1 µ2(a, k) )

+β1(a
√
q, k) (ψ1 µ2(a, k) + ψ1 µ1(a, k + 1) + ψ0 )}+ λ ν1(a, k + 1)

Ck = φ2 µ2(a, k − 1) µ2(a, k) η1(a, k) η1(a
√
q, k − 1) + ψ1 η1(a, k)β2(k − 1)µ2(a, k) + λ ν2(k).
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Therefore, dk satisfies the difference equation

Ak dk+2 +Bk dk+1 + Ck dk = 0, k ≥ 0, (61)

since (Bk(a, s))k is a basis of C[x(s)]. �

The previous theorem can be extended to divided-difference equations of arbitrary order with polynomial
coefficients, involving linear combinations of powers of the operators D2

x and SxDx. Such operators can
be rewritten, using Relations (12) and (13), as linear combination of D2j

x and SxD2j+1
x , j ≥ 0. For this

extension, we will need the following results, obtained by iteration of Relations (50)-(56).

Proposition 16 The basis (Bn(a, s))n satisfies the following relations:

D2k
x Bn(a, s) = πn,k Bn−2k(aqk, s), 0 ≤ 2k ≤ n;

Lk(s)Bn(aqk, s) = Bn+k(a, s);
Lk(s)D2k

x Bn(a, s) = πn,k Bn−k(a, s);
Lk+1(s)SxD2k+1

x Bn(a, s) = In,k Bn−k−1(a, s) + Jn,k Bn−k(a, s),

where

Lk(s) =
k−1∏
j=0

B1(aqj , s), πn,k =
2k−1∏
j=0

η1(aq
j
2 , n− j);

In,k = πn,k η1(aqk, n− 2k)β1(aqk+ 1
2 , n− 2k − 1);

Jn,k = πn,k η1(aqk, n− 2k)β2(aqk+ 1
2 , n− 2k − 1).

We now state the following theorem which can be proved in the same way as Theorem 15 but using instead
the equations of the previous proposition.

Theorem 17 If

y(x(s)) =
∞∑

k=0

dnBn(a, s)

is a series solution of the divided-difference equation M∑
j=0

Pj(x(s))D2j
x +

N∑
j=0

Qj(x(s))SxD2j+1
x

 y(x(s)) = T (x(s)) (62)

where Pj , Qj and T are polynomials in the variable x(s), then the coefficients (dk)n satisfy a linear differ-
ence equation of maximal order max(2M, 2N + 1).

In the following results, Theorem 15 is used to solve Equation (1) for the lattice x(s) = qs+q−s

2 and for the
coefficients φ and ψ given by (16) to get the representation of the Askey-Wilson polynomials given by (15).
It is also used to recover the polynomials φ, ψ and the constant λn assuming that (15) satisfies (1).

Theorem 18
The Askey-Wilson polynomials Pn(x, a, b, c, d|q) satisfy a divided-difference equation of the form (8) if and
only if the polynomial coefficients φ and ψ are, up to a multiplicative factor, those of Askey-Wilson given by
(16), and λ = λn given by (2).

Proof: The proof is organized in two steps:
In the first step, we assume that the Askey-Wilson polynomials Pn(x; a, b, c, d|q) satisfy (8). This

implies that
dn 6= 0, dn+2 = dn+1 = Cn = 0,
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and

dk =
(q−n, q)k

(
a b c d qn−1, q

)
k

(a b, q)k (a c, q)k (a d, q)k

qk

(q, q)k

(63)

is solution of (61). The condition Cn = 0 provides the constant

λ = λn = −4
(−q + abcdqn)

√
q (−1 + qn)

(−1 + q)2 qn
(64)

which is a special case of (2). By substituting λ = λn and the previous expression of dk into (61), we obtain
after simplification an equation of the form

N∑
k=0

Hk(φ2, φ1, φ0, ψ1, ψ0) qkn = 0,

where the Hk(φ2, φ1, φ0, ψ1, ψ0) are linear combinations of the coefficients of φ and ψ. Solving the system
of linear equations Hk(φ2, φ1, φ0, ψ1, ψ0) = 0, 0 ≤ k ≤ N in terms of the coefficients φj and ψj , we
obtain, up to a multiplicative factor, the coefficients of the polynomials given in (16).

In the second step, we substitute the coefficients φ and ψ of (16), as well as the coefficient λn of (64) in
(61) to obtain the following recurrence equation for dk:

4 qnq
(
qk+1 − 1

) (
a2qk+1 − 1

) (
acqk+1 − 1

) (
adqk+1 − 1

) (
qqk+1 − 1

) (
abqk+1 − 1

)
dk+2

+4
(
qk+1 − 1

){
−
(
qk+1

)3
a3qnbcd−

(
qk+1

)3
a3qqnbcd+

(
qk+1

)2
qnabcdq +

(
qk+1

)2
a2qqnbc

+
(
qk+1

)2
a3q (qn)2 bcd+

(
qk+1

)2
q2a2 +

(
qk+1

)2
a2qqncd+

(
qk+1

)2
a2qqnbd− qk+1q2 (65)

−qk+1q (qn)2 abcd− qk+1a2q2qn − qk+1aq2qnc− qk+1aq2qnd− qk+1aq2qnb+ q3qn + q2qn
}
dk+1

−4
(
qnq − qk+1

)
q
(
qk+1abcdqn − q2

)
dk = 0.

In [1] and [4] algorithms were presented to find all solutions of an arbitrary q-holonomic difference equa-
tion in terms of linear combinations of q-hypergeometric terms. This algorithm was tuned and made much
more efficient in [8], and a Maple implementation was made available in [16]. For the purpose to solve
the second order q-difference equation (65) in terms of hypergeometric terms, we have used the command
qrecsolve from the qsum package [4] (one could also use the command qHypergeomSolveRE of the
qFPS package [16]), to obtain the coefficients dk given in (63). Details of this computation can be found in a
Maple file made available on www.mathematik.uni-kassel.de/˜koepf/Publikationen. �

6 Applications and Illustrations

In this section we provide two applications for the basis Fk: The first gives a new representation of the formal
Stieltjes series in terms of the basis Fk, while the second gives a representation of the basic exponential and
trigonometric functions in terms of the basis Fk.

6.1 Series expansion of the formal Stieltjes series

Using Corollary 7 we define the formal Stieltjes series corresponding to a functional L as

S(L)(x(z)) =
∞∑

k=0

µk

Fk+1(x(z))
with µk = 〈L, Fk〉, (66)

and obtain the following results:
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Theorem 19 The following results hold:

S (DxL)(s)) = DxS(L)(s), (67)

S (SxL)(s)) = α SxS (L) (s) + U1DxS (L) (s), (68)

where the actions of Dx and Sx on L are defined as

〈DxL, P 〉 = −〈L,DxP 〉, 〈SxL, P 〉 = 〈L,SxP 〉, ∀P ∈ C[x(s)],

and the product of a polynomial f by a linear functional L, fL, is defined by

〈fL, P 〉 = 〈L, fP 〉, ∀P ∈ C[x(s)].

Proof: Relation (67) is obtained by direct computation using Equations (25) and (27). The proof of (68)
uses the following results:

S(U1(x(s))DxL) = U1(x(s))S(DxL); (69)

SxFn + Dx(U1Fn) = α(αn+1Fn +
γn

2
∇xn+2(zx)Fn−1). (70)

Relation (69) is obtained using the well-known result by Maroni [13]

S [fL] (x) = f(x)S [L] (x) + (Lθ0f)(x), f ∈ C[x], (71)

where

θ0f(x) =
f(x)− f(0)

x
,

and

Lg(x(s)) =
n∑

k=0

gk

k∑
j=0

〈L, xj(s)〉xk−j(s), with g(x(s)) =
n∑

k=0

gk x
k(s), n ≥ 0.

Relation (70) is derived by direct computation using (3), (14), (23), (25) and (26).
Coming back to the proof of Relation (68), we combine (69), (70) (26), (28) and the fact that γ0 = 0 to

get:

S(SxL)(x(s))− U1(x(s))Dx(S(L))(x(s)) = S(SxL)− S(U1(x(s))DxL);
= S(SxL − U1(x(s))DxL)

=
∞∑

n=0

〈L,SxFn + Dx(U1Fn)〉
Fn+1(x(s))

= α

∞∑
n=0

〈L, (αn+1Fn + γn

2 ∇xn+2(zx)Fn−1〉
Fn+1(x(s))

= α
∞∑

n=0

〈L, αn+1Fn〉
Fn+1(x(s))

+ α
∞∑

n=0

〈L, γn∇xn+2(zx)Fn−1〉
2Fn+1(x(s))

= α

∞∑
n=0

〈L, αn+1Fn〉
Fn+1(x(s))

+ α
∞∑

n=1

〈L, γn∇xn+2(zx)Fn−1〉
2Fn+1(x(s))

= α

∞∑
n=0

〈L, αn+1Fn〉
Fn+1(x(s))

+ α

∞∑
n=0

〈L, γn+1∇xn+3(zx)Fn〉
2Fn+2(x(s))

= α
∞∑

n=0

〈L, Fn〉
(

αn+1

Fn+1(x(s))
+
γn+1∇xn+3(zx)

2Fn+2(x(s))

)

= α

∞∑
n=0

〈L, Fn〉Sx
1

Fn+1(x(s))

= αSx(S(L))(x(s)).
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6.2 Series expansion of the basic exponential function

In this sub-section, we represent the basic exponential function in terms of the basis (Fk)k. The basic
exponential function Eq(x(s);w) can be defined using the representation by Ismail and Stanton (see [18]
page 21 and references therein)

Eq(x;w) =

(
−w; q

1
2

)
∞

(qw2; q2)∞
2ϕ1

(
q

1
4 eiθ, q

1
4 e−iθ

−q
1
2

∣∣∣∣∣ q 1
2 ;−w

)
, x = cos θ,

where (a, q)∞ =
∞∏

n=0
(1− aqn).

By putting eiθ = qs and therefore

x = cos θ =
eiθ + e−iθ

2
=
qs + q−s

2
= x(s),

Eq(x(s);w) satisfies the following first-order divided-difference equation ([18], page 18)

Dxy(x(s)) =
2wq

1
4

1− q
y(x(s)).

By inserting the series expansion of y(x(s)) in terms of (Fk)k

y(x(s)) =
∞∑

n=0

anFn(x(s))

in the previous first-order divided-difference equation and following the method developed in Theorem 8,
we get the following recurrence equation for an

an+1 =
2wq

1
4

(1− q)γn+1
an,

from which we deduce that

an =

(
2wq

1
4

1− q

)n
a0

γn!
, γ0! ≡ 1.

Therefore we have, taking into account Equation (37), the following representation of the basic exponential
function

Eq(x(s);w) = a0

∞∑
n=0

(
2wq

1
4

1− q

)n
Fn(x(s))
γn!

= a0

∞∑
n=0

(
wq

1
2

q − 1

)n
1
γn!

(
q

1−2n
4 qs; q

)
n

(
q

1−2n
4 q−s; q

)
n
,

where a0 is a suitable constant which from the fact that Fn(x1(zx)) = 0, n ≥ 1 is given by

a0 = Eq(x1(zx), w) =
(−w; q

1
2 )∞

(qw2; q2)∞
,

with the last expression taken from [18] (Equation 2.3.10, Page 18).
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6.3 Series expansion of the basic trigonometric functions

In this sub-section, we represent the basic trigonometric functions in terms of the basis (Fk)k. The basic
trigonometric cosine and sine functions are defined respectively by (see [18, page 23])

Cq(x;w) =

(
−w2; q2

)
∞

(−qw2; q2)∞
2ϕ1

(
−qe2iθ,−qe−2iθ

q

∣∣∣∣∣ q2;−w2

)
,

Sq(x;w) =

(
−w2; q2

)
∞

(−qw2; q2)∞

2wq
1
4

1− q
cos θ 2ϕ1

(
−qe2iθ,−qe−2iθ

q

∣∣∣∣∣ q2;−w2

)
, x = cos θ, |w| < 1.

By putting eiθ = qs, the functions Cq(x(s);w) and Sq(x(s);w) satisfy the following second-order divided-
difference equation ([18], page 26)

D2
xy(x(s)) = −

(
2wq

1
4

1− q

)2

y(x(s)). (72)

By inserting the series expansion of y(x(s)) in terms of (Fk)k

y(x(s)) =
∞∑

n=0

bnFn(x(s))

in (72) and following the method developed in Theorem 8, we get the following recurrence equation

bn+2 = −

(
2wq

1
4

1− q

)2
1

γn+2γn+1
bn,

from which we deduce that

b2n = (−1)n

(
2wq

1
4

1− q

)2n
b0
γ2n!

and b2n+1 = (−1)n

(
2wq

1
4

1− q

)2n
b1

γ2n+1!
.

Therefore the two linearly independent solutions (72) are, taking into account the explicit representation of
Fn given in (37) for the Askey-Wilson lattice

Aq(x(s), w) =
∞∑

n=0

(−1)n

(
2wq

1
4

1− q

)2n
F2n(x(s))
γ2n!

=
∞∑

n=0

(
wq

1
2

1− q

)2n
(−1)n

γ2n!

(
q

1−4n
4 qs; q

)
2n

(
q

1−4n
4 q−s; q

)
2n
,

and

Bq(x(s), w) =
∞∑

n=0

(−1)n

(
2wq

1
4

1− q

)2n
F2n+1(x(s))
γ2n+1!

=
∞∑

n=0

(
wq

1
2

1− q

)2n
(−1)n

γ2n+1!

(
q

1−2n
2 qs; q

)
2n+1

(
q

1−2n
2 q−s; q

)
2n+1

.

Since the functions Cq and Sq are both solutions of (72) which is a second-order linear divided-difference
equation, they can be expressed as linear combination of the solutions Aq and Bq:

Cq(x(s), w) = u0Aq(x(s), w) + u1Bq(x(s), w), Sq(x(s), w) = v0Aq(x(s), w) + v1Bq(x(s), w), (73)
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where ui and vi are constants.
Combining (73) with the following relations derived by direct computation

DxAq(x(s), w) = −

(
2wq

1
4

1− q

)2

Bq(x(s), w), DxBq(x(s), w) = Aq(x(s), w),

and using the relations (see [18], page 26)

DxCq(x(s), w) = −2wq
1
4

1− q
Sq(x(s), w), DxSq(x(s), w) =

2wq
1
4

1− q
Cq(x(s), w),

gives

u1 = −λv0, v1 = λu0, with λ =
2wq

1
4

1− q
. (74)

Use of the fact that Fn(x1(zx)) = 0, n ≥ 1 gives the relation

Aq(x1(zx)) = 1, Bq(x1(zx)) = 0

which combined with (73) leads to

u0 = Cq(x1(zx)), v0 = Sq(x1(zx)).

We therefore have the following representation of the Cq and Sq functions:

Cq(x(s), w) = Cq(x1(zx))Aq(x(s), w)− λSq(x1(zx))Bq(x(s), w),
Sq(x(s), w) = Sq(x1(zx))Aq(x(s), w) + λCq(x1(zx))Bq(x(s), w),

where the evaluation of the functions Cq and Sq on x1(zx) = x(−1
4) = q

1
4 +q

−1
4

2 are given respectively by
(see [18] page 27, equations 2.4.19 and 2.4.20)

Cq(x1(zx)) =
(−iw; q

1
2 )∞ + (iw; q

1
2 )∞

2(−qw2; q2)∞
, Sq(x1(zx)) =

(−iw; q
1
2 )∞ − (iw; q

1
2 )∞

2i(−qw2; q2)∞
.

6.4 Connection coefficients between the basis (Fk)k and (Bk(a, s))k

The basis basis (Fk)k and (Bk(a, s))k are connected in the following ways

Proposition 20

Fn(x(s)) =
n∑

j=0

rn,j Bj(a, s), Bn(a, s) =
n∑

j=0

sn,j Fj(x(s)), (75)

where

rn,k =
γn!
γn−k!

Fn−k(ε0,k)
k−1∏
l=0

η1

(
aq

l
2 , k − l

) , 0 ≤ k ≤ n, n ≥ 1, (76)

sn,k =
1
γk!

Bn−k

(
aq

k
2 , zx +

1
2

) k−1∏
l=0

η1

(
aq

l
2 , n− l

)
, 0 ≤ k ≤ n, n ≥ 1, (77)

and

εj,k =
1 + 4a2u2v2q2j+k

4aqj+ k
2

. (78)
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Proof: We first apply the operator Dk
x on both members of (75) for fixed non-negative integers n ≥ 1 and

k ≤ n to get using (39) and (50)

γn!
γn−k!

Fn−k(x(s)) =
n∑

j=k

rn,j

[
k−1∏
l=0

η1

(
aq

l
2 , j − l

)]
Bj−k

(
aq

k
2 , s
)
, n ≥ 1, 0 ≤ k ≤ n, (79)

[
k−1∏
l=0

η1

(
aq

l
2 , n− l

)]
Bn−k

(
aq

k
2 , s
)

=
n∑

j=k

sn,j
γj !
γj−k!

Fj−k(x(s)), n ≥ 1, 0 ≤ k ≤ n. (80)

Then, we write

Bn(a, s) = B̂n(a, u, v, x(s)) = (2auqs; q)n

(
2auq−s; q

)
n

=
n−1∏
j=0

(
1− 4aqjx(s) + 4a2uvq2j

)
and deduce that

B̂n(a, u, v, εj,0) = 0, ∀n ≥ 1, ∀j ≤ n,

where εj,k (which is in fact the constant εj,0 in which a is replaced by aq
k
2 ) is given by (78). We therefore

obtain rk by using (79) for x(s) = ε0,k and taking into account the previous relation. The coefficient sn,k is
obtained in a similar way by using (80) for x(s) = x1(zx) and taking into account the fact that

Fn(x1(zx)) = 0, ∀n ≥ 1.

�
From the connection coefficients given above, one can express any polynomial given in one of the basis to
another one.

Proposition 21 Let n be a positive integer, Pn and Qn two polynomials of degree n in the variable x(s)
such that

Pn(x(s)) =
n∑

k=0

an,kFk(x(s)), Qn(x(s)) =
n∑

k=0

bn,kBk(a, s). (81)

Then Pn and Qn can be expanded in the basis (Bk(a, s))k and (Fk(x(s))k

Pn(x(s)) =
n∑

j=0

cn,jBj(a, s), Qn(x(s)) =
n∑

j=0

dn,jFj(x(s)), (82)

with

cn,j =
n∑

k=j

an,ksk,j , dn,j =
n∑

k,j

bn,krk,j ,

where rk,j and sk,j are defined by (76) and (77).

Proof: First we use relation (75) in the expression of Pn(x(s)) taken from (81) to get

Pn(x(s)) =
n∑

k=0

an,kFk(x(s))

=
n∑

k=0

an,k

k∑
j=0

rk,j Bj(a, s)

=
n∑

j=0

 n∑
k=j

an,k rk,j

Bj(a, s).
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The expansion of polynomial Qn is obtained in the same way.
For the special case when Qn(x(s)) is the Askey-Wilson polynomials given by (15)

bn,k =
(q−n, q)k

(
a b c d qn−1, q

)
k

(a b, q)k (a c, q)k (a d, q)k

qk

(q, q)k

.

Therefore, we get after some computation using Relation (50) and taking care that zx = −1
4

dn,j =
n∑

k=j

bn,k sk,j

=
n∑

k=j

(q−n, q)k

(
a b c d qn−1, q

)
k

(a b, q)k (a c, q)k (a d, q)k

qk

(q, q)k

1
γj !

Bk−j

(
aq

j
2 , zx +

1
2

) j−1∏
l=0

η1

(
aq

l
2 , k − l

)

=
n∑

k=j

(q−n, q)k

(
a b c d qn−1, q

)
k

(a b, q)k (a c, q)k (a d, q)k

qk q
j(j−1)

4

γj !
(2a)j

(q − 1)j

(
aq

2k+1
4 ; q

)
k−j

(
aq

2k−1
4 ; q

)
k−j

.

�

7 Conclusion and Perspectives

In this paper, we developed suitable bases (replacing the power basis xn (n ∈ N≥0)) which enable the
direct series representation of orthogonal polynomial systems on non-uniform lattices (quadratic lattices
of a discrete or a q-discrete variable). We presented two bases of this type, the first of which allows to
write solutions of arbitrary divided-difference equations in terms of series representations extending results
given in [16] for the q-case and in [3] for the quadratic case. Furthermore we used this basis to give a new
representation of the Stieltjes function which we will used (see [7]) to prove the equivalence between the
Pearson equation for the functional approach and the Riccati equation for the formal Stieltjes function.

When the Askey-Wilson polynomials are written in terms of this basis, we proved that the coefficients
are not q-hypergeometric. Therefore, we presented a second basis, which shares several relevant properties
with the first one. This basis enables to generate the defining representation of the Askey-Wilson poly-
nomials directly from their divided-difference equation, and also to solve more general divided-difference
equations of arbitrary order involving the linear combination of D2j

x and SxD2j+1
x , (j ≥ 0).

As perspective, we mention that this paper shall lead to the characterization of orthogonal polynomials
(semi-classical and Laguerre-Han classes) on quadratic and q-quadratic lattices by means of the functional
approach, providing the link between such approach and the one developed by Magnus [11, 12] using the
Riccati equation for the formal Stieltjes series. It might also be used to solve specific divided-difference
equations such as the q-wave and the q-heat equations [18]; and provide new identities in the domain of
special functions.
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