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Abstract

Using the functional approach, we state and prove a characterization theorem for classical orthogonal
polynomials on non-uniform lattices (quadratic lattices of a discrete or a g-discrete variable) including
the Askey-Wilson polynomials. This theorem proves the equivalence between seven characterization
properties, namely the Pearson equation for the linear functional, the second-order divided-difference
equation, the orthogonality of the derivatives, the Rodrigues formula, two types of structure relations,
and the Riccati equation for the formal Stieltjes function.
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1 Introduction

Classical orthogonal polynomials (in short COP) on a non-uniform lattice are defined as polynomials (P,,),,
with degree P,, = n, satisfying one of the following orthogonality relations [4, 5, 8, 13, 24]

P (x(s))Pn(z(s))p(s)Vai(s)ds = kydpm, kn #0, Vn, m € N; (1)

= 5—

Il
o

P (x(s;))Pm(z(si))p(si)Vai(si) = knonm, kn #0, Vn, meN, N e NU{c0}, (2

(2

where N is the set of nonnegative integers, so = a, sy = b. Here, C' is an appropriate contour in the
complex s-plane, and the weight p is a solution of the Pearson-type equation

A
Tr ) (0090(9) = () p(5) )

where 1) is a first-degree polynomial and
B (s)) = o(5) + 5 (a(5) T (s) @

is a polynomial of degree at most two in x(s), with the border conditions

JoAfo(s)p(s)ak(s—4)]ds=0, k=0,1,2,...

(5)
a(s) p(s) xF(s — %)‘S:a’b =0,k=0,1,2,...,
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for orthogonality relation (1) and (2) respectively. A and V are the forward and the backward operators

Af(z(s)) == Af(s) = f(s +1) = f(s), Vf(x(s)) := V[(s) = f(s) = f(s = 1),

and

zu(s) =x(s+ g), weC,

where z(s) is a non-uniform lattice satisfying [4, 25]

r(s+k)—x(s) = mVarp(s), k>0, (6)
"”<3+k2)”(3) = g ai(s) + B k>0, )

with the sequences (), (8k), (k) satisfying the following relations

ag+1 —2aap+ag—1 = 0,
Br41 =20k + Br—1 = 2[ay, (8
Vo4l — Ve—1 = 20y,
and the initial conditions
ap=1la1=0a,B0=0,61=06,%=0,1=1 )

The lattice z(s) is explicitly given by [25]

1 _1
a(s)={ @€ Feaqitey for o= (10)
ca s>+ 55+ cg for a=1.

Costas-Santos and Marcellan [5], using the Pearson equation (3) for the weight function, gave a charac-
terization theorem for classical orthogonal polynomials on the lattice (10), proving the equivalence between:

1. the second-order divided-difference equation

{a(s) A v + w(m(s))Ax(S) + /\n} P,(z(s)) =0, n > 0; (11)
APn 1 (x(s)) Y

2. the orthogonality of the derivatives (=—%- )

3. the Rodrigues formula

Pu(a(s) = 2 Y v

= o(s) Vai(s) T Van(s) (pn(s)), with pr(s) = o(s+1) pr—1(s+1), po(s) = p(s);

(12)
4. and the second structure relation

Po(z(s+ 1); + P (z(s)) — Conn Af(s)Pn-H(m(S)) O

%Pn(x(s)) + Cn,n—l :f(s)Pn—l(x(s)%

(13)
with Cn,nfl 75 0.



Koornwinder [14] in 2007 gave a structure relation for classical orthogonal polynomials of the form

L(pn)('r) = Tn Ananrl(:E) — Tn—1 Cnpnfl(x)a (14)

where A,, and B,, are the coefficients of the three-term recurrence relation

mpn(m) = Anpn—kl(x) + Bnpn($> + Cnpn—l(-%');

while L is a linear operator acting on the linear space R[x] of polynomials of the variable 2 with real
coefficients. In addition LL is skew symmetric

(Lf,g) = —(f.Lg), Vf,g € Rlz],

and satisfies
L(z™) = v, 2"+ terms of lower degree,

where (., .) is the inner product with respect to which the corresponding polynomial sequence is orthogonal.
For the specific case of Askey-Wilson polynomials, Koornwinder gave the operator IL as

1—az)(1—=b2)(1 —c2)(1 —dz)z2f[gz] — (1 — 2)(1 — &) (1 — &)(1 — 9)22f[2
(L(f))[z]:( )( )( )( )z flaz] 1( (1 -2)0-201-7%) f[q]’ 15

zZ—ZzZ

with the notation f[z] := f (#) = f(x), where x = % More details are given in Section 4.

The aim of this paper is to:

1. state the Pearson-type equation for the linear functional of the corresponding classical orthogonal
polynomials, and prove that the Pearson equation for the weight implies the one of the linear func-
tional;

2. state and prove using the functional approach seven equivalent characterization properties for classical
orthogonal polynomials: the four properties given by Costas-Santos and Marcellan [5], plus, the
Pearson equation for the linear functional, the Rodrigues formula for the linear functional, the first
structure relation and the Riccati equation for the formal Stieltjes function;

3. find the link between the structure relation given above by Koornwinder [14] and our second structure
relation;

4. connect this work with the pioneering one by Magnus [15] who gave the Riccati equation for the
associate Askey-Wilson polynomials.

Since the operator D, reduces to the forward operator A and the Hahn operator D, (Dq fls) = %)

for the lattices x(s) = s and z(s) = ¢° respectively [8], this work generalizes previous ones characterizing
classical orthogonal polynomials by means of the above mentioned seven equivalent properties. Among
these, we would like to mention [1, 2, 17] for COP of a continuous variable, [12] for COP of a discrete
variable, [21, 20, 3] for COP of a g-discrete variable and [5, 14] for COP on a non-uniform lattice.

In Section 2, we recall known results and link the Pearson equation for the weight with the one of the
linear functional. Section 3 deals with the characterization theorem while the last section provides some
important connections and perspectives.



2 Known Results and Pearson-type Equations

2.1 Properties of the Companion Operators D, and S,

By means of the companion operators D, and S, [8]

fla(s +3)) = fla(s - 3))

. f(a(e)) = =, A o Sl = ; . a6
Equation (11) can be rewritten as [7, 8]
¢(x(5)) DI Py ((s)) + (2(5)) SeDe Pa((5)) + An Pala(s)) = 0, (17)
where
An = —Tn (¢2 Yn—1 + ¢1 anfl)- (18)

The operators D, and S,, which transform a polynomial of degree 7 in the variable x(s) into a polynomial
of degree n — 1 and n respectively in z(s), fulfill important relations—which read, taking into account the
shift (compared to the definition in [8]) in the definition of the above defined companion operators, as

Theorem 1 /8]
1. The operators D, and S,, satisfy the product rules I

Dy (f(z(s))g(x(s))) = Sof(2(s))Dag(z(s)) + Do f(2(s)) Seg(a(s)), (19)
Sz (f(x(s))g(2(s))) = Uaz(x(s)) Dy f(x(s)) Dag(a ())+Szf( (5)) Szg(x(s)), (20)

where Us is a polynomial of degree 2
Us(a(s)) = (0" = 1) 2*(s) + 23 (o + 1) x(s) + 0a, e3))

and d, is a constant depending on «, (3 and the initial values x(0) and x(1) of x(s):

2 2 a? — o 2 (o 2
o= PO 221 ) ) et Pty

(@(0) + (1)) + (22)

2. The operators D, and S, satisfy the quotient rules

(f(x(s))) _ Suf(5(5)) Dugla(s)) — Duf(2(5)) Sug(a(s) .
a(z()) Uz(a() D, <<s P Sega(s)E

FE)\  Un(e(s)) Dy f(a(s)) Dag(a(s)) — S, f(x(s)) Sagla(s))
SJ”(g(:c(s))) = Ua((5)) Dag(z(s))2 — Bag(@(s))P ’ 29

provided that g(x(s)) # 0.

3. More generally, relations (19)-(20) and (23)-(24) remain valid if we replace x and x1 by x,, and x,, {1
respectively, u € C. In particular, the constant d, remains unchanged if we replace x in (22) by

xp, k€Z, e,
Op), = 0z : =10, k € Z. (25)
4. The operators D, and S, also satisfy the product rules 11
D,S; = aS;D;+Ui(s)D; (26)
S2 = Ui(s)Se Dy + als(s) D2 +1, (27)

where 1 is the identity operator 1f(z) = f(z), and

Ur(s) == Ur(z(s)) = (o = 1) z(s) + B(a+ 1), Us(s) := Us(x(s)). (28)



2.2 Properties of the Basis F,

Looking for suitable bases for the companion operators, Foupouagnigni, Kenfack, Koepf, and Mboutngam
[9] proved the following:

Theorem 2 [9]
The polynomial sequence

Fo(2(s)) = Fp(x(s), 2(2)), with F,( H —z(z (29)

where z, is the unique solution (provided that the lattice x(s) is quadratic or q-quadratic: i.e. the constants
c; in (10) satisfy c1 ca # 0 or c4 # 0) in the variable t of the equation

z1(t) = z(t),
fulfills the following relations
D, Fo(x(s)) = n Fao1(z(s)), (30)
SeFa(a(s)) = 0w Fa(a(s)) + 5 Vanri(z0) Fa (a(s), (1)
Y m
PEGE) T Fmee) G2
1 . Op Tn vanr?(Zx)
SEGE) T Fa@() | 2 Fan(a(s) 43

where o, By and v, are defined in (8).
One straightforward corollary of the previous theorems is the following:
Corollary 1 The coefficients o, and ~y,, fulfill the following relations
i1 = aay + (02 = DY, Yni1 = Qn + Y, 34)

from which one deduces after some computations involving basic linear algebra that

an =1, v, =n, fora=1, (35)
and n n n n 1 1
2 —3 2 —qg 2 3 3
A e (36)
q2 —q 2

Proof:  This can easily be deduced by applying the operators D, and S, to both sides of the following
relation deduced from (29)

Fra(2(s)) = (2(s) — 2nt1(22)) Falz(s)),
and using the product rules (19) and (20). [l

Next, by considering, instead of the well-known Stieltjes function S; of the functional £

Solc] () = 3 Aot ) (37)

n+1 ’
n=0 z (Z>
but rather its new representation [9] in terms of the appropriate basis F,

(L, Fy(x(s
s1e)(2) =3 ),

n=0
and using results of the previous theorems, the following result is proved in [9].

(38)



Theorem 3 [9]

SD:L](s) = D [S(L)](s), (39)
SIS.L](s) = aS,S[L](s)+ UiD,S[L] (). (40)

Here, for a given Q € Clz(s)], Q L, D, L and S, L are linear functionals defined as
(QL,P)=(L,QP), (DL, P)=—(L,D,P), (SzL,P)=(L,S,P), VP € Clz(s)]. 41)

Remark 1

1. The functions Sy [L] and S L] defined respectively by Equations (37) and (38) are equal. In fact,
if the corresponding polynomial family is orthogonal with respect to a given positive measure (1(x),

then the function Sy reads
dpu((s))
Sold) o)) = [ EEEE
Supp. p .CL‘(Z) - {L‘(S)
The latter expression is equal to (38) by means of the relation (see [9], Corollary 7, page 6)

oo

L& ARGk
70~ 2 FeaGl) T

2. The expression S(fL) can be evaluated using the well-known relation by Maroni [18]
SfL)(x) = f(z) S L] (z) + (Lbof)(z), | € Cla], (42)

" (@)~ 1(0)
x J—
bof(z) = —
where the product of the functional L by a polynomial g, Lg, is defined as
n k n
Lg(x(s)) =D ge Y _(L,27(s))a" I (s), withg(z(s)) =) gra®(s), n>0.  43)
— k=0

k

0 7=0

2.3 Pearson-type Equations

Let (P,), be a family of COP on a non-uniform lattice. It is well-known that this polynomial sequence
satisfies [4, 5, 8] Equation (17). By assuming that L is the corresponding regular linear functional

<£7 Pan> = knén,ma kn 7& 07 Vn, m > 07 (44)
we obtain using (17) and (41)
0 = (L£,0)
= (L, 6(2(5)) D2 Poy1(2(5)) + 9(2(5))SeDaPry1 (2(s)) + Ang1 Pasa(2(s))), Vn >0,
= (Dy(¢L) —Sz(¥L), Dy Pry1(z(s))), Vn > 0. 45)

Since deg(D; Py41) = n, n > 0, the sequence (D P, 11(x(s)))n>0 forms a basis of C[z(s)], therefore
D (¢L) = Sz (YL). (46)

Definition 1
We call (46) the Pearson equation for the linear functional L corresponding to the COP (P,),, satisfying
(17).



Proposition 1
Let (P,,)y, be a polynomial family, orthogonal with respect to the weight function p satisfying the Pearson
equation (3) and the border conditions (5). Then, the linear functional U defined on C|x(s)] by

UP) = [ p&)Pa() Var(5)ds, @)
C
for the orthogonality relation (1), where C'is an appropriate contour in the complex s-plane, or by
N
U, P) = ZP((L‘(SZ)) p(s))Vzi(s;), N € NU{+oo}, (48)
1=0

for the orthogonality relation (2), satisfies the Pearson equation (46).

Proof:  The proof uses the following relations obtained by direct computation taking into account the
definitions of D, and S,,

A 1
oo 6= 3| = Dt )
Da(f(s)g(9) = S5+ 3)Dagls) + gls = 5)Daf(5). (50)

In the first step, computations using (4), (41) and (47) for P € C|x(s)] give
<Dw(¢u) - Sw(wu)ﬂp> = _<u7¢]DxP+wSxP>
= = [ (o) + 5006 Trr(5)) D2 P(a() + (ale))SPla(5)] T
c
S /C p(5)0(s) Dp P(x(s)) Vi (s) ds 51)
_/ P(z(s))p(s) |:;V:L‘1(S) D, P(x(s)) -I-SJ;P(CC(S))] Vzi(s)ds.
c
In the second step, we use (50) for f(s) = P(z(s)) and g(s) = o(s + 3)p(s + ) and the relation
%le(s) D, P(x(s)) + Sz P(x(s)) = P(z(s + 1)),

2

which is easily deduced by direct computation, to transform (51) into

(Dg(U) — Sz (YU), P) = —/C]D)x |:0'(8—|—;)p(8+;)P(1‘(8)):| Vzi(s)ds

2 2
1

c
- P(x(s))p(s)P(x(s + 5)) Vzi(s)ds.
c

+ / Pla(s + 2))D, [J(s + 56+ ;)] Vi (s) ds

In the third step we use the relation

D, <U(S + %)p(s + ;)) = (x(s))p(s)

which by means of (49) is equivalent to the Pearson equation (3), and the border conditions (5) to get
<Dz(¢u) - Sx(wu)a P> =0.

The proof is similar if the linear functional I/ is represented by (48). g



3 Characterization Theorem

In this section, we first state and prove the following propositions, which are used to give the proof of the
main results of this paper, stated in Theorem 4.

Proposition 2 The following relations hold for every linear functional L and for all polynomials f
and g.
]D)xSa:f = éDx (Ul (S)Dxf) + éSxDxfa (52)
S = S, (Ui(s)Da) + ~Ua(s)DES + f 53
U 1
/Dzg = Dy [(Sxf - lo(éx) Dmf) g:| - an(gsz)§ (54)
U U
fSa9 = Sa [(Sx = 1a:”)Dx f) g} = 2;””) D, (9D, f); (55)
(D3f)g = Du[DafSpg —SufDug] + (D3g) f (56)
(Sx]D)xf) g = S [Dfo:cg - S:ch:cg} + (Sxng) I (57)

Proof:  The proof of the first four relations is obtained by direct computation, starting from the right-hand
side using relations (19), (20), (26), (27) and the following ones linking U; and U

Se(Ui(z(s)) = aUi(z(s), Dy(Us(z(s)) = 2a Uy (x(s), DUy (x(s)) = a® — 1. (58)
Relations (56) and (57) are obtained by direct computation, starting from the right-hand side using relations

(19), (20), (26), (27). O

Proposition 3
The following relations hold for every linear functional L and for all polynomials f, g, ¢ and 1.

Do(¢L) = S(YL) = (L, (¢D2f + ¢SeDsf)g) = (L, (9 D3g + 1S:Dag) f); (59)
D, (fﬁ) = <Smf - UlQES) sz) D, L + éDfomEa (60)
5.(/6) = (807 = 2D,1) 8, + 1.0 (020 ap
f]D)x»C — Dx (Sxf 'C) - Sx (Dxf 'C) ; (62)
fSel = Sp(Sef L) — Dy (UaDyf L) (63)

Proof:  Relation (59) is obtained by a straightforward application of (41), (56) and (57). Finally, Relations
(60) and (61) are easily deduced from (54) and (55) respectively; while (62) and (63) are direct consequences
of Relations (19) and (20).

Since the polynomial sequence (Qn,m),,~ fulfills deg(Qnm) = n, Vn € N, there exists [19] a sequence

of linear functionals (Qnm> o called dual basis of (Qn,m),,~ satisfying
n> >

<Qn,m7 Q],m) = 5n,j7 n7 .] Z 0 (64)

Also, every linear functional £ can be represented as [19]
oo
L= Z<£7 Qn,m> Qn,m- (65)
n=0

8



In addition, if (Py)n is a polynomial sequence orthogonal with respect to the linear functional £, then its
dual basis P, is given by [12]

A P.L
P,=—F—7-, n>0. 66
The derivative of the dual basis Qnm fulfills
Proposition 4 R R
]D)J?Qn,m = _7n+1Qn+1,m—1 Vn > 07 Vm > 1. (67)
Proof:  Using the following relation easily deduced from (71)-(72),
1
Qn,m = DxQnJrl,mfl’ Vn > Oa m > ]-a (68)
Tn+1

we obtain for fixed integers n > 0 and m > 1,

(D2Qnims Qit1m—1) = —(Qnm:DeQip1m1), ¥j >0
= _<@n,ma7j+1Qj,m>a Vi >0
= —Yn+10n,4, V5 =0
= i1 Qnitm—1,Qjr1m-1), Vi > 0.

In addition,

<]D)x©n,m7 QO,m—l) = _<@n,m7DxQ07m—l> =0= _’Yn+1<@n+1,m—17 QO,m—1>-

Therefore,
Daan,m = _fYn—}—lQn—&—l,m—L

O
Proposition 5 Let L be a regular linear functional satisfying the Pearson equation
Dy (¢L) = Se(VL),
where ¢ is a polynomial of degree at most 2 and v a first degree polynomial. Then, we have
$2vn + hran # 0, Vn >0, (69)

where ¢o and 11 are the leading coefficients of the polynomials ¢ and 1 with respect to the basis (x™(s))p.
In addition, for any polynomial P, of degree n in x(s), we have

deg (¢(z(s))D2 Py (2(s)) + 1(2(8))S: Dy Pr(x(s))) = n, ¥n > 1. (70)

Proof:  Application of both sides of the Pearson equation to the polynomial F,, yields the following dif-
ference equation for the moments [, = (L, F},)

(¢2’7n + wlan)ﬂn-i-l = Up fin + Vpfln—1,

where u,, and v,, depend on n and the coefficients of the polynomials ¢ and . For all the moments to
exist, property (69) is necessary. Relation (70) is easily deduced from (69) since if we write P, (x(s)) =
anFn(x(s)) + ..., an # 0, then we have

& (x(5))D2 P (2(s)) + »(2(5))SeDaPa(2(s)) = anyn(d2vn—1 + Yran—1)Fu(a(s)) + ...,
with @, v, (21 + Y10m—1) # 0, Vn > 1. a



Theorem 4
Let L be a regular linear functional, (Pn)n its corresponding monic orthogonal polynomials and Qmm the
monic polynomial of degree n defined by

with

BpmQnm =D Py, m, n >0, (71)
m—1 ~ |
Bn,m = H Yn+m—j = %a Qn,O = Py. (72)
=0 "

The following properties are equivalent:

(a)

(b)

(c)

(d)

There exist two polynomials, ¢ of degree at most two and v of degree one, such that
Dy (¢L) = Se(PL). (73)

There exist two polynomials, ¢ of degree at most two and ) of degree one, such that for any integer
m > 0,

Dy(¢™ L) = Su(¥™ L), (74)
<£ma Qn,m Qj,m> = knéj,na kn 7& O,Vn,j € N, (75)

where the linear functional L., and the polynomials '™ and (™) are defined respectively by

oMY =S, + Uy Suyp™ 4 aly D™, 9@ = ¢, (76)
M) =DM 4o S,y 4+ Uy D™, O = g, (77)
L1 =D [Usp™ L] =S, [0 Ln], Lo= L, (78)

with the polynomials Us and Uy given respectively by (21) and (28).

There exist two polynomials, ¢ of degree at most two and 1 of degree one, such that for any integer
m > 0 the following second-order difference equation holds:

¢(m) (m(s))chQmm(az(s)) + ¢(m) (2(8))SaDaQnm(2(s)) + An,m@nm(2(s)) = 0, Vn >0, (79)
where the polynomials qb(m) and w(m) are given by (76), (77) and the constant
)\n,m = —Tn { gm)'Yn—l + wgm)an—l} (80)

with
o) (@(s) = 65" 2%(s) + 6" w(s) + o, ¥ (a(s) = " w(s) + g™, 81
where the polynomials ™ and "™ are defined in (76)-(77).

There exist two polynomials, ¢ of degree at most two and ) of degree one, such that for any integer
m > 0 the following Rodrigues relation holds:

YDy (anl,erlACerl) = a)\n,an,mﬁma Vn > 1, (82)

where Ly, is defined by Equations (76)-(78), and Ay, i, defined by (80), with the initial condition

(L,9) =0. (83)

10



(e) There exist two polynomials, ¢ of degree at most two and ) of degree one, such that for any integer
m > 0, there exist three sequences (ay,, \1)n, (an'y,)n and (ay', _1)n, such that the so-called first
structure relation is satisfied:

w(m)SiQn,m + ¢(m)DszQn,m = aan—i—lQn—l—l,m + aann,m + aan—lQn—l,my Vn>1, (84)

with al’* # 0 forn > 2, where the polynomials "™ and 1™ are defined in (76)-(77).

n,n—1

(f) For any integer m > 0, there exist three sequences (by',, 1)n, (07 )n and (b)), _1)n, such that the
following relation, called second structure relation, is sansﬁed

SxQn,m = bg:nJrlD:ch-‘rl,m + b?’anQn,m + bznflmen—l,mv Vn > 17 (85)
with b,y # 0 forn > 2.

(g) There exist three polynomials, A, B and C of degree at most two, one and zero respectively such that
the following Riccati equation for the formal Stieltjes function S(L) := S of the linear functional L
is satisfied
A(x(5))D2(S(L)) = B(x(5))S2(5(£)) + C. (86)
Proof:  Proof of Theorem 1
We organize the proof in the following scheme:
Step 1: (a) = (b) = (¢) = (a) which is equivalent to (a) < (b) < (¢).
Step 2: (b) + (¢) = (d) = (a) which taking into account Step 1, is equivalent to (¢) < (d).
+ (b) + (¢) = (f) = (a) which using Step 1, is equivalent to (a) < (f).
Step 4: (c¢) +

a) < (9)-

(

Step 3: (a)
( (f) = (e) = (a) which thanks to Step 3 is equivalent to (e) < (f).
(

Step 5:

Step 1: (a) = (b) = (c) = (a)

Step 1.1 (a) = (b).
We assume that the property (a) is satisfied and we show by induction on m that (74) and (75) are satisfied
for m > 0. (From the Pearson equation (73) and the orthogonality relation (44) for the family (P,), it is
obvious that the relations (74) and (75) are satisfied for m = 0. Assume that they are satisfied up to a fixed
integer m > 0. Firstly, we use Relation (68) and the definition of £,,+; given by (78) to get for 0 < j < n,

<£m+17 Qn,erl Qj,m+1> = _<£m> ¢(m) UQDx (Qn,m+1Qj,m+1) + Cb(m)S:Jc (Qn,m+1Qj,m+1)>

1
= _7<w(m)£m’ UQDx (DxQn+1,mDmQj+l,m)> + <¢(m)£m> Sx (DxQn+1,mDmQj+1,m)>~
Yn+17j5+1
Secondly, we use (54) and (55) for f = Qpy1,m and g = D, Qj11,m
Sx<Dij+1,meQn+l,m) = _O‘Qn—ﬁ-l,ngQj—‘rl,m
U
+aD, [(SxQn+1,m - 1(«73) Dan-‘rl,m) Dm@j+1,m] >
U2(x)Dz(Dij+1,mDan+l,m) = _aQn+1,mSmDmQj+1,m
U
+aS, |:<SxQn+1,m - l(x)DxQnJrl,m) DIQj+1,m:| )
to obtain after making use of the Pearson equation (74)
(6
<£m+1a Qn,m—H Qj,m—‘rl) - 7'<£m7 Qn+1,m ((Zﬁ(m)]D)in-‘rl,m + w(m)SxDmQj—i-l,m) >
Tn+17j+1
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Combination of (74), (75) and Proposition 5 lead to

(m) (m
a(y; + a; .
(Lrnt1, Qnm+1 Qjmt1) = (%2 — Y1) (L, Qr iy m)0im, 0< <

# 0, for j =n,

thanks to Proposition 5 with £ replaced by L,,.
Next, we show that (74) is satisfied at order m + 1, using mainly the fact it is satisfied at order m. Let
P be a polynomial of degree at least 1. We have

I = <_Dz(¢(m+1)£m+l) +Sx(¢(m+l)£m+1)7DxP>
= {Lni1, (#"HODEP 4+ 448, D, P) )
= (Da(U™ L) = Sa(¢™) L), (9" IDEP + "8, D, P))).

Use of relations (52) and (53) for f = P, the previous relation becomes:

I = (" Ly, ~UsDy [¢HID2P + ") [aD, S, P — Dy (1D, P))|
HH™ L, =S, [§7HIDEP 4 47+ [oD,8,P — D,(U1D, P)] )
= WL, —UsD, [qﬁ(m*” ]D?;P} )+ (U Loy, ~UsDy [@f’(mH)Dw (08, P — UiD= P ]]

ML, —S, [¢<m+1) Dipb (6™ L, —Sy [wm“)n)x [0S, P — Ulmxp]} ).

Using (54) and (55), first for f = D, P, g = ¢(™*1) then again for f = aS, P — U D, P, g = "t we
obtain after making use of the Pearson equation (74):

I = WML, DyPS¢™) 4+ (oS, P — UiD, P)Syp™mH) (87)
("™ L, Dy P Dy ™) 4 (S, P — UyDy P)Dyap(™m 1)),

By remarking that
S.Uy = aly, DUs = 2aUy, DUy = o — 1, SpUs = Uy 4+ UZ, D2¢™ =0,
we get after some computation using (19), (20), (26), (27), (76) and (77)

Se¢™ D = U1S; D™ + alaD26™ + 6™ + aliy™

+ [2aU% + a(20® — 1)Us] S;Dyp ™,
Sy = S, D™ + 20018, D™ + (™), (88)
D™ = aS,Dpp™ + 1D + (40® — DUISDeyp™ + (o — 1)3pt™),
D™ = D2 + (207 — 1)S,Dytp ™).

Subtituting (88) into (87) we get after using the product rules (19) and (20)

[ = (W™L, D,P (aUQDigs(m) +a(20? = 1)UsS, D™ + c;s(m)))
() Ly, 08, P (S,D6™ + 20018,D, 5™ + ag™))
(B Lo, Do P (08,De6™ + 202018, D™ + a2 — (™))
(6" L, 05, P (D26 + (20 — 1)S,Dyp(™ )

= WML, o (SzPSrID)qu(m) + Ug]D)xP]D)i(;S(m)) + (202 — 1)UsD, PS, D, (™)
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(™ L, S, P (mm&zmxwm) + azp(m)))
(™ L1, 0 (SIPID)igb(m) + Dxpgwqub(m)) +aD, P (2aU1§zID)Iw(’”) + a¢<m>)>
@™ L, a(20® — 1)S, PS, D¢ ™)
= (W™ Ly, aS,(PD¢™) + a(202 — 1)UsD, PS; D0 ™ + oS, P (mUlsszw(m) + aqp(m)))

(B Ly, D (PDo6™) + aD, P (2aU18,D,5™ + ™ ) + (202 = 1)8, PS,D,p™).
Use of the Pearson equation (74) allows to get from the previous equation:
I = @ML, a(20® — 1)UsD, PS, D™ + oS, P (2aUleD$1/J(m) + azp(m))) (89)
ML, oD, P (mmsmxwm) + a¢<m>) + a(202 — 1)S, PS, Db ™).

Taking into account the following relations which can easily be deduced from (19), (20), (26) and (27),

S, (Ulﬂ)xq/;(m) n aSm(m)) = 20018, Dytb™ + arp(™,

D, (D™ +aS,p0™) = (202 = 1)S, D™,
we get from the Equation (89, after using again the Pearson equation at the order m:

I = a@™ Ly, UsDy PDy(aS;yp ™ + UrDyp™) + S, PS, (0S4 ™ + UyDyp(™))
(™ Ly, Dy PSy (0™ + UtDgh™) + Sy PDy (a1 ™ + UiDytp ™).
= (™ L, S, (PO + 8,0 ™)) + alg™ Loy, Dy (POID4™ + a8,50M) )
= 0.
Therefore,
Dy (¢ Lon11) = S (¥ Lon11).

Step 1.2 (b) = (¢).
We assume (b) and fix two nonnegative integers n and m. Then from the following expansion

Cb(m)]DiQn,m + @ZJ(m)SxDan,m = Z an,;Qjm (90)

J=0

we deduce for 0 < k <n
g (Lms Q) = Ly (4 D2Qum + V™S, DaQnm ) Qi)

Next, taking into account (74), we use the property (59) for ¢ = ¢(™) o) = (™) f = Qnmand g = Q. m
to obtain

el Lons Q) = (Lons (D2 Qi + Y80 Qhn ) Quon)-
Therefore, since gb(m)DiQk,m + ¢(m)SszQk7m is a polynomial of degree at most k, we get
ank =0, for k <n.

Finally, we write in (90) Qy, m, = F,(x(s)) + lower terms and identify the coefficient of F}, on both sides
of (90) using relations (30) and (31) to get ay, ;m = —An,m given by (80).
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Step 1.3 (¢) = (a).
We assume Property (c) and obtain for fixed n > 0 and m = 1 after taking into account (79)

(D2(6€) = 54(60). Qua) = = 1+1 (Da($L) — So(6L), Dy Poss)
= - <‘C7 Qb]D)ftPnJrl + ¢SxDxPn+l>
Yn+1

_ M0 poy )
Tn+1
Since (Qn,1)r forms a basis of C[z], we deduce that D, (¢L) = S, (¢ L).
Step 2: (¢) < (d).
Step 2.1 (b) + (¢) = (d).
We assume property (c). Since we have established the above equivalence between properties (a), (b) and
(¢), we can then in addition make use of property (b). Let P € C[x]. Using Relations (78) and (68), we
obtain for fixed integers n > 1 and m > 0

<DI (Qn—l,m+1£m+1> 7P> = _<Qn—1,m+1£m+la DIP>
— _<£m+17 anl,m+1DmP>
= —(D, <U2¢(m)£m) _s, <¢(m)£m) ’ MDxP>
Tn
1

n

Use of the relations (54) and (55) for f = P and g = D,Qy.m

U2]Dz (Dan,szP) = _aP SLEID)an,m + aS:v |:<Szp - Z}DCCP) ID)(EQR,TTL:| )
St (DeQnmDeP) = —aPD2Qym + al, [(SZP - U1DxP> Dmem]
«

together with the Pearson equation for £,,, namely (74), transform the previous equation into
<7an (anl,erlACerl) 7P> = _a<£m> ((b(m)]D)iQn,m + w(m)S:prQmm) P>
By means of (79), the latter equation reads

<'7an (Qn—l,m—&—lﬁm-‘rl) 7P> = aAn,m<Qn,m£ma P>

Thus, we have
YDz (anl,mqtlﬁm#»l) = a)\n,an,mEm-

Equation (79) for n = 1 and m = 0 gives ¢ + Ay P; = 0. Therefore, (£,v) = =\ (L, P1) = 0.
Step 2.2 (d) = (¢).
We assume that the property (d) is satisfied. Since (a) <= (b) <= (c), We will show that (a) is satisfied.

First, we use Equation (82) for n = 1 and m = 0, and get taking care that v; = 1, the equation
Dm(ﬁl) = OdAlPlﬁ,
which is equivalent to

(YL, UsDAE,) + (4L, S, D, F,) — (L, a\ PLF,) =0, ¥n > 0. 91)
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Next, we use the relations (52) and (53) for f = F,,

S:D.F, = ab,S,F, —D, (1D, F,),
UsD2F, = aS2F, —S, (UiD.F,) — oF,,

in Equation (91) to get
(Sz (PL) = Dy (¢L) , aSy Fyy — U1Dy ) — oL, (¥ + M P1) Fr,) = 0.
Because 1) + A1 P} = 0, we then have:
(Sz (WL) =D, (L), aS, F,, — U1D,F,,) = 0.

Since oS, F,, — U1D,F,, = (ozan —(a? - 1)'yn) F,+ lower terms and ac,, — (o — 1)y, # 0, Vn > 0,
(aSyFy, — U D, F,),, forms a basis of C|x]. We therefore deduce that

Se (VL) — D, (6L£) = 0,

Step 3: (a) + (b) + (¢) = (f) = (a).
Step 3.1 (a) + (b) + (¢) = (f)

We assume (a) and therefore, (b) and (c). Expansion of the polynomial S; @y, p, in the basis (Q;m+1) >0

SxQn,m = Z bn,k Qk,m—l—l

yields
bn,j <£m+17 Q?,m+1> < m+1; [ an m] Q] m+1> 0< J <n. (92)

First we use the second-order divided-difference Equation (79) for @ 41, 1 < j < n, next the product
rules (19)-(20), then the Pearson equation for £,,,1 (74) and finally Equation (68), and take into account
the fact that thanks to Proposition 5, A, ,, # 0, for n > 1, to get

1

bn,j <£m+17 Q?,m) = )\_7“ <£m+1a SxQn,m {¢(m+1)D3:Qj,m+1 + ¢(m+1)SxDij,m+l }>
j,m

—1

= ﬁ<¢(m+1)£m+la Dz (Qn,meQj,erl) - DxQn,meDmQj,m+l>
j,m

-1
+ﬁ<¢(m+l)£m+la Sm (Qn,m]D)ij,erl) - U2DxQn,mDin,m+l>
‘77m
Tn

= ﬁ(ﬁm-‘rla Qn—1,m+1 (¢(m+1)SszQ]‘,m+l + U2¢(m+l)D§Qj,m+l>>~
7,

Since ¢S, D,Qjmr1 + Uatp™HID2Q; 41 is of degree at most j + 1, we use the orthogonality
of (Qn,m+1)n With respect to L,,11 to deduce that the previous expression vanishes for j +1 < n — 1.
Therefore, b, ; =0, 0 < j <n—2.

For j = n — 2 with n > 2, we get using the first line of the previous equation together with Property
(59) for £ = £m+1a ¢ = Pmi1, ¥ = Ymt1, f= Qn—2,m+1 and g = SxQn,m

-1
bn,n—2<['m+17 Q%},_Q,m> - )\7<£m+1’ SxQn,m {¢(m+1)DiQn—2,m+l + w(m+1)SxDxQn—2,m+l}>
n—2m+1
-1
= )\7 <£m+15 Qn72,m+1 {¢(m+1)D§SxQn,m + ¢(m+1)SxDxSxQn,m}>
n—2m+1

—QnYn (%-1@557”) + an_1¢§m)>

2
- A <£m+17 Qn72,m+l>'
n—2,m-+1

15



Therefore, we conclude by means of Proposition 5 with £ replaced by L, 11, that by, ,,—2 # 0, n > 2.
For j = 0, since Ag,, = 0, we cannot use the previous method. Instead, we use Relation (78) to
transform (92) into

bn,O <£m+1a Q(Q),m+1> m+1, SxQn,m>

(e
= DoVt L) = S (67 Ln), S Q)
= _<U2¢(m)£m7DxSan,m> - <¢(m)£m7§g«@n,m>

Next, we use Relations (52) and (53) for f = Qnm
1 1
DxSxQn,m — an (Ul(s)]D)xQn,m) + anDxQn,mv

1 1
SiQn,m - an (Ul (S)Dmem) + aUQ(S)DiQn,m + Qn,m’

and Relation (78) again to obtain

bn,O <£m+17 Qg,m+1> <£m+17 U1D$Qn,m>

QI—Q |+

Next we use Relation (68) and the Property (59) for ¢ = ¢(™) o = (™) f = Qnm and g = Us to
transform the previous equation into

bn,0<£m+1vQ(2),m+1> = %<£m+l>Ulanl,m+l>

1 1

a<£m’ Qn,m(¢(m)DiUZ + ¢(m)SxDxU2)> + a(ﬁmv ¢(m)Qn,m>
Therefore, b, o = 0 for n > 2 thanks to the orthogonality of (Qy, m)n and (Qp m+1)n With respect to L,
and L,,+ respectively. Hence,

bn,j:()y OSJSTL*Ba

and
SxQn,m = bn,nQn,m—l—l + bn,n—lQn—l,m-{—l + bn,n—QQn—Q,m+1; Vn > 1,
b byn— by
= Ll DxQn+1,m + L 1DxQn,m + Lt 2DxQn71,ma Vn > 1,
Tn+1 Tn Tn—1
= bmn+1DxQn+1,m + bganQn,m + bgn_l]D)xanl,ma Vn > 17
where 5
by = = H—, 1< j <1, (93)
' Tn+j
with "
Z‘fni]_: nn_2%0,n>2
n—1

Step 3.2 (f) = (a) R
We assume Property (f), and denote by (Qy, m)» the dual basis associated to (¢, m)n. Then, expansion of
the linear functional anQO,l — D, (U1Qo,1) in the dual basis (Qn’(])n = (Pn)n of (Py)n

aS:Qo1 — Du(U1Qo1) = Y ciPr
k>0
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yields after using (28)
¢j = (a8:Qo1 — Do(U1Qo), Pj) = (Qo1,aS. P + U1 D, ). (94)
Application of DD, on both sides of the recurrence relation for the orthogonal family (P,),,
2(s)Pj = ¢jj1Pjp1 + ¢ P+ ¢jj1 P,
and use of the product rule (19) give
ax(s)DyPj + Sg Py = ¢ j+1D2Pjr1 + ¢ jD. Py + ¢j 1D, Pj_1.

Then use of Relation (28), the previous equation as well as the structure relation (85) form = 0and n = j
produces the relation

UiDy Py = dj j+1D2Pjv1 + dj jD Py + dj j 1Dy Pj1,
which combined with the structure relation (85) for m = 0 and n = j gives
aSy Py + UiDe Py = €41 D5 Py + €00 Py + €105 Py
Finally we deduce from (94), the previous relation and (67) for m = 1
¢j = (Qo1,08: P + UiDyPj) = (Qou1,€jj+1DxPjs1 + €j Do Py + €5 1D, Pj1)
= (=D2Qo.1,€j541P541 + € P+ ej1Pj1)
(MQu0,€j 541 P41+ € Pj+ejj-1Pj-1)

N(P1,€jj41Pj41 + € P + ej i1 Pj—1)
= 0 for 7—1>1.

Therefore
aS;Qo1 —Du(U1Qo1) = coPy+ciPr+ Py
= oL,
where
6= co Py c1 Py co P

(L,PyPy) (L,PP) (L, PP’

thanks to (66). Application of the linear functional Dz(OKSwQO’l - D, (U1 QOJ)) to the polynomial P, and
use of Relations (26) and (67) yields

Dy (L) = (Da(0S: Qo1 — Da(U1Qo,1)), P) = —(Qo,1,08: Do Py + U1D2P,)
—(Qo.1,D2S:P,)
(D,Qo,1,S:Pn)
—71{(Q1,0, Sz Pn)

-7 (Swpl, P,)

= <Sm(¢£),Pn>,

where 1) = —y; ﬁ. Summing up, we have

Dy (¢L) = Sz (PL),

where ¢ is a polynomial of degree at most two and ¢ a first-degree polynomial.
Step 4: (c) + (f) = (e) = (a).
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Step 4.1 (¢) + (f) = (e)

We assume Property (f) and make use of Property (c) since we have proved above that (f) <
(a) <= (b) <= (¢).

Application of ID,, to both sides of (85) followed by the multiplication by ¢("™) and use of (79) gives for
n>1

DS Qnm = b1 8 DE Qg1+ b, DR Qi+ b1 8D Qi
= _bmn-i-l (@Z)(m)SxDxQn+1,m + >\n+1,an+1,m)
_bzﬁtn (w(m)SxDxQn,m + An,an,m)
- an—l (w(m)SxDxanl,m + )\nfl,anfl,m>
= _¢(m)Sx [b;n’nJrleQn-l—l,m + b:ZanQn,m + b:Ln’nfl]DxQn—l,m]

m m m
_bn’n+1)\n+1,an+1,m - bnynAn,an,m - bnmfl )\n—l,an—l,m~

A second use of (85) transforms the previous equation into

¢(m)DxSxQn,m + ¢(m)SxQn,m = _b;rfn+1)\n+1,an+l,m - b;r@rann,an,m - bz%n_l)\nfl,anfl,m-

Therefore,

¢(m)]D)xSxQn,m + 1l)(m)S§Qn,m = apn1Q@nt1m + apnQnm + a3y 1Qn—1,m, 1 > 1,
with
Upngj = Vg Anggm, =1 <j < 1. 95)

In addition, @', _; = —bn"fn_1 An—1,m 7 0 forn > 2 since bn"fn_l # 0and \,,—1,m, # 0 both forn > 2.

n,
Step 4.2 (e) = (a)
We assume (e) and obtain using (85)

(Do (9L) = So(¥L),S:Qn0) = —(L,DuSeQn0 + ¥S7Qn0)
= —(L,a) 1 1Qnt1,0 + a5, Qno + a1 Qn-10)
= —(£, ag,nJran—&-l + a%,npn + ag,n—lpn—1>
0, forn > 2.

For n = 1 and for n = 0, we have

DS, PL+¢YSTPL = afyPy+a} Pi+afgPo=a} P +af P,
ODuS, Py +¥S3Py = ¥ =ag Pi+agoPy = ag Py,

since Mg, = 0,
al = =09 Moo =0 dady=—=b Ao =0
1,0 1,0°0,0 , and ag g 0,070,0 .

Summing up, we have
(Dg(dL) — Sz (YL),SeQno) =0, n >0, and Dy (¢L) = Sz (¢ L).

Step 5 (a) < (9)
Step 5.1 (a) = (9)
Assuming (a), we take the formal Stieltjes function of both sides of the Pearson equation (73) to get

S Dy (9L)] (2(s)) = 5 [Sz (PL)] (2(s))-
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Use of (39), (40) and (42) transforms the previous equation into

Dy [S (#L) (x(s))] aSq [S (VL) (2(5))] + Ur(x(s))Dg [S (VL) (x(s))]

<

Dy [p((5))S(L£)(x(5)) + (LOo¢) ((s))] aSq [1h(x(s))S(L)(x(s)) + (LOp) (2(s))]

+ Un(a(s))Dz [9(2(s)) S (L) (2(s)) + (LOo¢)) (x(s))] -

Finally, we use the product rules (19), (20) and the definition of £, f given by (43) to obtain the following
Riccati equation for S(L)

A(x(s)) Dz S (L) (x(s)) = B(x(s))S2S(L)(x(s)) + C(x(s))
where

A = Sz¢ — aypy Uz — U1 Sz,

B = OzSzib + wl Ul - Dx¢7

c = (awl - ¢2)<£7 1>7
where ¢9 and 1 are given by (81).

Step 5.2 (g9) = (a)
Assuming (a), we use Equations (39) and (40) to transform the Riccati Equation (86) into

«

<A(az) + %B(m)) S (DoL) = 2 B(2)S (SoL) + C(a).

By means of (42), the latter equation is equivalent to

s KA(Q;) + %B(@) DL — ;B(x)SIE} — C) - é(Sxﬁ)eoB(x(s)) + (Dal)y (A(x) + %B(w)) .

The right-hand side of the previous relation is a polynomial while the left-hand side is, by definition of the
Stieltjes function of a given linear functional given by (38), an infinite linear combination of {ﬁ, n € N}.
Therefore, both sides of the previous equation vanish and we obtain:

<A(m) + %B@)) DL — éB(x)Szﬁ ~0, (96)

and
cmwnz;@¢M£@@»—m%m%<mm+‘hmw).

«
Using Relations (62) and (63), Relation (96) becomes

Dy [(SuH (2) + UsDu K (2))L] — Sa (D H(z) + So K ()] = 0, ©7)
where
H(z) = A(z) + %B(m), K(z) = éB(w).

Since A and B are polynomials of degree at most two and one respectively, the polynomials

6=5. (4) + 28@)) - 2D,(B@), v =D. (4) + 2 B@) ) - 15:(5@)

@ o
are of degree at most two and one respectively. Next, we write ¢ = u P; 4+ v and obtain v(L, 1) = (L, 1)).
Application of both sides of the Pearson equation (97) to the constant polynomial 1 yields (£,v) = 0.
Therefore, ¢ = u P is of degree exactly 1. g
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4 Important Connections

4.1 Connection with the Structure Relation by Koornwinder
The structure relation (14) given by Koornwinder [14] is related to our results in the following way:

Theorem 5 The structure relation (14) for classical orthogonal polynomials ( Py,),, on a non-uniform lattice
satisfying (17) can be expressed in terms of the operator D, and S, as

L(pn)(z(s)) = ¢ (2083 + 20DuSs — 1) pu(a(s)) = M AnPur1(2) = Yn-1 Copu-1(z),  (98)

where ( is a constant term.
For the specific case of the Askey-Wilson polynomials, the coefficients ¢ and 1 are given by [8]

é(x(s)) = 2(decba+ 1) 2% (s) — (a+ b+ ¢+ d+ abc + abd + acd + bed) x (s)
+ab+ ac+ ad + bc 4+ bd + c¢d — abed — 1,

4 (abed — 1) q=  (s) Jr2(a—|—b—|—c—ﬁ—d—abc—abd—acd—bcd) qz
qg—1 q—1 '

Proof:  We assume that (p,, ), is a family of polynomial orthogonal with respect to the linear functional £
satisfying the Pearson equation

where ¢ is a polynomial of degree at most two and v a first-degree polynomial. Because of the property
(59), the operator O = ¢D?2 + S, D, is symmetric with respect to the inner product

(p,q) = (L,pq), p, q € R[z(s)], (100)

that is,
(O(p),q) = (p,O(q)), Vp, q € Rlz(s)].

Since O satisfies in addition the property O(pn) = Anpn, with A, # Aj,_1, we deduce thanks to Proposition
2.2 of [14] that the commutator LL defined by

L(p)(2(s)) = [0, X](2(s)) = O [x(s)p(2(s))] — (s)O(p)(2(s))

is skew symmetric with respect to the inner product (100) and satisfies the structure relation (14). Compu-
tation using the product rules (19), (20), (26) and (27) give

L(p)(x(s)) = (20} + 20D,S, — ¢1) pu(a(s)) = L(p)(x(s)).

For the recurrence relation (15) which is the specific case of the Askey-Wilson polynomials, in the first step,

we deduce from the notation
Z+Z_1 _q8+q—5

[z] = 5 5 = x(s) (101)
that
2] = z(s+1), [z] =a(s— 1), (102)
1 Va: 1 (=] 1
x(s+ 5) = Vg2 = -t NG [\/5] = x(s — 5) (103)

In the second step, we solve the linear equations

fla(s+1)) = fla(s — 1))
r(s+3)—a(s—3)

L S2f(x(s)) = flz(s+1))+ 2f(:i(s)) + f(x(s — 1))’
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to get

s+ 1) = 2820(e(e) — Fal9) + (a5 + ) —ols = )| BiSf ), (104
Flals=1)) = 282(a(6) ~ flae) -~ (ol 3) = ol — ) ) DS (als)). (109)

In the third step, we substitute (102) in the right-hand side of (15) to obtain an equation in which we
substitute (104) and (105), then (103) to get an equation of the form

a1
2v4q
qg—1
= G (RU(a(s) S+ 20(a()DsS; — la($)D) pala(s))

where ¢ and i are those of the Askey-Wilson polynomials given above which appeared already in [8]. [J

Lpn) = (20([2])SEpn(@(5)) + 20([2])DuSupn(@(5)) — ¥ ([2])pa(z(s))) (106)

4.2 Connection with some pioneering work by Magnus

In the papers [15, 16], Magnus defined the Laguerre-Hahn orthogonal polynomials on the non-uniform
lattice as the ones for which the formal Stieltjes series of the corresponding functional given by (37) satisfies
a Riccati difference equation (see Equation (2.4) of [15]). He also proved that for a non-uniform lattice, the
associated Laguerre-Hahn orthogonal polynomials are again Laguerre-Hahn orthogonal polynomials, and
he recovered the associated Askey-Wilson polynomials as special case of the Laguerre-Hahn orthogonal
polynomials.

The present work provides a bridge between the theory of Magnus based mainly on the Riccati equation
satisfied by the formal Stieltjes function (37), and the theory of classical orthogonal polynomials based on
the functional approach (which is already extended to the functional approach of the theory of semi-classical
and Laguerre-Hahn orthogonal polynomials [10, 11]).

5 Conclusion and Perspectives

In this work, we have:

1. stated the Pearson-type equation for the linear functional of the corresponding classical orthogonal
polynomials;

2. proved that the Pearson equation for the weight implies the one of the linear functional;

3. stated and proved using the functional approach seven equivalent characterization properties for clas-
sical orthogonal polynomials: the four properties given by Costas-Santos and Marcellan [5] but using
the Pearson equation for the corresponding weight function, plus, the Pearson equation for the linear
functional, the Rodrigues formula for the linear functional, the first structure relation and the Riccati
equation for the formal Stieltjes function;

4. found the link between the structure relation given above by Koornwinder [14] and our second struc-
ture relation;

5. connected this work with the pioneering one by Magnus [15, 16], done using mainly the Riccati
equation for the corresponding orthogonal family.
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Since the operator D, reduces to the forward operator A and the Hahn operator D, (Dq f(s) (=T)s
for the lattices z(s) = s and z(s) = ¢° respectively [8], this work generalizes previous ones characterizing
classical orthogonal polynomials by means of the above mentioned seven equivalent properties. Among
these, we would like to mention [1, 2, 17] for COP of a continuous variable, [12] for COP of a discrete
variable, [21, 20, 3] for COP of a g-discrete variable and [5, 14] for COP on a non-uniform lattice.

We end by mentioning that our work completes and generalizes the one of [5], connecting to the pi-
oneering work done by Magnus. In addition, it has interesting perspective which is the completion and
generalization of the work of Magnus [15, 16] by stating and proving—using the functional approach—the
characterization theorems for the semi-classical and Laguerre-Hahn orthogonal polynomials on non-uniform
lattices [10, 11]). This will allow the study of the properties of new orthogonal polynomials obtained by
modifications of the initial ones (see [6] and references therein).
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