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Chapter 1

Introduction

In the investigation of systems containing heavy elements (in atoms, molecules, solids), it
is important to take relativistic effects into consideration [1, 2]. Therefore an increasing
number of relativistic calculations have been made in the last two decades [1, 2]. For this
purpose, it is crucial to have efficient schemes for obtaining energy optimized approximate
solutions to the one particle Dirac equations and further to relativistic many particle
problems. But one encounters great difficulties by variational methods when solving the
Dirac equation for molecules with sufficiently high accuracy, if one constructs a relativistic
procedure analogous to the non-relativistic case.

Different from the non-relativistic Schrödinger operator, the Dirac Hamiltonian is un-
bound from below, i.e., the expectation value of the Dirac Hamiltonian with a trial func-
tion is not bounded from below by the exact ground state of the system, which causes
the so called “variational collapse”. In order to avoid this difficulty, it is essential to
project against negative continuum (positronic) contributions for positive energy (elec-
tronic) states. There are several options for projection: via boundary conditions, with
balanced bases, new functionals (e.g. minimax energy functional), etc. A projection via
bound states asymptotic behaviors is practical for atomic, but not for molecular calcula-
tions.

It is already known that one needs to establish certain relations between the large and
small components bases for projection purposes. One important approximation of such
treatments is the well known kinetic balance method, which has a correct non-relativistic
limit and has been widely applied with different basis sets (even-tempered, contracted,
restricted or unrestricted, etc.). However it is not perfectly safe [3, 4] and does not ensure
variational upper bounds, especially for systems containing heavy elements. In order
to completely get rid of spurious states and contaminated states caused by “variational
collapse”, we looked for better approaches beyond kinetic balance (KB).

Visscher et al. introduced an “atomic balance” technique [5, 6], where the large and small

1



2 CHAPTER 1. INTRODUCTION

components of atomic solutions are used as balanced basis pairs. Atomic balanced basis
sets are preferred for inner shell molecular orbitals, additional unrestricted KB basis for
the valence region. As both kinds of balanced basis sets for molecular valence orbitals are
applied together, this leads to an enlarged small component basis set which might be quite
linear dependent and its size has to be reduced to some extent in practical calculations.
Systematically constructed balanced basis sets were not available.

The minimax idea originates from Talman [7], and the variational upper bound for the
ground-state electron solution was proven by Dolbeault et al. [8, 9, 10] mathematically,
even for a more general class of potentials including the strong Coulomb potential. The
principle is equivalent to a constraint minimization of the expectation value of the Dirac
Hamiltonian. Thus, one can get the positive energy spectrum of the Dirac equation
only, without spurious states and spurious positronic admixture, by minimizing a two-
component minimax functional. In practical calculations [11], LaJohn and Talman did
much to improve the calculations with the minimax principle [7], the ground state energy
still happens to be lower than the exact value in one case and a spurious state below
the ground state occurred in two cases. So in present research the safety of the minimax
principle from Dolbeault et al. [8] will be investigated on one-electron systems with the
linear combination of atomic orbitals (LCAO) method, in short, minimax LCAO. The
numerical atomic relativistic orbitals (AOs) [12] are used in our calculations, instead of
Slater Type Orbitals (STOs) or Gaussian Type Orbitals (GTOs).

Although the minimax LCAO shows the variational safety in our investigated systems,
a disadvantage is the non-linear energy dependence of the minimax energy functional.
Thus, one consumes a lot of time on matrix element calculations and diagonalizations,
as one has to iterate the eigenenergy in the denominator of the kinetic energy term.
Furthermore one eigenvalue after the other has to converged starting from the lowest in
order not to miss a nearby eigenvalue. Since standard eigenvalues are provided by the
minimax LCAO, it helps us to develop possible kinetic energy functionals which are not
dependent on the eigenvalue. In present work, several energy functionals with different
constructions of the small component bases are investigated and compared to the minimax
LCAO, using the same large component basis set, by which the main incompleteness error
is given (obtained from a comparison to the more accurate finite element method (FEM)
results). We find that the projection error against negative continuum contributions
varies sensitively with different constructions of the small spinor components. During the
investigation of methods, the benchmark values for one-electron systems are provided by
Kullie et al. with the two-component FEM minimax method [13, 14, 15] and from his
previous four-component FEM calculations [16, 17].

The further important research is the application of the linear methods on multi-electron
systems, both in chemistry simulations and ion-atom scattering physics. Since Rosén and
Ellis [12] developed a relativistic LCAO code for general molecular systems, the accuracy
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was increased and density functional theory (DFT) included [18, 19, 20, 21] over the
years. Although Sepp and Fricke [22] considered the error of this method small given the
requirements at that time, we wanted to improve it with a more rigorous principle and
remove spurious states, which influence the calculational stability and even worse are an
obstacle to dynamic relativistic formulations.
First, in multi-electron chemistry, the benchmarks of Wang [23] and Kullie [24] provide a
standard of spectroscopic constants for the systems Ag2, Au2, Rg2, and encourage research
in our scheme to construct large relativistic basis sets for high accuracy. The investiga-
tion of Wang [23] on the basis convergence also helps to scrutinize the contribution of
every basis function. With the large basis set in heavy and super-heavy systems we will
investigate and compare the traditional four-spinor method and the new linear balance
methods.
Second, multi-electron correlation diagram calculations [25, 26, 27, 28, 29] were applied
for the ion-atom scattering dynamic research. Short internuclear distance situations form
highly relativistic super-heavy quasi-molecules. It is interesting, for example, at short
internuclear distances to look at the phenomena of variational problems, and test the
variational safety and projection power of the different methods.
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Chapter 2

Relativistic Model

2.1 One electron Dirac equation

When molecules involve small atoms, the Schrödinger equation is a good approximation.
But if heavy and super-heavy atoms are contained in molecular systems, the Dirac equa-
tion is necessary to describe the properties of the systems, namely, the relativistic effects.
Before getting into many-electron systems, the one electron Hamiltonian with its solutions
and properties will be shown here.

The one electron Dirac Hamiltonian is written as following,

Ĥ = c α̂ · p̂ +mc2β̂ + V̂ (2.1)

where α̂ and β̂ are Dirac Matrices:

α̂ =

(
0 σ̂
σ̂ 0

)
, β̂ =

(
I 0
0 −I

)
(2.2)

and the Pauli matrices are:

σ̂ =

(
0 1
1 0

)
· e1 +

(
0 −i
i 0

)
· e2 +

(
1 0
0 −1

)
· e3 (2.3)

ei , i = 1, 2, 3 are the three unit vectors. And p̂ is the momentum operator, c the speed
of light. Atomic units are used throughout, h̄ = m = e = 1 with c = 137.0359895. The
Dirac equation is therefore a four by four matrix equation or a group of four coupled
differential equations. And the solutions are four-component spinors. The one-electron
Dirac equation then is:

5



6 CHAPTER 2. RELATIVISTIC MODEL

H


ψ1

ψ2

ψ3

ψ4

 = λ


ψ1

ψ2

ψ3

ψ4

 (2.4)

The solution of the Dirac equation for one electron consists of the positive and negative
continuum spectrum and bound states. In order to understand why all electrons do not
fall down from positive states into the negative continuum, all negative states are assumed
to be filled and this is taken as the vacuum. When an electron jumps to a positive state
from the negative continuum with an additional energy, a positive energy electron and a
hole in the vacuum are found. This hole is a positron.
Except for quite simple potentials, no exact analytic solution is available, one needs
numerical methods, like finite difference or finite basis methods. Within a finite basis set
the Ritz variational principle is used to construct the electron spectrum. The variational
functional is

I = 〈ψ | c α̂ · p̂ +mc2β̂ + V̂ − (E +mc2) | ψ〉 (2.5)

where by an energy shift λ = E + mc2, E corresponds to nonrelativistic energy in the
non-relativistic limit c→∞.
Searching for the lowest positive state energy with a finite basis, the Ritz method leads to a
solution mixed with negative states, unless the projection against the negative continuum
is made. Without projection the searched energy is unbounded from below. One might
chose a suitable basis set or find some constraints, or even transform Dirac Hamiltonian
into another Hamiltonian in order to avoid this problem.

2.2 Solution for one electron Atom

In a spherical (central) potential the one-electron solutions can be written as

φnκµ =

(
Pnκ(r)
r

χκµ(θ, φ)

iQnκ(r)
r

χ−κµ(θ, φ)

)
(2.6)

where χκµ(θ, φ) is a vector coupled function of a spherical harmonic Ylµ−σ(θ, φ) and a spin
function ϕσ

χκµ(θ, φ) =

1
2∑

σ=− 1
2

C(l,
1

2
, j, µ− σ, σ)Yl,µ−σ(θ, φ)ϕσ (2.7)

C(l, 1
2
, j, µ− σ, σ) are the Clebsch-Gordon coefficients and the spin functions are
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ϕ 1
2

=

(
1
0

)
, ϕ− 1

2
=

(
0
1

)
(2.8)

The Dirac quantum number κ is given by

κ =

{
−(j + 1

2
) = −(l + 1) for j = l + 1

2

(j + 1
2
) = l for j = l − 1

2

(2.9)

where j is the total angular momentum quantum number, µ is the projection of j.
And for hydrogen-like atoms, the radial wave function is of the form

rγ−1e−λrP (r) (2.10)

where P (r) is polynomial of r, and γ and λ are, respectively,

γ = (κ2 − (αZ)2)1/2 (2.11)

and

λ = c−1[−E(−E + 2mc2)]1/2 (2.12)

and the energy is

E = mc2(1 +
(αZ)2

(
√
κ2 − (αZ)2 + n′)2

)−1/2 (2.13)

with α = 1/c, n′ = 0, 1, 2, ...

2.3 Multi-electron relativistic method

In a system with N nuclei and K electrons, the Hamiltonian includes the kinetic energy
operators of the nuclei and electrons, and the Coulomb interactions between electrons and
nuclei, electrons and electrons, nuclei and nuclei. With the coordinates Rk of nuclei and
ri of electrons, it is expressed as following,

ĤD =
K∑
k=1

Tk +
N∑
i=1

(
c α̂ · p̂i +mec

2β̂
)
−

N∑
i=1

K∑
k=1

Zk
|ri −Rk|

+
N∑
i<j

1

|ri − rj|
+

K∑
k<l

ZkZl
|Rk −Rl|

(2.14)
The Breit interaction, which describe the electromagnetic interaction between two moving
electrons, is neglected, for we mainly focus on the variational method and its problems.
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The corresponding quantum equation is

HΨ = EΨ (2.15)

where Ψ is the eigen function of all electron and nuclear coordinates, E is the total energy
of the system. In order to simplify the problem, approximations are made.

2.4 The Born-Oppenheimer approximation

As the nuclei move much slower than electrons, the kinetic energy of them could be
omitted. Thus the left Hamiltonian Hel has only the kinetic and potential energy of
electrons. The repulsion between nuclei is now fixed and is included in the total energy of
the systems after solving the electron equation. And the wavefunction of the total system
could be taken as a product of wavefunctions of the electrons and nuclei,

Ψ = ψel(r,R)ψnuc(R) (2.16)

where in ψel(r,R) R (position of nuclei) are parameters, not coordinates like in ψnuc(R).
The quantum equation,

Helψel(r,R) = Eelψel(r,R) (2.17)

is solved with the normalization constraint,

〈ψel(r,R) | ψel(r,R)〉 = 1 (2.18)

2.5 Dirac-Fock method

The multi-electron wavefunction is approximated by a Slater determinant of a set of
ortho-normalized single electron spin wavefunctions

Ψ(r1, r2, · · ·) =
1√
N !

∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ1(r2) · · · ψ1(rN)
ψ2(r1) ψ2(r2) · · · ψ2(rN)
· · · · · · · · · · · ·

ψN(r1) ψN(r2) · · · ψN(rN)

∣∣∣∣∣∣∣∣∣ (2.19)

Then the expecting value of the Hamiltonian is
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Etot = 〈Ψ | Ĥ | Ψ〉

= Enuc +
N∑
i=1

∫
ψ†i (ri)ĥ(ri)ψi(ri)d

3ri

+
1

2

N∑
i,j=1

∫ ∫
ψ†i (ri)ψ

†
j(rj)

1

rij
ψi(ri)ψj(rj)d

3rid
3rj

−1

2

N∑
i,j=1

∫ ∫
ψ†i (ri)ψ

†
j(rj)

1

rij
ψi(rj)ψj(ri)d

3rid
3rj (2.20)

With the variational method and the orthogonal constraint∫
ψ†i (r)ψj(r)d3r = δij

one can get a set of coupled integro-differential equations

(ĥi + V H + V X + Vnuc)ψi(ri) = εiψi(ri) (2.21)

where V X is defined as the exchange potential by

V X(ri)ψi(ri) = −
N∑
j=1

∫
ψ†j(rj)

1

rij
ψi(rj)ψj(ri)d

3rj (2.22)

The Dirac-Fock method is the base of other methods to describe correlations of electrons,
such as the multi-configuration method (MC) , the configuration interaction method (CI),
etc. And the Kohn-Sham equation in density functional theory is also derived with a single
determinant of a non-interacting multi-electron system.
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Chapter 3

Minimax Principle and LCAO

3.1 Talman’s work

Talman [7] introduced a minimax principle as following to avoid the negative continuum
problem in a variational method

λ = inf
ψ+

sup
ψ−

〈ψ | Ĥ | ψ〉
〈ψ | ψ〉

(3.1)

the ψ+ and ψ− are the two large and small components of the four-component spinor ψ
(in short, four-spinor) respectively. One may obtain the ground state by minimization
over ψ+ and maximization over ψ− .

3.2 Dolbeault’s work

Dolbeault et al [9, 10] proposed another minimax principle

λk = inf
dimG=k

G subspace of F+

sup
ψ 6=0

ψ∈(G⊕F−)

〈ψ | Ĥ | ψ〉
〈ψ | ψ〉

(3.2)

where F+⊕F− is an orthogonal decomposition of a well chosen space of square integrable
functions.
And they also proposed an energy functional [8, 36] with the constraint minimization
(definition of the functional I is the left side of the following equation)

∫ |L̂ψ+|2

E + 2mc2 − V
d3r + (V − E) |ψ+|2d3r = 0 (3.3)

11
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where L = c σ̂ · p̂ and σk, (k = 1, 2, 3) are the Pauli matrices. This principle has been
proven by Dolbeault et al. [10] to be mathematically equivalent to the minimax principle
and has the same positive spectrum as the four-spinor Hamiltonian in a Coulomb poten-
tial, even though in equation (3.3) only a variation of the two large components ψ+ is
necessary. In the following, we sketch how to arrive at equation (3.3).
The first step is to eliminate the two small components ψ− from the Dirac equations,
which are four coupled first order differential equations,

L̂ψ+ = (E + 2mc2 − V )ψ− (3.4)

L̂†ψ− = (E − V )ψ+ (3.5)

One resolves equation (3.4) for ψ− and inserts into equation (3.5) leaving a relation for two
large components ψ+ alone. Then multiply by ψ†+ from the left and integrate. The step of
eliminating the two small components is known, but it is usually followed by an expansion
with respect to a certain small number, for instance, 1/c. The non-linear functional was
not derived before and investigated for its properties. There exits a unique E satisfying
equation (3.3) for a given admissible ψ+ (for which the integral in the equation is well
defined), taking it as E[ψ+] . Minimization over ψ+ will determine the ground state, (in
short, two-spinor for the large two-components spinor ψ+)

E1 = min
ψ+

E[ψ+] (3.6)

3.3 LCAO method

Solving the molecular problem, expansions in discrete basis sets with various sorts of
functions are used, as well as numerical grid point methods: Gaussian Type Orbitals
(GTO) [30], Slater Type Orbitals (STO) [7, 31, 11], numerical atomic orbitals (AOs)
[12, 18, 19, 20, 21], Finite Element Method (FEM) [32, 33, 34, 35, 16, 17, 13] , B-spline[36].

3.3.1 Four-spinor LCAO

In the linear combination of atomic orbitals (LCAO) method, the molecular functions are
expanded as a sum of four-component spinors:

ψMO
i =

∑
j

cij χ
AO
j (3.7)

This turns the energy functional I in equation 2.5 into a function of the cij. Minimization
with respect to cij gives a matrix equation
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H X = ε S X (3.8)

H and S are the Hamiltonian and the overlap matrix, respectively. As all four components
are applied, we call it traditional four-component spinor LCAO (in short, (traditional)
four-spinor LCAO) to distinguish it from minimax two-component spinor LCAO and
four-component spinor LCAO with balanced bases.

3.3.2 Two-spinor minimax LCAO

With the minimax energy functional 3.3, the linear combination of the large two-component
spinors, only,

ψMO
i+ =

∑
j

cij χ
AO
j+ (3.9)

leads to a similar matrix equation. This method will be called minimax two-component
spinor LCAO (in short, minimax two-spinor LCAO).

3.3.3 Difference of the small component in LCAO

Both the two-spinor LCAO and the traditional four-spinor LCAO [12] schemes use the
same large components χAOj+ of the AO basis, the small components however are different:
in the two-spinor LCAO approach it will always follow (although it will not appear in the
functional, it is needed in wavefunction and density calculations)

ψMO
i− :=

∑
j

cij ·
L̂χAOj+

(EMO
i + 2mc2 − V MO)

(3.10)

while in the traditional four-spinor LCAO approach one keeps the atomic small compo-
nents, i.e.

ψMO
i− :=

∑
j

cij ·
L̂χAOj+

(EAO
j + 2mc2 − V AO

j )
(3.11)

3.3.4 Property

The advantage of the numerical atomic orbital basis is that atomic orbitals are good
approximations for inner (core) molecular orbitals (MOs), and have the correct behavior
close to the nuclei. AOs also approximate well high lying MOs where the potentials of the
different atomic sites are mainly seen through their monopole contribution with respect
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to the total charge center (in quasi-molecular calculations, see the basis construction in
Chapter 3.5).
But in chemistry calculations for bond properties the basis sets of valence atomic orbitals
may be small, and more basis sets (ionized atoms of the same or different elements) are
required to achieve chemistry accuracy (see the basis construction in Chapter 5 ). Worth
to mention that different type basis sets (for the molecular valence orbitals ) could be
utilized in combination with numerical AOs, for example, with FEM basis [34], or STO
basis [37, 23]

3.4 Minimax FEM approach

An important application of the minimax principle is with the finite element method
(FEM) [13], which offers very accurate values for relativistic theoretical studies. Four-
spinor FEM of Yang’s work [38, 32] as benchmark was cited by many authors [39]. In
order to avoid problems of four-spinor FEM (one sees in Düsterhöft’s research [40] (for
multi-electron system with heavy element calculation could be very hard to converge
within four-spinor FEM scheme), Kullie made two-spinor minimax FEM and achieved
success with high accuracy and better convergence behavior. For more details be referred
to [16, 17, 13, 41, 24]

3.5 Results of two-spinor minimax LCAO

3.5.1 Basis construction with parameter

Before showing the results, a basis construction method is introduced here. To construct
an AO basis, which is particularly suited for the quasi-molecular case, the atomic potential
for a given center i includes the monopole contributions from all other atoms’ potentials:
if ri is the electron distance to center i, Rij the distance from nuclear center i to j, then
the AO basis potential is chosen

V AO
i = −Zi

ri
+ V mon (3.12)

V mon
ri≤Rij =

∑
j 6=i
− Zj
Rij

, ri ≤ Rij ; V mon
ri>Rij

=
∑
j 6=i
−Zj
ri
, ri > Rij (3.13)

In addition, the basis sets centered at the nuclei are complemented by a molecular
monopole potential with respect to the common charge center, because this is good for
all the orbitals where Rij � re, the radius of the electronic orbitals, especially for high
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angular momentum states, which in addition are always quite non-relativistic. For these
states one thus obtains, as expected, almost the same good convergence behavior in the
traditional four-spinor scheme as in the two-spinor minimax formulation.

The draw-back of the monopole potential construction of equation(3.13) is that it is
not differentiable in contrast to the real potentials which worsens the numerics and the
negative continuum contributions. In order to improve the basis further a nonlinear
parameter β is introduced for the construction of the potential,

V mon
new (ri) =

∑
j 6=i
− Zj
Rij

e−(βri)
2

+
∑
j 6=i
−Zj
ri

(1− e−(βri)
2

) (3.14)

This is different from the idea of LaJohn [11], who used a nonlinear parameter α in the form
e−αr for the decay tail of wavefunctions. Varying the new parameter β, one can strongly
affect the influence of the negative continuum and obtain better results with smaller bases.
Although the idea is simple and one could introduce other parameters and shapes of basis
sets, we wanted to improve the basis in a simple and transparent way. The atomic orbitals
are calculated by solving the atomic Dirac equation numerically with proper boundary
conditions. The electronic AOs are thus accurately projected with respect to the AO
negative continuum at their center i. As the molecular negative continuum differs from a
superposition of the AO continua, one faces a breakdown of the AO pre-projection. It is
obvious that any means that bring the MO and AO (negative) continuum contributions
closer to each other will improve the accuracy and diminish the influence of the MO
negative continuum onto the LCAO electronic states.

Table 3.1: The ground state energy relative error of H+
2 with different β, ∆4 error 4-spinor, ∆2 error

2-spinor scheme, basis 3d3d3d. The ‘true [16]’ value is 1.1026415810336 a.u.

β ∆4 ∆2

0.1 1.38629× 10−3 1.38587× 10−3

0.2 3.2883× 10−4 3.2896× 10−4

0.3 4.9208× 10−4 4.9163× 10−4

0.4 7.6324× 10−4 7.6283× 10−4

0.5 5.9184× 10−4 5.9218× 10−4

0.6 1.9007× 10−4 1.8994× 10−4

0.7 3.5150× 10−4 3.5108× 10−4

0.8 1.47063× 10−3 1.47031× 10−3

0.9 2.74394× 10−3 2.74361× 10−3
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Table 3.2: The ground state energy relative error of Th179+
2 with different β, ∆4 error 4-spinor, ∆2

error 2-spinor scheme, basis 3d3d3d. The ‘true [13]’ value is -9504.75674696 a.u.

β ∆4 ∆2

10 1.920× 10−3 1.875× 10−3

20 2.4× 10−4 6.6× 10−4

30 1.8× 10−4 6.8× 10−4

40 1.3× 10−3 8.9× 10−4

50 −8.8× 10−4 4.9× 10−4

60 −1.8× 10−3 3.6× 10−4

70 −5.27× 10−3 5.79× 10−4

80 5.1× 10−3 1.2× 10−3

90 1.27× 10−3 1.83× 10−3

3.5.2 Discussion of Minimax LCAO Result

All calculations on Th179+
2 were done at a scaled H+

2 distance R = 2/90 a.u. (for H+
2 ,

R = 2 a.u.), thus the non-relativistic energies of Th179+
2 would just be the one for H+

2

multiplied by Z2 (Z = 90). With comparison of two systems Th179+
2 and H+

2 , one could
both achieve relativistic effect, and investigate the phenomena between light and heavy
quasi-molecules. Varying the basis parameter β, where the basis includes 1s up to 3d at
all centers (two centers at nuclei, one at common charge center), in Tables 3.1 and 3.2
comparisons are made between the two-spinor minimax and the traditional four-spinor
variational scheme for H+

2 and Th179+
2 , respectively. Boldface digits in energy values of

both captions are the high accurate values from finite element method (FEM) calculation
[16].

We see in Table 3.1 that for light system like H+
2 , where relativistic effects are small,

the ground state in a four-spinor scheme is contaminated rather little, the results of the
two-spinor minimax and traditional four-spinor schemes are nearly the same. And there
are no spurious states.

In Table 3.2, spurious states appear in the four-spinor LCAO calculation, but there are
no spurious states in the two-spinor minimax scheme. As expected, Table 3.2 shows that
the traditional four-spinor LCAO approach gives solutions which are contaminated by
negative continuum contributions, while the two-spinor minimax results never fall below
the true value and are generally the closest to it.

A best choice of the parameter β becomes less crucial in the two-spinor minimax scheme
the bigger the AO basis; we take β = 60 for all basis sets. Another good reason to make
this parameter choice is the lowest state energy of the atomic orbitals. For β = 60, this
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atomic energy is close to the lowest molecular energy, whereas for other values of β and
for the case without β (normal monopole potentials) this is not so. That means, this basis
has a correct decay tail e−αr, where α ≈ 154, which was also used in LaJohn’s work [11],
for the correct decay behavior of the molecular orbital when r is large,

α = c−1[−E(−E + 2mc2)]1/2 (3.15)

But note from equation (3.14) that our parameter β serves the more general purpose in
also significantly affecting the basis behavior around the other center.
Table 3.3 gives the convergence of the ground- and first-excited state, comparing the
potential equation (3.14) and the normal monopole potential equation (3.12). The values
are in accord with the results of FEM, GTO, STO and B-Spline calculations.

Table 3.3: 2-spinor ground and first excited state energies with the β dependent multi-centered AO
basis potentials for β = 60 and the normal monopole ones for varying basis sizes (two and three centers).

E (a.u.) with 2 type of potentials
basis with β = 60 normal monopole

ε1s1/2g ε1s1/2u ε1s1/2g ε1s1/2u

3d3d -9449.51 -6802.59 -9419.84 -6796.94
3d3d3d -9501.37 -6813.53 -9457.40 -6804.01
3d4f3d -9501.83 -6813.99 -9472.65 -6805.49
3d5g3d -9501.95 -6814.08 -9479.32 -6806.57
3d6h3d -9502.02 -6814.11 -9482.42 -6807.06
4f4f4f -9502.63 -6814.19 -9488.20 -6808.76
4f6h4f -9502.86 -6814.27 -9494.11 -6810.22
5g5g5g -9503.18 -6814.50 -9496.14 -6811.32
5g6h5g -9503.25 -6814.55 -9497.35 -6812.57
6h6h6h -9503.55 -6814.64 -9498.27 -6813.48

FEM -9504.756746923 [16] -6815.5132180 [17]
STO [11] -9504.7497 †
STO [31] -9476.7 -6773.4
GTO [30] -9504.756696 ‡

B-Spline [36] -9497.51

† in that paper, they have for nmax = 4 and lmax = 3 the contaminated energy -9504.9805 and for
nmax = 5 one spurious state.
‡ 60s/50p/40d/30f/20g/10h/2i basis set with R = 2/90 bohr.

The two-spinor minimax LCAO’s results are worse than FEM, since FEM could use a
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big number of elements and points, appropriate coordinate transformations for partial
regularization of the nuclear singularity, and vary all components of the spinor (two com-
ponents in minimax two-spinor FEM, four components in four-spinor FEM, respectively)
freely, while in our LCAO case we have only one coefficient. However, without special co-
ordinate transformations as FEM, LCAO has no particular difficulty with multi-centered
calculations.
The result in Ref. [11] is also better than our LCAO. In our calculation, different basis
states have different decay tails (for example, the 1s atomic orbital decay tail is close
to that of the molecular ground state, only), because atomic orbitals contain all kinds
of states, high lying and low lying. While in the calculation [11] with STO basis sets,
all basis states have the same α, say 154, best suited for the ground state. For other
molecular states α should change. In this sense, they use a much bigger basis than we
do and they have to search for each excited state with a different α. This way one might
easily miss almost degenerate energy states. We will discuss below our LCAO approach
which guarantees to obtain the complete spectrum up to a certain excitation energy. We
will also show that with the nonlinear two-spinor functional equation (3.3) no spurious
nor contaminated states occur in contrast to the work of LaJohn et al. [11].
In Tables 3.4, 3.5, 3.6 we give a more complete comparison for the computed spectrum
of Th179+

2 for two-spinor minimax LCAO and traditional four-spinor LCAO as well as
two-spinor minimax FEM and four-spinor FEM.
In the two-spinor minimax approach one has the basic problem that one may miss an
energy level since a non-linear iteration over the eigenvalue is needed in order to solve
equation (3.3). In the present two-spinor minimax LCAO approach this could only be
solved by successive construction in the following way: first the ground-state energy is
converged where a direct solver (Householder diagonalization) diagonalizes eq. (3.3) for a
fixed value of E in the kinetic term on the left side since in this case equation (3.3) defines a
linear homogeneous eigenvalue problem. E is then iteratively updated by the diagonalized
energy value E

(n)
1 , (n = iteration count) which is always closer to the true energy than

E
(n−1)
1 . After E1 converged, one looks for the next higher energy E

(0)
2 , keeping E1 in the

denominator of the kinetic term in equation (3.3). E
(0)
2 is only a first guess for E2, but

it is assured that there is no other eigenvalue between them (even after convergence of

E
(n)
2 by successive update for E in the kinetic term of equation (3.3)). This holds because

our LCAO basis set provides a rather uniformly good approximation to all sufficiently
low lying molecular states. A direct diagonalization generates the whole spectrum for the
given basis and thus assures that no energy level is missing, which might happen with
iterative solvers if there are almost energeticly degenerate levels of the same symmetry.
In fact in the FEM calculations which have to use iterative solvers it was only possible
to find the complete spectrum after rather accurate LCAO values were available. In a
four-spinor approach which defines a linear eigenvalue problem one may easily guarantee
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finding all eigenvalues by counting the diagonal elements in a Cholesky decomposition of
the shifted matrix in an inverse vector iteration scheme [42].

Of course, having to construct, in the two-spinor minimax LCAO, the complete set of
molecular (or quasi-molecular) eigenvalues and wavefunctions, both the complete diago-
nalization (rather than iterative solver) for each orbital and the nonlinear iteration steps
for a given orbital makes the calculation orders of magnitude more expensive than the
traditional four-spinor LCAO scheme. Because the traditional four-spinor LCAO needs
only one diagonalization for the entire spectrum, with the same matrix sizes as in two-
spinor minimax LCAO, making it a lot less time-consuming. This rather unsatisfactory
situation of the two-spinor minimax LCAO is at present unavoidable, if one wants to
be sure to solve the relativistic problem free of spurious and free of contaminated states
without missing a level.

There are opposing trends in LCAO and FEM accuracies as seen quite clearly in Tables 3.4,
3.5, 3.6 and this may be understood: the higher the excitation energy the better the AO
basis generally becomes, because the MOs approach the center of charge monopole AOs.
On the other hand in the two center FEM numerical scheme one starts loosing, because
the higher the excitation energy the fewer points are available per local wavelength of the
orbitals which become more and more oscillatory both in radial and angular direction.

In contrast to two coefficients for each spinor component in two-spinor minimax FEM,
the two-spinor minimax LCAO has only one coefficient. This difference does not affect
the behavior of projection against the negative continuum: similar as two-spinor minimax
FEM, the two-spinor minimax LCAO results convergence from above and do not show
spurious nor contaminated states. Thus there obviously is no need for independent varia-
tion of the two large components to avoid contamination. This may be understood from
the minimax principle equation (3.2) where one projects onto positive energy states irre-
spective how good the approximating space G is chosen. However for further improved
accuracy of two-spinor LCAO energies, especially for the low lying levels, it might be
necessary to vary both large components independently.

There is a striking difference to FEM of the behavior of four-spinor LCAO, which exhibits
many spurious states in the low lying spectrum and a few for higher excitation energies, in
addition to many contaminated ones. In four-spinor FEM where all 4-spinor components
vary freely, there are no spurious nor significantly contaminated states in the low lying
spectrum, but one already knows that spurious states may show up in the higher lying
excitation spectrum where these spurious states only slowly move up out of the interesting
spectrum with increased numbers of points (improved accuracy) [34, 40].

Tables 3.4, 3.5, 3.6 show in comparison of LCAO and FEM values that for certain high
lying states LCAO is very accurate whenever, for small jz, 2- and 4-spinor LCAO energies
agree nicely, indicating that the AO basis is rather complete for these states. For higher
jz where only higher angular momentum AOs can contribute, the orbitals become more
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non-relativistic and thus 2- and 4- spinor values automatically agree closer. In this case
the agreement of 2- and 4- spinor energies is not a good indicator for completeness of the
AO basis any more. Spurious states do not necessarily give deeper contaminated energies
for nearby levels, but could also lead to less bound values. A detailed analysis of the AO
contributions in the molecular orbitals exhibits the expected property that the LCAO
values are the more accurate the less low angular momentum two center AOs contribute to
the MO. These localized AOs can not be constructed sufficiently well by simple monopole
type atomic potentials; the influence of higher AO multi-polarities is needed but then
one loses the simple factorization properties into radial and angular parts of the AOs.
Though perhaps advantageous the construction of such AO bases would be considerably
more complicated and is out of the scope of our presently available relativistic AO code
(”multipole” AOs).
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Table 3.4: Spectrum of Jz = 1/2 states Th179+
2 up to n = 6. s marks spurious; d, dd, h, hh contaminated

states (d: deeper, dd: much deeper than ‘true (FEM)’ energies; h: higher, hh: much higher than 2-spinor
LCAO).

E (a.u.)
LCAO(6h6h6h) FEM

No. Jz 2-spinor 4-spinor 2-spinor 4-spinor
1/2 -53160.1 s
1/2 -46810.2 s
1/2 -45252.2 s
1/2 -44278.9 s
1/2 -39893.3 s
1/2 -38287.2 s
1/2 -36175.6 s
1/2 -32671.0 s
1/2 -31245.5 s
1/2 -24182.2 s
1/2 -19086.3 s
1/2 -12353.7 s
1/2 -10777.4 s

1 1/2 -9503.55 -9510.50 dd -9504.75674696 [13] -9504.756746923 [16]
2 1/2 -6814.64 -6813.20 h -6815.513203 a -6815.5132180 c

1/2 -5850.30 s
3 1/2 -4126.79 -4126.48 h -4127.890868 a

1/2 -4028.39 s
4 1/2 -3373.53 -3374.23 -3374.519985 a -3374.5200034 c

5 1/2 -2563.80 -2563.11 h -2564.180730 a -2564.1807300 c

6 1/2 -2455.31 -2457.08 d -2455.956176 a -2455.9562581 c

7 1/2 -2010.44 -2010.01 h -2010.663504 a -2010.6635076 c

8 1/2 -1916.45 -1917.072 -1917.123897 a -1917.1239318 c

9 1/2 -1652.34 -1655.06 d -1652.815226 a -1652.8152490 c

1/2 -1352.10 s
10 1/2 -1336.51 -1336.46 h -1336.674352 a -1336.6743699 c

11 1/2 -1329.93 -1292.28 hh -1330.25545 a -1330.2555052 c

1/2 -1173.49 s
12 1/2 -1138.82 -1138.42 h -1138.97815 a -1138.9781703 c

13 1/2 -1105.034 -1105.162 d -1105.11161 a

14 1/2 -1083.80 -1084.36 d -1084.18180 a

– Continued on next page
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– Continued from previous page

E (a.u.)
LCAO(6h6h6h) FEM

No. Jz 2-spinor 4-spinor 2-spinor 4-spinor
15 1/2 -1055.782 -1055.780 h -1055.80218 a

16 1/2 -966.380 -965.694 d -966.60706 a

17 1/2 -818.980 -819.154 d -819.14152 b

18 1/2 -815.257 -815.272 -815.33611 a

19 1/2 -723.295 -723.502 d -723.38925 a

20 1/2 -706.322 -706.480 d -706.38210 b

21 1/2 -691.818 -693.190 d -692.03717 a

22 1/2 -679.705 -679.913 d -679.72285 b

23 1/2 -675.3442 -675.3447 -675.34591 b

24 1/2 -662.76429 -662.76487 d -662.76469 b

1/2 -633.577 s
25 1/2 -630.276 -630.196 h -630.39384 a

26 1/2 -551.337 -551.827 d -551.42844 b

27 1/2 -547.374 -547.624 d -547.41980 b

1/2 -544.820 s
28 1/2 -497.352 -497.835 d -497.41005 b

29 1/2 -487.753 -487.843 d -487.79259 b

30 1/2 -478.242 -478.127 h -478.37306 b

31 1/2 -471.984 -471.903 h -471.99673 b

32 1/2 -469.4005 -469.40177 -469.40262 b

33 1/2 -461.99060 -461.99168 d -461.99112 b

34 1/2 -461.10330 -461.10327 h -461.10357 b

35 1/2 -456.49378 -456.49358 h -456.49399 b

36 1/2 -442.240 -442.284 -442.30431 b

a 7th order FEM, grid points N = 3249, singular transformation ν = 4;
b singular transformation ν = 2 [17];
c [13]
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Table 3.5: Spectrum of Jz = 3/2 states Th179+
2 up to n = 6. s marks spurious; d, h, hh contaminated

states (d: deeper than ‘true (FEM)’ energies, h: higher, hh: much higher than 2-spinor LCAO).

E (a.u.)
LCAO(6h6h6h) FEM

No. Jz 2-spinor 4-spinor 2-spinor a

3/2 -46369.5 s
3/2 -38372.4 s
3/2 -36205.0 s
3/2 -32841.7 s
3/2 -10368.5 s
3/2 -7045.25 s

1 3/2 -3652.95 -3647.85 hh -3653.567953
2 3/2 -2009.36 -2008.42 h -2009.642338
3 3/2 -1872.55 -1872.70 -1872.872588
4 3/2 -1769.13 -1768.11 h -1769.552971
5 3/2 -1126.90 -1126.65 h -1127.062519
6 3/2 -1088.474 -1088.499 -1088.511464
7 3/2 -1070.09 -1070.73 d -1070.323206
8 3/2 -1048.892 -1048.938 d -1048.911084
9 3/2 -1022.23 -1022.31 -1022.465956

3/2 -885.701 s
3/2 -809.122 s

10 3/2 -714.623 -714.148 h -714.707575
11 3/2 -696.409 -696.405 h -696.439812
12 3/2 -685.950 -685.857 h -686.084597
13 3/2 -675.805 -675.786 h -675.821905
14 3/2 -673.9003 -673.8971 h -673.901848
15 3/2 -661.91081 -661.91095 -661.911188
16 3/2 -660.564 -660.133 h -660.701865

3/2 -543.357 s
17 3/2 -491.605 -491.518 h -491.651778
18 3/2 -481.576 -481.5888 -481.597689
19 3/2 -475.221 -475.401 d -475.299198
20 3/2 -469.612 -469.562 h -469.624198
21 3/2 -468.5092 -468.51150 d -468.511090
22 3/2 -461.47196 -461.47229 -461.472453
23 3/2 -460.84660 -460.84661 -460.846838
24 3/2 -460.306 -460.281 h -460.388737
25 3/2 -456.32182 -456.32168 h -456.321993

a 7th order FEM, grid points N = 3249, singular transformation ν = 2
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Table 3.6: Spectrum of Jz = 5/2 to 11/2 states Th179+
2 up to n = 6. s marks spurious; d, h contaminated

states (d: deeper than ‘true (FEM)’ energies, h: higher than 2-spinor LCAO).

E (a.u.)
LCAO(6h6h6h) FEM

No. Jz 2-spinor 4-spinor 2-spinor a

5/2 -30364.6 s
1 5/2 -1791.37 -1791.681 d -1791.620132

5/2 -1607.90 s
5/2 -1439.59 s

2 5/2 -1063.76 -1063.77 -1063.874773
3 5/2 -1036.811 -1036.810 h -1036.832410
4 5/2 -1033.88 -1033.967 -1034.069035
5 5/2 -682.691 -682.703 -682.788469
6 5/2 -671.0885 -671.0885 -671.090002
7 5/2 -669.118 -669.123 -669.138191
8 5/2 -667.087 -667.274 d -667.206186
9 5/2 -660.25059 -660.25091 -660.251093
10 5/2 -473.347 -473.363 -473.410158
11 5/2 -466.7891 -466.790546 -466.790640
12 5/2 -465.593 -465.6154 d -465.607097
13 5/2 -464.248 -464.477 d -464.324749
14 5/2 -460.46626 -460.466959 d -460.466869
15 5/2 -460.33531 -460.33525 -460.335492
16 5/2 -455.98083 -455.98077 h -455.980973
1 7/2 -1023.077 -1023.079 -1023.147301
2 7/2 -666.967 -666.968 -667.008251
3 7/2 -661.688 -661.692 -661.752026
4 7/2 -657.8757 -657.8761 -657.881967
5 7/2 -464.233 -464.234 -464.315746
6 7/2 -461.186 -461.190 -461.224915
7 7/2 -459.57312 -459.57307 h -459.573255
8 7/2 -459.024 -459.025 -459.038686
9 7/2 -455.476988 -455.476916 h -455.477083
1 9/2 -654.951 -654.951 -654.982302
2 9/2 -458.5541 -458.5540 h -458.564319
3 9/2 -457.231 -457.231 -457.300956
4 9/2 -454.8189 -454.8189 -454.823106
1 11/2 -454.0165 -454.0164 h -454.026322

a 7th order FEM, grid points N = 3249, singular transformation ν = 2 [17]



Chapter 4

Balance Method

The minimax energy functional equation (3.3) was proven to have the same positive energy
spectrum E +mc2 as the Dirac Hamiltonian [8], but the eigenvalues in the denominator
are not known in advance. If one wants to avoid having to iterate them, one has to ei-
ther make an approximation of the Hamiltonian or project differently from equation (3.3)
against the negative continuum, e.g. project via orthogonality to a properly discretized
negative continuum. Such a discretization may be obtained by a specially constructed
small component basis and introducing additional expansion coefficient for the small com-
ponents of the four-spinor. This is not a minimax method, but a four-spinor scheme with
coefficients cij and dij for the large and small component basis, respectively. We discuss
several possibilities.

4.1 Kinetic Balance (KB)

First we simplify the denominator (equation 3.10) such that only the 2mc2 is left, which
one readily notices to be the well known Kinetic Balance (KB). The expansions for the
large and small components are

ψMO
i+ =

∑
j

cij χ
AO
j+ , (4.1)

ψMO
i− =

∑
j

dij
L̂χAOj+
2mc2

. (4.2)

Inserting them into the Dirac energy functional equation (2.5), one gets an eigenvalue
equation in doubled space

HdXd = E SdXd. (4.3)

25
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In Kinetic Balance formulation there is no energy and potential dependence in the de-
nominator, so one can easily apply it in general molecular calculations, however, at the
expense of rather poor accuracy as we will show the following results.

4.2 Molecular Balance (TVB)

In order to go beyond that, a natural extension is using the molecular potential in the
denominator, which in particular has all the molecular potential V MO singularities in
every small component basis

ψMO
i− =

∑
j

dij
L̂χAOj+

(E0 + 2mc2 − V MO)
. (4.4)

The E0 in equation(4.4) is a constant. Instead of E0 one may use EAO
j , the atomic

eigenvalues, which are good for the core and semi-core states, and for excited high lying
molecular states (if we construct the atomic potentials by including monopole contribu-
tions from all other centers and additionally use the basis set of the eigenstates with the
molecular monopole potential with respect to the center of charge). The results show
that the molecular eigenvalues are quite insensitive to the choice of E0. Using the full
molecular potential for the construction of the small component basis set it may be called
Molecular Balance or Kinetic and Potential Balance (TVB).

4.3 Defect Balance (TVDB)

Inspecting the derivation of the minimax functional equation(3.3) one notices that two
of the four Dirac equations are resolved exactly. If we iteratively resolve these two Dirac
equations up to terms quadratic in 1/(E0 + 2mc2 − V MO), we get a new basis set, which
may be called Kinetic and Potential Defect Balance (TVDB)

ψMO
i− =

∑
j

cij
L̂χj+

E0 + 2mc2 − V MO
+
∑
j

dij
L̂χj+

(E0 + 2mc2 − V MO)2
. (4.5)

One can see that the first term would be identical to traditional four-spinor LCAO if one
replaced V MO by V AO

j and E0 by EAO
j . The remainder in equation(4.5) is of third order in

1/(E0 + 2mc2− V MO), while the error of TVB is of second order in it. Although in TVB
there are already no spurious states, the defect basis set improves the accuracy further.
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Figure 4.1: Th179+
2 1s1/2σg energy, convergence behavior of various methods. All states n1l1, n2l2,

n3l3 where the ni run up to a given n and li = 0 up to ni − 1 form the 3 center basis (with modified
atomic potential β = 60 [14]), E0 = −4000 for TVB and TVDB (Left: LCAO); (Right: TVB, TVDB
and Minimax.)

4.4 Discussion of Approximation Method

We calculate the highly relativistic quasi-molecular one electron system Th179+
2 with KB,

TVB, and TVDB methods and compare them with four-spinor LCAO, and two-spinor
Minimax LCAO results. The AOs are constructed from atomic potentials which include
modified monopole potential contributions from the other center(s) with β = 60 [14].
Figure 4.1 is a comparison of the ground state energy with increasing basis size n1l1, n2l2,
n3l3 (3 center basis). ni denote the principal quantum numbers which run up to n, where
n = 1 to 6. All states up to a given n with angular momenta li = 0 to ni − 1 form
the 3 center basis. The left part shows the traditional four-spinor LCAO results. The
straight line in the middle is the FEM value −9504.757 for comparison. The right part
shows the TV Balance, TV Defect Balance and Minimax LCAO energy differences to the
highly accurate FEM result and their convergence behavior. Note the different scales to
show the behavior more clearly. We see that the error of LCAO is much bigger than of
TVB and TVDB and it does not converge, because of the weaker projection properties.
The results of TVB, TVDB and Minimax LCAO converge monotonically to the FEM
value, and TV and TV Defect Balance are lower than Minimax LCAO, within drawing
accuracy TVDB and Minimax LCAO are indistinguishable. Being deeper and thus closer
to the true value does not mean they are better than Minimax LCAO, for we know that
Balance projection is worse. TVB and TVDB converge to the Minimax LCAO values,
the difference between them becomes smaller with basis size increase, mainly following
a power law n−1.5, n being the maximal principal quantum number. This is not to be
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Table 4.1: Spectrum of Jz = 1/2 energies in a.u. Th179+
2 (R = 2/90 a.u.) for 3-centered AO basis set

n = 3 (see fig. 1 and text, atomic potentials with modified monopole contributions from other centers
[14]). s marks spurious. E0 = −4000 a.u.

No. 4-SP LCAO KIN-B T-V-B T-V-D-B MINIMAX FEM [14]

-22144 s -13257 s
-11910 s

1 -9522 -8902 -9502.03 -9501.3736 -9501.3702 -9504.757
-8348 s

2 -6815.1 -7382 -6813.68 -6813.5240 -6813.5238 -6815.513
-4541 s

3 -4123.6 -3995 -4121.44332 -4121.4432495 -4121.4432495 -4127.891
4 -3402 -3219 -3369.7294 -3369.7277640 -3369.7277639 -3374.520

-3042 s
5 -2564.7 -2380 -2562.640 -2562.632276 -2562.632273 -2564.181
6 -2477 -2334 -2446.961 -2446.952315 -2446.952310 -2455.956

-2217 s
7 -1997.0 -1996.9 -2005.9662 -2005.9650440 -2005.9650433 -2010.664
8 -1914.6 -1878 -1911.382 -1911.372274 -1911.372260 -1917.124
9 -1650.15 -1618 -1650.458 -1650.449831 -1650.449822 -1652.815

confused with the convergence behavior in fig. 4.1, which addresses the approximation
error as a function of n.
To show the phenomena in detail we give four tables with different basis sizes comparing
several linear approximations to Minimax LCAO and the results of traditional four-spinor
LCAO, Minimax LCAO and FEM. In the last Chapter 3.5 we focused on showing the
success of two-spinor Minimax LCAO. Here our main purpose is by a detailed comparison
to investigate the behavior of the new linear methods. The rather large number of digits
given in the tables are meant to exhibit the difference of the various approaches within
the same numerics. The integration accuracy is such that the largest errors on norms are
10−8, but often the errors stay below 10−9. The relative accuracies of the energy values
for the given basis sets are of similar order except for spurious and low accuracy states
where the errors may be orders of magnitude bigger. In these states integration errors are
obviously strongly enhanced.
We find that KB has spurious states not only below the ground state but also in the
spectrum. For the bases (n = 4 and n = 5) it is difficult in KB to decide which states are
spurious and which not ( x marks in the table). Occurrence of the spurious states indicates
an insufficient projection ability against negative continuum contributions in this highly
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Table 4.2: Spectrum of Jz = 1/2 energies in a.u. Th179+
2 (R = 2/90 a.u.) for 3-centered AO basis set

n = 4 (see fig. 1 and text, atomic potentials with modified monopole contributions from other centers
[14]). s marks spurious. x means: it can not be decided that this energy is spurious or not, which makes
the level assignment only tentative. E0 = −4000 a.u.

No. 4-SP LCAO KIN-B T-V-B T-V-D-B MINIMAX FEM [14]

-25624 s -14187 s
-25563 s -12027 s

1 -9505.8 -9382 x -9503.06 -9502.632 -9502.6293 -9504.757
2 -6819.5 -7131 x -6814.27 -6814.18987 -6814.18974 -6815.513

-5167 s -5727 x
3 -4130.0 -4042 -4124.94545 -4124.9454024 -4124.9454024 -4127.891

-3453 s
4 -3376.8 -3218 -3372.4089 -3372.4077166 -3372.4077165 -3374.520
5 -2562.8 -2391 -2563.0357 -2563.031269 -2563.031267 -2564.181
6 -2465 -2376 -2454.6440 -2454.638815 -2454.638813 -2455.956
7 -2012.5 -1997 -2009.7020 -2009.7008474 -2009.7008467 -2010.664
8 -1917.8 -1891 -1914.9396 -1914.932827 -1914.932817 -1917.124
9 -1653.7 -1628 -1651.8514 -1651.845769 -1651.845762 -1652.815
10 -1339.8 -1311 -1335.9597 -1335.953872 -1335.953865 -1336.674
11 -1336.7 -1296 -1329.693 -1329.685476 -1329.685467 -1330.255
12 -1173 -1131.4 -1138.3659 -1138.364079 -1138.364076 -1138.978
13 -1105.5 -1103.5 -1104.6254 -1104.624850 -1104.624849 -1105.112
14 -1087.6 -1074 -1083.043 -1083.036800 -1083.036780 -1084.182

-1084 s
15 -1055.70 -1055.66 -1055.67602 -1055.6760082 -1055.6760081 -1055.802
16 -965.9 -959.3 -966.0699 -966.065786 -966.065777 -966.6071

relativistic situation within our AO basis. Only when Z/c goes to zero the projection
will become perfect. This has been found in our tests for the light system H+

2 , where no
spurious states occur with KB. Another point is that KB results are more accurate for
high-lying than low-lying states, partly because the high-lying states are less relativistic
and thus one has a good projection possibility, and partly because the high-lying kinetic
balanced AOs have little strength in the core region where the potential varies strongly.
The fluctuations in energies with basis size are unsystematic and unpredictable. It was
already mentioned in [6] that calculations with relativistically contracted large compo-
nents basis sets supplemented by kinetically balanced small components may diverge for
the ground state. The missing potential dependence of the small component basis in KB
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may be simulated to some extend by superposition of a larger basis. This might explain
the fair success in [6] where the small components of atomic solutions for the inner shell
orbitals are combined with KB for the other orbitals.

The traditional four-spinor LCAO results on average are much better than KB (even
though more spurious states appear and intrude into the spectrum), because the four-
spinor AOs are on average the better physical basis. The traditional four-spinor LCAO
approach is best when the internuclear distance is big because then the AOs do not
overlap much and thus the pre-projection of the AOs is quite well preserved in LCAO.
And when used with a minimal basis set, which however does not give good accuracy, the
pre-projection also does not deteriorate much, the artifacts remain small, in particular no
spurious states occur.

TV Balance results are much better than traditional four-spinor LCAO. Compared to
KB, the accuracy is better because of the improved construction of the small component
basis at the atomic centers. And compared to traditional four-spinor LCAO one has the
additional freedom of doubled coefficients. This improves the projection property, as the
negative continuum is discretized naturally with the help of the balanced basis.

TV Balance is quite close to Minimax LCAO results, which is the proper standard for
the chosen AO large component basis, instead of comparing to the highly accurate FEM
values. Because, we should distinguish between the truncation error due to a finite basis
size and the projection properties against the negative continuum by various kinds of
balanced constructions of the small component basis with the same large component
basis choice. These projection properties one infers from a comparison to Minimax LCAO
results which are perfectly projected against the negative continuum.

The sensitivity of TVB on the energy E0 is weak, one may replace it by EAO
j , the atomic

energies, and obtain results of similar quality, at least in our basis set. It will be of great
practical importance to explore the sensitivity to the molecular potential in the denomi-
nator by replacing the full molecular potential by a number of systematic approximations
to it. This seems promising as one may interpret certain results in the literature [43] in
this direction.

The TV Defect Balance approach gets us another 2 to 3 digits closer to the Minimax LCAO
results, depending on the level, but quite independent of the basis size. This improvement
factor between TVB and TVDB generally reflects the same power law convergence of
both TVB and TVDB to the minimax values, stated already above. TVB and especially
TVDB is a big success over KB and a very promising method with practically almost
the same computational effort as the other balance methods, because the relativistic AOs
necessitate anyway in numerical integration for the matrix elements. For other type large
component basis sets it might be advantages to re-fit the small component basis space
in terms of a similar class of functions as used for the large components and then the
effort will be enhanced. The defect part of the small component basis in particular allows
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both to discretize the negative continuum for projection and exhaust the large component
approximation power of the atomic basis: among the linear approximations to Minimax
LCAO here TVDB is the best. But one may argue that the projection error, which
is orders of magnitude smaller than the truncation error, indicates that the projection
quality is overdone and could be considerably worsened, even for such a super-heavy
system like Th179+

2 . This offers the possibility to save computational effort (by a smaller
number of dij till the projection error increases to the order of the approximation error).
It will be of great practical importance to see how far one can thus push the effort towards
that of four-spinor LCAO, which is minimal in a given relativistic AO basis size.
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Table 4.3: Spectrum of Jz = 1/2 energies in a.u. Th179+
2 (R = 2/90 a.u.) for 3-centered AO basis set

n = 5 (see fig. 1 and text, atomic potentials with modified monopole contributions from other centers
[14]). s marks spurious. x means: it can not be decided that this energy is spurious or not, which makes
the level assignment only tentative. E0 = −4000 a.u.

No. 4-SP LCAO KIN-B T-V-B T-V-D-B MINIMAX FEM [14]

-20155 s -14089 s
-12536 s -11712 s
-12055 s

1 -9521 -10741 x -9503.48 -9503.1836 -9503.18198 -9504.757
-7481 s -7673 x

2 -6813.95 -7580 x -6814.536 -6814.50083 -6814.50076 -6815.513
-5461 s -5988 x

3 -4130.0 -4040 -4126.282956 -4126.2829158 -4126.2829158 -4127.891
-3666 s

4 -3379.4 -3294 -3373.1335 -3373.1327366 -3373.1327365 -3374.520
-2960 s

5 -2566.3 -2536 -2563.5342 -2563.532099 -2563.532098 -2564.181
6 -2433 -2384 -2455.1141 -2455.109315 -2455.109313 -2455.956
7 -2008.3 -1999 -2010.1863 -2010.1853385 -2010.1853379 -2010.664
8 -1921.0 -1891 -1916.1552 -1916.150317 -1916.150310 -1917.124
9 -1652.58 -1637 -1652.0900 -1652.086366 -1652.086362 -1652.815

-1432 s
10 -1326.5 -1328.8 -1336.3751 -1336.372346 -1336.372342 -1336.674
11 -1322.6 -1298 -1329.8603 -1329.853008 -1329.852999 -1330.255
12 -1137.85 -1132.5 -1138.6573 -1138.655940 -1138.655939 -1138.978
13 -1104.72 -1103.8 -1104.8762 -1104.8757458 -1104.8757448 -1105.112
14 -1086.9 -1074.5 -1083.6367 -1083.632415 -1083.632404 -1084.182

-1065 s
15 -1055.52 -1055.742 -1055.75025 -1055.7502454 -1055.7502454 -1055.802
16 -966.65 -961.1 -966.2305 -966.227919 -966.227914 -966.6071
17 -818.23 -812.2 -818.9475 -818.942024 -818.942016 -819.1415
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Table 4.4: Spectrum of Jz = 1/2 energies in a.u. Th179+
2 (R = 2/90 a.u.) for 3-centered AO basis set

n = 6 (see fig. 1 and text, atomic potentials with modified monopole contributions from other centers
β = 60[14]). s marks spurious. E0 = −4000 a.u.

No. 4-SP LCAO KIN-B T-V-B T-V-D-B MINIMAX FEM [14]

-36176 s
-32671 s
-31246 s
-24182 s
-19086 s
-12354 s -15447 s
-10777 s -13673 s

1 -9510.50 -8940 -9503.79 -9503.5550 -9503.5538 -9504.757
-8306 s

2 -6813.20 -6625 -6814.669 -6814.643698 -6814.643653 -6815.513
-5850 s

3 -4126.48 -4032 -4126.787789 -4126.7877545 -4126.7877544 -4127.891
-4028 s

4 -3374.23 -3326 -3373.5264 -3373.5258181 -3373.5258177 -3374.520
5 -2563.11 -2706 -2563.8015 -2563.8000129 -2563.8000122 -2564.181
6 -2457.08 -2547 -2455.313 -2455.309632 -2455.309631 -2455.956

-2033 s
7 -2010.01 -2004 -2010.4425 -2010.4417540 -2010.4417536 -2010.664
8 -1917.072 -1892 -1916.4569 -1916.452865 -1916.452860 -1917.124
9 -1655.06 -1640 -1652.3456 -1652.342807 -1652.342803 -1652.815

-1352 s
10 -1336.46 -1331 -1336.5135 -1336.511389 -1336.511386 -1336.674
11 -1292.28 -1283 -1329.9359 -1329.930772 -1329.930766 -1330.255

-1173 s
12 -1138.42 -1135 -1138.8245 -1138.823465 -1138.823463 -1138.978
13 -1105.162 -1104.1 -1105.03453 -1105.034188 -1105.034187 -1105.112
14 -1084.36 -1075 -1083.8081 -1083.804519 -1083.804512 -1084.182
15 -1055.780 -1055.776 -1055.781472 -1055.7814692 -1055.7814692 -1055.802
16 -965.69 -962 -966.3824 -966.380320 -966.380316 -966.6071
17 -819.154 -813 -818.9833 -818.979608 -818.979601 -819.1415
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Chapter 5

Chemistry

The interesting element with large relativistic effects, for example Element Au (gold),
and light and super-heavy elements in the same column will be investigated within the
scheme of Kohn-Sham, including local and nonlocal density functionals, in order to find
whether both the traditional four-spinor LCAO and TVDB LCAO work well with chemical
distance.

5.1 The Hohenberg-Kohn Theorems

The Hohenberg-Kohn [44] Theorem 1:
The total density of a multi-electron system determines its external potential. In the
proof of it, it is clear to find that a contradiction will appear if one density of ground
state would relate to two different potentials, thus two different Hamiltonian, and thus
leading to two different total energies both for the ground state.
One therefore could represent the total energy of the quantum system as a functional of
the total density Etotal[ρ(~r)],

Etotal[ρ(~r)] = F [ρ(~r)] +
∫
vextρ(~r)d3~r (5.1)

The great advantage of this density functional is that the functional F [ρ(~r)] is universal
(vext is system specific) and could be easily applied to all large or small systems, if only the
formulation of the functional is determined. And it is simple with only a three-dimensional
variable, in contrast to the wavefunction of a N -particle system.

The Hohenberg-Kohn Theorem 2:
The total density and total energy of the ground state could be achieved by a variation
principle. According to the first theorem, any change of the ground state density will

35
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determine a change in potential, thus in Hamiltonian and wavefunction of the system.
The change leads to a new expectation value of the total energy, which is larger than the
ground state energy. The variation process with respect to the total density obtains both
the ground state density and total energy together.

δEtotal[ρ(~r)] = 0 (5.2)

This variational principle is subject to the constraint of total particle number.

N =
∫
ρ(~r)d3~r (5.3)

5.2 The Kohn-Sham Equation

within the Hohenberg-Kohn Theorems, the key points of determination of a multi-particle
system are searching the exact density of the system and the energy functional of the
density, which is system-independent. A very good idea was introduced by Kohn and
Sham [45] that a fictitious system could be investigated if only the density is the same as
the system under study. A non-interacting multi-particle system (in an external potential)
would be a good and simple choice for this purpose, for which a single Slater determinant
is exact to describe the ground state of it. And the kinetic energy functional, one of the
difficult parts for interacting systems, is exactly known for such a system as follows, (in
the non-relativist case for example t̂ = 1

2m
∇2),

Ts[ρ(~r)] =
N∑
i

〈Ψi(~r) | t̂ | Ψi(~r)〉 (5.4)

where s stands for non-interacting system. The density of such a system is simply the
sum of the single-particle density of the orbitals

ρ(~r) =
N∑
i

| Ψi(~r) |2 (5.5)

and the corresponding energy is given by

Etotal
s [ρ(~r)] = Ts[ρ(~r)] +

∫
vsρ(~r)d3~r (5.6)
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comparing to the density functional of the interacting multi-particle system, one could
rearrange the formula 5.1 such that the residual kinetic energy, from the non-interacting
kinetic energy could be put into a new part of the potential, the non-classic interaction
between electrons as well.

E[ρ(~r)] =
∫
vext(~r)ρ(~r)d3~r + T [ρ(~r)] + Vee[ρ(~r)]

=
∫
vext(~r)ρ(~r)d3~r + Ts[ρ(~r)] + EH [ρ(~r)] + (T [ρ(~r)]− Ts[ρ(~r)] + Vee[ρ(~r)]− EH [ρ(~r)])

=
∫
vext(~r)ρ(~r)d3~r + Ts[ρ(~r)] + EH [ρ(~r)] + Exc[ρ(~r)] (5.7)

the classic repulsion between electron interaction EH [ρ(~r)] and the exchange and correla-
tion functional Exc[ρ(~r)] are the following respectively,

EH [ρ(~r)] =
∫ ∫ ρ(~r)ρ(~r′)

| ~r − ~r′ |
d3~rd3~r′ (5.8)

Exc[ρ(~r)] = T [ρ(~r)]− Ts[ρ(~r)] + Vee[ρ(~r)]− EH [ρ(~r)] (5.9)

the application of the variation principle will give the variational equation

([c α̂ · p̂ +mc2β̂] + vext(~r) + vH(~r) + vxc(~r))ψk(~r) = εkψk(~r) (5.10)

And the Hartree potential and exchange correlation potential are correspondingly derived,

vH(~r) =
∫ ρ(~r′)

| ~r − ~r′ |
d3~r′ (5.11)

vxc(~r) =
δExc[ρ(~r)]

δρ(~r)
(5.12)

By this way one recasts the problem of an interacting system into a non-interacting system
with an additional potential Vxc. The orbital equations of this fictitious system are called
Kohn-Sham [45] equation. Solving the Kohn-Sham equation requires, in the same way
as Hartree-Fock procedure, a self-consistent process, namely, the density determines the
KS potential, thus the Hamiltonian (with the KS potential) determines the ground state
wavefunction, leading to a new density, which will give the next potential. The density
functional is not dependent on the molecule, thus it is an ab initio method in theoretical
physics and chemistry. As the exact form is yet unknown, approximations have to be
applied.
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5.3 Slater approximation

This approximation is based on the Hartree-Fock (or Dirac-Fock) method mentioned in
Chapter 2. It is originally from approximating the exchange part of the Dirac-Fock energy
and potential in the following way,

V X
α (~r) = −3

2
α(

3

π
ρ(~r))

1
3 , α = 0.7 (5.13)

As it is locally dependent on density, it could be taken as one local density functional
(it is not the so called local density functional (LDA), which is the next one with both
the definition of an exchange and correlation functional). Because it is quite simple, one
could take it as a good start for research. (no relativistic version is applied )

5.4 Local density functional

The nonrelativistic local density functional (LDA) consists of the (standard) local ex-
change functional (LDA), which has the same form as the exact exchange of a homoge-
neous electron gas (HEG), and the correlation functional, named after Vosko-Wilk-Nusair
(VWN) [46]. In the case of large relativistic effects, relativistic corrections to the function-
als are taken into account in this investigation [47]. It is called relativistic local exchange
functional (RLDA).

ERLDA
xc (ρ(~r)) =

∫
d3~r[eHEGx (ρ(~r))φx,0(β) + eVWN

c (ρ(~r))φc,0(β)] (5.14)

where the homogeneous electron gas exchange functional is,

eHEGx (ρ(~r)) = −3(3π2)1/3

4π
ρ4/3(~r) (5.15)

and φx,0 , φc,0 are the relativistic correction factors of exchange and correlation functional
respectively.

5.5 The generalized gradient approximation (RGGA)

A current way to improve the simple functional LDA or RLDA is taking the gradient
contribution of the gradient of the density, which includes information of the density
of points nearby. This represents non-locality of the system. In this investigation, the
Becke(B88) [48] functional for exchange and its relativistic extension (RB88) and the
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Perdew(P86) [49] functional for the correlation are applied. The parameter sets of the
functionals are referred to the paper [56].

ERGGA
X (ρ(~r)) =

∫
d3~reHEGx (ρ(~r))[φx,0(β) + gGGAx (ρ(~r), (∇ρ(~r))2)φx,2(β)] (5.16)

where gGGAx (ρ(~r), (∇ρ(~r))2) is the gradient contribution and φx,2 its relativistic extension.

5.6 Density approximation and Hartree potential

5.6.1 Density approximation

As an important contribution of the total energy, the Hartree energy and Hartree potential
are required to be accurate enough corresponding to the general accuracy. But the direct
calculation of them through three-dimensional integration would be very expensive. The
following approximated density for the purpose of effort-saving is made by introducing
a set of multi-centered multipole functions [50], which simply leads to one-dimensional
integrals only of the Hartree potential over atomic orbitals.
The density is expanded by the following way,

ρ̃(~r) =
NA∑
K=1

MK∑
j=1

Lj∑
l=0

l∑
m=−l

QKjlmFKj(ξK)Ylm(θK , φK) (5.17)

where ~r or (r, θ, φ) is in the molecular frame, ~ξK or (ξK , θK , φK) is in the atomic frame
with respect to atomic center K. And fitting functions for the radial part of the atomic
density functions are F j

K(ξK) = [P 2
j (ξK)+G2

j(ξK)], where Pj(ξK) and Gj(ξK) are the radial
function of the large and small components of the jth wavefunction on center K. Ylm are
the real spherical harmonics, and QKjlm are the expansion coefficients to be determined.
One writes the expansion in short,

ρ̃(~r) =
∑
ν

qνϕν(~r) (5.18)

qν = QKjlm (5.19)

ϕν(~r) = FKj(ξK)Ylm(θK , φK) (5.20)

ν represents any combination of the indices (K, j, l,m).
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5.6.2 Potential expression

The definition of the electron-electron repulsion potential is

VH(~r) =
∫ ρ(~r′)

|~r − ~r′|
d3~r′ (5.21)

with a coordinate transformation from the molecular frame ~r to an atomic frame ~ξK ,
namely ~r − ~r′ = ~ξK − ~ξ′K , insertion of the density approximation expression leads to an
approximation of the Hartree potential,

ṼH(~r) =
NA∑
K=1

MK∑
j=1

Lj∑
l=0

l∑
m=−l

QKjlm

∫ FKj(ξ
′
K)Ylm(θ′K , φ

′
K)

|~ξK − ~ξ′K |
d3~ξ′K (5.22)

then one proceeds with the expansion of 1/|~ξK − ~ξ′K | in terms of Legendre polynomials

1

|~ξK − ~ξ′K |
=

∞∑
l′=0

Gl′(ξK , ξ
′
K)Pl′(cosωK) (5.23)

where

Gl′(ξK , ξ
′
K) =


ξ′l
′

K

ξl
′+1
K

, ξK ≥ ξ′K
ξl
′
K

ξ
′(l′+1)
K

, ξK < ξ′k
(5.24)

and ωK the angle between ~ξK and ~ξ′K . One expands further the Legendre polynomials
by real spherical harmonics,

Pl′(cosωK) =
4π

2l′ + 1

l′∑
m′=−l′

Yl′m′(θK , φK)Yl′m′(θ
′
K , φ

′
K) (5.25)

getting an expression of 1/|~ξK−~ξ′K | with real spherical harmonics (in angular coordinates)
only.

1

|~ξK − ~ξ′K |
=

∞∑
l′=0

4π

2l′ + 1
Gl′(ξK , ξ

′
K)

l′∑
m′=−l′

Yl′m′(θK , φK)Yl′m′(θ
′
K , φ

′
K) (5.26)
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One integrates over the angular coordinates θ′K , φ
′
K and takes into account the orthogo-

nality of the spherical harmonics.

∫
Ylm(θ′K , φ

′
K)Yl′m′(θ

′
K , φ

′
K)dΩ′K = δll′δmm′ (5.27)

Then the approximated Hartree potential shows in terms of real spherical harmonics
Ylm(θK , φK) reads

ṼH(~r) =
NA∑
K=1

MK∑
j=1

Lj∑
l=0

l∑
m=−l

4π

2l + 1
QKjlmYlm(θK , φK) (5.28)

×[
1

ξl+1
K

∫ ξK

0
ξ
′(l+2)
K FKj(ξ

′
K)dξ′K + ξlK

∫ ∞
ξK

1

ξ
′(l−1)
K

FKj(ξ
′
K)dξ′K ]

again for convenience, one could use a combination of indices (K, j, l,m).

ṼH(~r) =
∑
ν

qνuν(~r) (5.29)

uν(~r) =
4π

2l + 1
Y m
l (θK , φK)[

1

ξl+1
K

∫ ξK

0
ξ
′(l+2)
K FKj(ξ

′
K)dξ′K + ξlK

∫ ∞
ξK

1

ξ
′(l−1)
K

FKj(ξ
′
K)dξ′K ]

5.6.3 Fitting of the molecular density

A least-square-fit to the SCF iterative density is normally a good way to determine the
coefficients of the model density expansion. A more appropriate and better fitting method
by minimizing the positive-defined Coulomb energy calculated from the difference of the
SCF iterative (true) density and approximated (model) density was introduced [19].

∫ ∫ [ρ(~r)− ρ̃(~r)][ρ(~r′)− ρ̃(~r′)]

|~r − ~r′|
d3~rd3~r′ = min (5.30)

with the total charge constraint

∑
ν

qν

∫
ϕν(~r)d

3~r = Q (5.31)



42 CHAPTER 5. CHEMISTRY

The constraint make the coefficients qν linearly dependent. One could eliminate the
constraint explicitely by expressing one of them (e.g. the last one qn ) in terms of the other
n−1 coefficients and get linearly independent n−1 coefficients and another approximation
form.

ρ̃(~r) =
n−1∑
ν=1

qν(ϕν(~r)−
∫
ϕν(~r1)d3~r1∫
ϕn(~r1)d3~r1

ϕn(~r)) +
Q∫

ϕn(~r1)d3~r1

ϕn(~r)

=
n−1∑
ν=1

qνϕ
′
ν(~r) +Q′ϕn(~r) (5.32)

ϕ′ν(~r) = ϕν(~r)−
∫
ϕν(~r1)d3~r1∫
ϕn(~r1)d3~r1

ϕn(~r) (5.33)

Q′ =
Q∫

ϕn(~r1)d3~r1

(5.34)

Inserting the new expansion form of the approximation density, one has

∫ ∫ [ρ(~r)−∑n−1
ν=1 qνϕ

′
ν(~r)−Q′ϕn(~r)][ρ(~r′)−∑n−1

ν=1 qνϕ
′
ν(~r
′)−Q′ϕn(~r′)]

|~r − ~r′|
d3~rd3~r′ = min

(5.35)

A linear matrix equation will arise by the variation process with respect to the coefficients
of the approximation qν , ν = 1, 2, ..., n− 1

A x = b (5.36)

Aµν =
∫ ∫ ϕ′µ(~r)ϕ′ν(~r

′)

|~r − ~r′|
d3~rd3~r′ =

∫
ϕ′µ(~r)u′ν(~r)d

3~r (5.37)

bν =
∫ ∫ (ρ(~r)−Q′ϕn(~r))ϕ′ν(~r

′)

|~r − ~r′|
d3~rd3~r′ =

∫
(ρ(~r)−Q′ϕn(~r))u′ν(~r)d

3~r (5.38)
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u′ν(~r) =
∫ ϕ′ν(~r

′)

|~r − ~r′|
d3~r′ (5.39)

And solving the linear equation, getting qν , ν = 1, 2, ..., n − 1, gives the approximate
density (equation 5.18) (or equation 5.32) and Hartree potential (equation 5.29) with qn.

qn =
Q∫

ϕn(~r1)d3~r1

−
n−1∑
ν=1

qν

∫
ϕν(~r1)d3~r1∫
ϕn(~r1)d3~r1

(5.40)

5.7 Basis construction

As we try to find the difference of four-spinor LCAO and TVDB LCAO a reasonable and
large enough basis set is necessary to apply, with which good results should be reached
close to benchmark values, for example, FEM two-spinor minimax results from Kullie [24]
and Beijing Density Functional(BDF) results from Wang and Liu [23].
All our basis sets are constructed by numerical atomic calculation, consisting of a minimal
basis set and basis functions from ionized atoms [19, 50, 21, 52]. Minimal basis functions
are normally all occupied orbitals of the neutral atoms (slightly ionized atoms are used
too in researches [19, 52]). For Ag, it is (1s1/2 up to 5s1/2); for Au, (1s1/2 to 6s1/2); for
Rg (element 111), (1s1/2 to 7s1/2). Other basis functions unoccupied have different nodes
structure and angular momentum to the valence basis functions (last d- and s- basis in
minimal basis set). Ionization leads to a deeper eigenvalue, a bigger exponent, and a
shorter radius of the principal maximum. The determination of the ionization degree of
the atoms is an optimization procedure for the molecular total energy. The procedure is
the following,

• Take a fixed (reasonable) internuclear distance, which is close to the equilibrium
bond distance, for the optimization procedure. If the reasonable distance is un-
known, one could adopt another way [19, 50, 52]: start from calculating an energy
curve for the molecule with the minimal basis set, and take the minimum of the
curve as the distance for determination of the ionization for the first additional ba-
sis function. A new minimum of the new energy curve with increased basis set is
applied for the further process. The distance will change always with increasing ba-
sis size and the energy curve calculation is time-consuming. Both methods assume
that the ionization degree for the additional basis functions is independent of R.

• All the unoccupied atomic basis functions could be added. Take Au as example,
7s, 8s, 9s as additional s-type basis; 6p, 7p, 8p as p-type basis; 6d, 7d, 8d as d-type
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basis; 5f , 6f , 7f as f -type basis; 5g, 6g as g-type basis; 6h as h-type basis. A
certain ionization degree will be found for each additional basis function.

• take one basis function search the best degree of ionization for the total energy of
the molecule.

• fix the degrees of ionization of all last sub-shells, and search the ionization for the
next one.

• continue this procedure one sub-shell after another till the total molecular energy
will change only a little (about 0.0001 a.u.).

• the sequence of all additional functions might influence the contribution of each
function. We suppose the influence is small.

5.8 Results

The research here with chemical systems is a comparison between traditional four-spinor
LCAO and TVDB LCAO calculations, which has nearly the same good results as two-
spinor minimax LCAO (as we have seen in Chapter 4) even for super-heavy quasi-
molecules. The diatomic molecules, Ag2, Au2, Rg2 are selected, as the relativistic effect
of the Au atom is large, and in the eka-gold super-heavy element Rg even larger. Ag as
a light element, with similar electron structure as Au, is for reference and comparison.
They are standard test models in theoretical chemistry for relativistic calculation. Thus
reasonable and as large as possible basis sets, for these dimers, will be found and applied
for my comparison.
Some previous research should be mentioned here. Hess and Kaldo [53] made a benchmark
investigation of relativistic all-electron coupled-cluster (CCSD(T)) calculation on the gold
dimer. The relativistic operator is based on the Douglas-Kroll transformation. i-type
functions are found to be needed for satisfactory convergence. For better results the basis
set superposition error (BSSE) has to be estimated. Correlating the electrons of the semi-
core 5p (totally 34 correlated electrons including 6s and 5d shells) gives also non-negligible
effect. High accuracy, i.e., Re within 1 pm, De better than 0.1 eV (according to the new
experimental value of [54], it differs by 0.15 eV), and ωe within a few wave numbers was
reached.
Wang and Liu [23] searched the optimization of basis functions for Cu2, Ag2 and Au2

at the level of four-component relativistic density functional theory (with standard func-
tional, LDA and GGA(B88/P86)). The basis used is numerical atomic orbitals (NAOs)
augmented with additional kinetically balanced Slater-type functions (STFs). Accord-
ing to the convergence behavior with increase of the basis set, for example, change by
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0.0048 eV in dissociation energy of Au2 of LDA with adding h-type function, limits were
estimated and suggested to be taken as benchmark for calibrating other calculations of
at least for the same density functional, for example, change by 0.0048 eV with adding
h-type function . In the research, in conclusion, including up to g-type functions in the
basis set is sufficient. And the BSSE did not show a big contribution there. Their LDA
results (take Au2 as example) are 3.1 pm shorter in Re, 0.74 eV larger in De, 8.3 wave
numbers lager in ωe, GGA result is 2.8 pm longer in Re, 0.07 eV larger in De, 11.8 wave
numbers lager in ωe, than the experimental value.
Kullie has done a similar investigation [24] for the benchmark values of the dimers of
elements in the group 11, including the super-heavy element Rg, with the safe treatment
(minimax method) of the relativistic operator. Although the density functional is only lo-
cal density functional (nonrelativistic LDA (NLDA), relativistic LDA (RLDA) and Slater
functional), the minimax FEM are safe from variational collapse and the finite element
basis is more systematic and quite large. The results confirm Wang and Liu’s [23].

5.8.1 Relativistic effect in Atoms

The molecular property is related to the corresponding atomic structure. To illustrate the
electron structure and relativistic effect of atoms, the valence orbitals of Dirac-Fock-Slater
atoms are shown in Table 5.1. One sees easily that

• The structures of all three of them would be nearly the same, if the relativistic effect
is not taken into account (the nonrelativistic calculation is made by 106 times the
speed of light).

• The nonrelativistic ns1/2 orbital is much shallower (in energy) than two (n − 1)d
orbitals (n =5,6,7 for Ag,Au,Rg, respectively), thus it will be surely much involved
in binding. And the (n− 1)d3/2, (n− 1)d5/2 are degenerate.

• Ag atom’s relativistic orbitals do not change much with a small relativistic effect.

• Au atom has nearly the same energy of 6s1/2 and 5d5/2.

• Rg atom’s 7s1/2 orbital, with a large relativistic effect, is much deeper than 6d5/2,
even the ground state configuration is changed from [Rn]6d107s1 to [Rn]6d97s2.

5.8.2 Smoothness of the Basis

Considering the quality of LCAO molecular results, it is essential to use very accurate
and thus highly smooth relativistic atomic orbital solutions. This requires at least ≥ 1500
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Table 5.1: Relativistic effect of valence orbitals in atomic Dirac-Fock-Slater calculation (energy in eV).

Ag 5s1/2 4d5/2 4d3/2

rel. -3.948 -6.622 -7.186
nonrel. -3.542 -7.315 -7.315
Au 6s1/2 5d5/2 5d3/2

rel. -5.281 -5.701 -7.244
nonrel. -3.668 -7.467 -7.467
Rg 7s1/2 6d5/2 6d3/2

rel. a -8.415 -5.586 -8.437
nonrel. a -4.301 -10.677 -10.677
nonrel. b -3.300 -7.995 -7.995

a the configuration [Rn]6d97s2

b the configuration [Rn]6d107s1

atomic grid points as seen in Table 5.2. Otherwise one spoils the molecular integrations
too much. The improved accuracy turns out to be essential also for the Morse-potential fit:
the vibrational frequency in Au2 changes by +3 cm−1, the Re by +0.01 a.u. as compared
to the 999 points, and the fit quality χ2 by almost an order of magnitude. It also shows in
Table 5.2 the converge behavior with possible numerical instability. This may come from
the irregular oscillation around the true atomic solution and the big error of extrapolation
out of the first point near point nuclei.

5.8.3 Basis Construction in Literature

The advantage of using numerical atomic orbitals as basis functions is that one could
effectively achieve high accuracy with a small number of basis functions within the DFT
scheme and solving the multi-center KS equations. But one has limited flexibility in-
creasing the basis (basis sets from only the solution of neutral, ionized system of same
element or other elements [21]). Basis sets as GTO and STO have more freedom, al-
though optimization is need too. In the following is a brief list of the optimization of
basis constructions in previous researches with numerical atomic orbitals.

• Varga [50] applied the minimal basis (1s - ns) plus (np1/2, np3/2, nd3/2, nd5/2) for
coinage metals, (1s − 6p) plus (nd3/2, nd5/2, nf5/2, nf7/2) for Tl2 , Pb2 , Bi2. And
he observes no change by adding (5f5/2, 5f7/2) for the gold dimer. The same choice
was taken in his research [56] and Baştuğ’s work [19]

• The comment by Liu [37] to Varga’s work [50] found better results with an enlarged
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Table 5.2: Total energy (Slater functional) for Au2 calculated at R = 4.7 a.u. (minimal basis set and
monopole fitting for Hartree energy) with different AO bases, which are with different numbers of atomic
grid points Natom. The molecular integration rule is Baerends type with parameters 11/11/11 [19, 55],
the matching condition in atomic calculation is 1.0 ×10−9.

Natom Molecular Total Energy
100 -38462.11302
300 -38093.3454864
500 -38093.3426193
700 -38093.3456404
900 -38093.3453108
999 -38093.3452478
1100 -38093.3454601
1300 -38093.3454314
1500 -38093.3455485
1700 -38093.3455497
1900 -38093.3455405

basis set in calculations of the gold dimer. His basis set is minimal NAO combined
with DZ-STFs for each spinor of 5d, 6s, 6p, 6d, and a set of 5f .

• The work [21] of Anton used the minimal basis plus (6p1/2, 6p3/2), (5f5/2, 5f7/2),
(5g7/2, 5g9/2), (6d3/2, 6d5/2), (6f5/2, 6f7/2), and claimed the next additional basis
will change the total molecular energy less than 0.01 eV (about 0.00037 a.u.). He
achieved highly accurate results for the dimer Pt2 with an improved model, taking
the magnetism into account.

• In Wang’s Benchmark calculations [23] even larger basis sets were investigated,
which are single-ζ(eg. NAO), plus double-ζ, triple-ζ, Quadruple-ζ for (n− 1) and n
shells valence (n− 1)d, ns and np shells , and with further four f and g functions.
The conclusion says that up to g state is necessary for highly accurate calculations.
All the STFs are optimized in the molecular calculations, rather than in atomic
calculations.

Concerning the angular momentum quantum numbers in the multipole expansion of the
model density, all of researches [50, 37, 21, 23] confirm that it is sufficient to use the
contributions up to the quadrupole terms in the model density.
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Table 5.3: Basis set optimization, their spectroscopic constants and effect of changes, in bond length(Re
in a.u.), dissociation energy(De in eV), and vibrational frequency(ωe in cm−1) of Au2, with RLDA density
functional

basis sets Re effect(pm) De effect ωe effect

minimal 4.8142 2.41567 171.56
+6p 4.7379 4.03762 2.68561 0.269940 186.94 15.38
+6p6d 4.7276 0.54505 2.70400 0.018395 186.27 -0.67
+6p6d7s 4.6977 1.58224 2.81690 0.112901 192.59 6.32
+6p6d7s5f 4.6539 2.31780 2.93905 0.122153 194.97 2.38
+6p6d7s5f5g 4.6286 1.33882 2.99590 0.056845 196.49 1.52
+6p6d7s5f5g7p 4.6261 0.13229 3.00912 0.013225 196.77 0.28
+6p6d7s5f5g7p6h 4.6215 0.24342 3.01813 0.009007 196.79 0.02
+6p6d7s5f5g7p6h8s 4.6210 0.02646 3.02110 0.002966 196.83 0.04
+6p6d7s5f5g7p6h8s7d 4.6204 0.03175 3.02382 0.002721 196.42 -0.41
FEM [24] 4.622 3.018 196.4

5.8.4 Optimization of Basis

The basis sets optimization for the dimer of the group 11(Ib) of the periodic system
are shown in Table 5.3, 5.5, 5.7. The dissociation energies De, the bond lengths Re

and the vibrational frequencies ωe are given to show the improvement and convergence
with increasing different type of basis functions. The effect of different basis sets will be
compared to the previous work of Varga, Sarpe-Tudoran, and the benchmark of Wang.
The work of Wang use also numerical atomic orbitals (NAOs) and kinetically balanced
Slater type basis within a four-component relativistic calculation (so called Beijing Density
Functional package (BDF)). The relevance of different sort of basis functions for different
elements are shown.

To calculate the dissociation energy of molecules, the constituent atomic energy is sub-
tracted. As spin unpolarized calculations are performed presently, the polarization effect
(from the open shell atoms) is added from elsewhere, Engel [57] and the paper of Varga
[56]. A point nucleus is used in the present calculations. Several digits are provided only
for clear comparison, rather than for precision. The benchmark calculations of FEM uti-
lizes seventh order FEM polynomials with a coordinate transformation of type ν = 3 [24]
and spatial extension of FEM D = 30. For more details see paper [17].
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5.8.5 Basis sets of Au2

The molecule Au2 is taken as a standard system for the research of relativistic calculations,
therefore many details could be found in the literature. It is first compared here. Later
we investigate the light element Ag2 and the super-heavy Rg2.

Table 5.4: Comparison between the effects of 5f , 5g, 6h in the present work and f -, g-, h-type functions
of Wang [23] , with RLDA and LDA, respectively, in Au2

function δ Re
a δ Re [23] δ De

a δ De [23] δ ωe
a δ ωe [23]

5f -2.31780 pm -2.27 pm 0.122153 eV 0.1197 eV 2.38 cm−1 2.16 cm−1

5g -1.33882 pm -0.87 pm 0.056845 eV 0.0447 eV 1.52 cm−1 1.32 cm−1

6h -0.24342 pm -0.08 pm 0.009007 eV 0.0048 eV 0.02 cm−1 0.14 cm−1

a present work

• The earlier four-component DFT calculations of Varga [56] show the dissociation
energy of Au2 3.34 eV with spin-polarization effect. The improved result 2.70 eV
could be deduced after the important multipole expansion of the Hartree poten-
tial in a next paper [50], has an effect 0.64 eV in total energy up to quadrupole.
(The shorter bond length and larger vibrational frequency were shown in [56] with
monopole calculation, the improved corresponding values for RLDA were not given
in the next calculation [50], but only for RGGA). For checking of the statement of
Varga with his rather small basis sets (minimal basis plus 6p and 6d), Liu compares
in his comment [37] three different basis sets A,B,C, where A, for the purpose of
simulating Varga’s calculation, consists of NAOs plus a single-zeta STF for 6p and
6d (the difference is that Varga’s 6p and 6d are from ionized atoms). Liu obtained
the following result: (Re: 4.733 a.u., De: 2.679 eV, ωe: 187 cm−1). The present
evaluation with the same type of basis sets confirm them (Re: 4.7276 a.u., De: 2.704
eV, ωe: 187.3 cm−1).

• s-type basis functions. The missing flexibility in s-type basis functions is commented
[37], Varga did not use s-type functions, and Tudoran got it partly in another way.
As described in the Tudoran thesis, keeping the 1s up to 5p core and semi-core
basis functions from neutral atom, the 5d and 6s valence functions are obtained
from atoms with ionization degree +0.29 . One could take this option as an extra
freedom for 5d and 6s. This causes a 0.0263 eV deeper molecular energy in her
calculation. With 6p (+2.5 degree ionization) and 5f (+4.5 degree ionization) she
has shorter bond length (4.67 a.u.) and deeper energy (3.15 eV). The comparison to
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another basis set construction, 5d and 6s from neutral atom with 6p, 5f (+4.0 degree
ionization for both might not be the optimal), shows a difference (contribution from
the extra freedom of 6s and 5d) of 0.03 a.u. in bond length, and 0.08 eV in RLDA.
The effect found in the present works from 7s, 8s and 6d, summed up, is 0.04 a.u.
in bound length and 0.134 eV in energy. Therefore, additional s-type functions
have more effect than 5d and 6s from ionized atoms. No more basis is added by
Tudoran for the limitation of the computer memory in cluster calculations. But
it is important to mention that 7s is not added too in the paper of Anton [39],
although very good agreement is achieved to the experimental value for Pt2 with
the extension of the relativistic density functional theory to the non-collinear form.
Effect of missing s-type basis function needs to be clarified.

• f -type basis used by Tudoran gives an effect of about 0.1 eV in binding energy. In
the present calculation the effect of 0.122 eV agrees with it. Summing the Re 4.7379
a.u. (of minimal basis with 6p) and the effect of 5f (-0.0438 a.u.), one obtains 4.6941
a.u., which is close to the result of Tudoran 4.70 a.u..

A comparison of the effect from 5f , together with effects of 5g and 6h, to Wang’s
work [23] is shown in Table 5.4. Two results agree quite well except the 6h effect of
Wang is smaller, they estimated it by scalar relativistic ZORA (zero order regular
approximation) results [23].

• Generally the main contribution 80% is from minimal basis set, and as Wang [23]
said they serve as the backbone. Then quite large effects come from 6p, 5f , 7s, 5g
(descending in the absolute contribution on energy and length, see in Table 5.3).
One should not miss one of them for a good description of these properties. Further
s-, p-, d-type functions (8s, 7p, 7d) give small effects of 2.7%, 4.8%, 14.7% of the
7s, 6p, 6d in total energy, respectively. 6h is needed, when one requires an accuracy
within 10 meV.

5.8.6 Basis sets of Ag2

Ag2, as a light counterpart, is quite often compared to Au2, to show that Au2 has more
relativistic effect. The valence atomic orbitals of Au2 contract 6s in size more than 5s of
Ag2 and expand 5d more than 4d of Ag2. Therefore, in Ag2, 4d functions take a smaller
share in the binding than 5d in Au2.

• the main contribution 81.8% are from minimal basis, and 5p, 6s, 4f gives large
effects. The percentage in total binding energy of 5p, 6s (9.3%, 3.9%) is larger than
the corresponding functions 6p, 7s (8.9%, 3.7%) of Au2, in contrast to the smaller
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Table 5.5: Basis set optimization, their spectroscopic constants and effect of changes, in bond length(Re
in a.u.), dissociation energy(De in eV), and vibrational frequency(ωe in cm−1) of Ag2, with Slater density
functional

basis set Re effect(pm) De effect(eV) ωe effect

minimal 4.8875 1.53735 178.33
+5p 4.7952 -4.88 1.71151 0.17416 191.77 13.44
+5p5d 4.7898 -0.29 1.71698 0.00547 193.12 1.35
+5p5d6s 4.7677 -1.17 1.78985 0.07287 198.34 5.22
+5p5d6s4f 4.7336 -1.80 1.85254 0.06269 198.95 0.61
+5p5d6s4f6p 4.7320 -0.08 1.85518 0.00264 199.24 0.29
+5p5d6s4f6p5g 4.7169 -0.80 1.87314 0.01796 199.77 0.53
+5p5d6s4f6p5g6d 4.7157 -0.06 1.87532 0.00218 199.24 -0.53
+5p5d6s4f6p5g6d6h 4.7134 -0.12 1.87655 0.00123 199.27 0.03
+5p5d6s4f6p5g6d6h7p 4.7128 -0.03 1.87799 0.00144 199.49 0.22
FEM [24] 4.712 1.8855 200.3

percentage of 4f (3.3%) of Ag2 than 5f (4.0%) of Au2. The 5g contribution is
already quite small, contributing in energy about a quarter as the 5g in Au2, even
though it is still larger than from the other functions 5d, 6p, 7p, 6h of Ag2. All these
show the smaller importance of high angular momentum in Ag2 binding.

• confirmation of effects from f -, g-, h-type basis (see Table 5.6). The present values
(Slater functional) agree in magnitude to Wang’s (RLDA) [23].

5.8.7 Basis sets of Rg2

Rg2 is quite different to Ag2 and Au2 in the basis construction.

• the contributions of 7s and 6d in the minimal basis is small

• 7p gives a large effect in binding energy, and shorten the distance by 38 pm

• with a similar distance as Ag2, 6f gives much more effect than 4f of Ag2 (0.2069
eV vs 0.06269 eV), 5g (0.09448 eV vs 0.01796 eV), 6h (0.016137 eV vs 0.00123 eV).

• functions, such as i-type with even higher angular momentum might not be neglected
for this system. For practical limitation it is not investigated.
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Table 5.6: Comparison between the effects of 4f , 5g, 6h in the present work and f -, g-, h-type functions
of Wang [23] , with Slater and LDA, respectively, in Ag2

function δ Re
a δ Re [23] δ De

a δ De [23] δ ωe
a δ ωe [23]

4f -1.80 pm -1.29 pm 0.06269 eV 0.0559 eV 0.61 cm−1 0.22 cm−1

5g -0.80 pm -0.54 pm 0.01796 eV 0.0139 eV 0.53 cm−1 0.74 cm−1

6h -0.12 pm -0.08 pm 0.00123 eV 0.0022 eV 0.03 cm−1 0.13 cm−1

a present work

Table 5.7: Basis set optimization, their spectroscopic constants and effect of changes in bond length(Re
in a.u.), dissociation energy(De in eV) and vibrational frequency(ωe in cm−1) of Rg2, with Slater density
functional

basis sets Re effect(pm) De effect(eV) ωe effect

minimal 5.8108 0.139952 70.50
+7p 5.0912 38.0796 0.933201 0.793247 130.25 59.75
+7p7d 5.0674 1.25944 0.953231 0.0200278 131.42 1.17
+7p7d8s 4.9953 3.81537 1.10349 0.150263 135.96 4.54
+7p7d8s8p 4.9536 2.20667 1.15443 0.0509402 143.09 7.13
+7p7d8s8p6f 4.8120 7.49315 1.36135 0.206917 159.50 16.41
+7p7d8s8p6f5g 4.7561 2.9581 1.45583 0.0944788 165.88 6.38
+7p7d8s8p6f5g6h 4.7465 0.50801 1.47196 0.0161365 175.52 9.64
FEM 4.7343 1.5085 160.40

These confirm the main character of d-type binding in Rg2.

The Table 5.7 also shows that the ωe of Rg2 seems not to converge to the FEM value.
It could be a problem of too low multipoles in the Hartree potential which would mean
too little electronic Coulomb repulsion, but it also could mean that LCAO converges to
another molecular state than FEM, but energetically close to it. This is not decided yet
even though the other quantities like Re and De seem to converge against the FEM values
and therefore might suggest that LCAO converges to the same state. Too little Coulomb
repulsion would make the molecular state energetically too deep, but there is no clear
indication for this. But it could be a real effect that another molecular excited state
might be very close in Re and De yet with a bigger ωe. Such an assumption also makes
a lot of sense since the groundstate (lowest energy molecular state) has the lowest ωe of
nearby excited states which could be rather close in Rg2 since it does not have the same
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s-binding as Ag2 and Au2, but d contributions dominant in the groundstate and s-binding
in a low excited state, making this excited state in its properties closer to Ag2 and Au2

which would mean ωe closer to Au2.

5.8.8 Accuracy

Table 5.8: Spectroscopic constants, bond length (Re in a.u.), dissociation energy (De in eV), and
vibrational frequency (ωe in cm−1) of Ag2, with different density functionals and methods

Ag2 method Re De ωe

Slater 4-sp LCAO 4.7128 1.87799 199.49
Slater TVDB LCAO 4.7128 1.87796 199.48
Slater FEM minimax 4.712 1.8855 200.3

RLDA 4-sp LCAO 4.6909 2.284992 206.24
RLDA TVDB LCAO 4.6909 2.284995 206.24
RLDA FEM minimax 4.689 2.2895 206

RGGA 4-sp LCAO 4.8381 1.75089 186.37
GGA BDF [23] 4.830 1.735 182.3

Exp. [54] 4.79 1.65 192.5

The spectroscopic constants of Ag2, Au2, Rg2 with three density functionals are docu-
mented and discussed in the Tables 5.8, 5.9, 5.10 to show the accuracy achieved. Followed
later is the comparison of the four-spinor and the TVDB method.
The results of Ag2 in Table 5.8 are all satisfactory for the three density functionals. The
agreement to the Benchmark values demonstrates the basis set is large enough to reach
small truncation errors and to make safe judgments on the functionals. The errors are
with Slater functional (Re: 0.001 a.u. (0.05pm), De: 0.0075 eV, ωe: 1 cm−1), and with
RLDA (Re: 0.002 a.u. (0.10pm), De: 0.0045 eV, ωe: 0.2 cm−1), and with RGGA (Re:
0.008 a.u. (0.53pm), De: 0.016 eV, ωe: 4 cm−1), while the functional errors (between
the approximate functionals and experimental values) are about one order of magnitude
bigger in Re (Slater 0.078 a.u., RLDA 0.101 a.u., RGGA 0.040 a.u. (factor 5)), and in
De (Slater 0.24 eV, RLDA 0.64 eV, RGGA 0.09 eV (factor 5)). It is a safe statement,
for instance, that all the three functionals have deeper dissociation energies than the
experiment.
The calculation of Au2 with RLDA is successful too (see Table 5.9). The truncation error
0.002 a.u. in Re (compared to a functional error of 0.05 a.u.), 0.006 eV in De (compared
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Table 5.9: Spectroscopic constants, bond length(Re in a.u.), dissociation energy(De in eV), and vibra-
tional frequency(ωe in cm−1) of Au2, with different density functionals and methods

Au2 method Re De ωe

Slater 4-sp LCAO 4.6361 2.7030 181.7
Slater TVDB LCAO 4.6364 2.7030 181.6
Slater FEM minimax 4.629 2.712 193.5

RLDA 4-sp LCAO 4.6204 3.0238 196.4
RLDA TVDB LCAO 4.6204 3.0237 196.4
RLDA FEM minimax 4.622 3.018 196.4

RGGA 4-sp LCAO 4.7612 2.235 180.8
GGA BDF [23] 4.724 2.376 179.1

CCSD(T) [53] 4.702 2.19 187
Exp. [54] 4.67 2.344 190.9

to 0.674 eV), respectively. The Re, 0.002 a.u. shorter than the Benchmark, suggests the
missing of a high angular momentum expansion in the Hartree potential. Slater functional
values are also very good in Re and De, with truncation error 0.008 a.u. and 0.009 eV,
respectively. The large errors, unfortunately, of ωe in Slater calculation, as well as Re and
De in RGGA (Re (0.037 a.u.) factor 4 and De (0.141 eV) factor 9 larger than the Ag2

error with RGGA) mean that the optimization and/or basis size is not as good any more.
This large difference within RGGA can’t be explained by relativistic corrections to the
density functional, which could be estimated to be about 0.01 a.u. in Re , 0.033 eV in
De, and 1.5 cm−1 in ωe by the difference between NLDA and RLDA in the work [24]. A
list of the progress in Liu’s calculations, (in 1999 [58], 4.7489 a.u., 2.22 eV, 183 cm−1), (in
2000 [37], 4.749 a.u., 2.33 eV, 183 cm−1), and (in 2005 [23] in my Table 5.9) gives a hint
of the inefficiency of present RGGA basis sets. Therefore the basis sets with ionization
degree from RLDA optimization are not suitable for RGGA calculations. One needs basis
set optimization for RGGA itself. While TVDB RGGA calculation is not finished yet,
the four-spinor RGGA value is only documented here to show the phenomena. The best
work of the coupled cluster method [53], whose achievement is within 1 pm in Re, 0.1 eV
in De (0.15 eV for the new experimental value), and a few wave numbers in ωe, is listed
in the Table 5.9 too (1 kcal/mol taken as chemical accuracy).

For Rg2 the LCAO values in Table 5.10 are moderately good, 0.012 a.u. difference in
Re, 0.04 eV and 0.06 eV in De with Slater and RLDA functionals respectively. RGGA
value of Rg2 has no benchmark yet. Literature shows only the result of Liu in 1999 [58],
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Table 5.10: Spectroscopic constants, bond length (Re in a.u.), dissociation energy (De in eV), and
vibrational frequency (ωe in cm−1) of Rg2, with different density functionals and methods

Rg2 method Re De ωe

Slater 4-sp LCAO 4.7465 1.4720 175.5
Slater TVDB LCAO 4.7467 1.4719 175.6
Slater FEM minimax 4.7343 1.5085 160.40

RLDA 4-sp LCAO 4.7508 1.7186 153.7
RLDA TVDB LCAO 4.7508 1.7185 153.7
RLDA FEM minimax 4.7388 1.6556 161.93

RGGA 4-sp LCAO 4.9001 1.41653 a 137.4
GGA BDF [58] 4.9133 0.88 b 137

a nonspin-polarization result
b basis set up to f -type function

with basis functions only up to f -type , without g- and h-type functions. If one adds the
contribution of them (taking the present calculation, for example), the value of Liu(1999)
will be about 0.12 eV larger, leading to a De value 1.00 eV (from 0.88 eV). The spin
polarization of the atomic calculation is not available yet. An estimate could be between
0.24 eV (from NLDA) and 0.32 eV (from Slater); let’s take 0.26 eV (as in Ag2 and Au2 the
spin polarization of RGGA is slightly bigger than RLDA). Subtracting this gives 1.16 eV,
which is still different to the value 1.00 eV. Again the e-e relativistic correction [24] (0.0188
a.u. in Re, 0.041 eV in De) can’t explain the possible difference 0.16 eV. According to the
larger contribution of g- and h-type functions in Rg2, a multipole expansion of the Hartree
potential beyond quadrupole is needed. The additional basis of s-, p-, d-type contributes
less than in the case of Ag2 and Au2, thus the fitting of dipole and quadrupole is not as
sufficient as for the other two molecules. These two reasons could lead to a deeper total
molecular energy by this amount.
In general, the present work has good results, especially in Ag2 and Au2 within the local
functionals, where I optimized the corresponding basis sets. The last, but not least,
important comparison is between traditional four-spinor and TVDB methods, to check if
it is less than the truncation error, say 0.01 eV, and to which accuracy they differ.

5.8.9 Comparison of the two methods

One observes that the difference is small between four-spinor LCAO and TVDB LCAO
within two local density functionals, Slater and RLDA (see Table 5.11). The difference
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Table 5.11: Comparison of four-spinor LCAO and TVDB LCAO on Ag2, Au2, Rg2, average energy
difference (in a.u.) of 11 points in interval ∆ = 0.2 a.u. and ratio of value between two end points

Ag2 Au2 Rg2

functional average ratio average ratio average ratio

Slater 4.73 × 10−7 1.22 2.05 × 10−6 1.47 4.61 × 10−6 1.46
RLDA 4.64 × 10−7 1.50 2.04 × 10−6 1.50 4.42 × 10−6 1.47

comes from the improvement of the small components of the molecular orbitals and the
additional projection power against contamination. The molecular potential, instead of
atomic potential, in the denominator of the small component in basis functions, and
the additional balanced basis functions describes more correctly the small components of
molecular orbitals and should give better results. The additional balanced basis functions
serve also to prevent from phenomena such as variational collapse and contamination,
discretizing the negative continuum.
The present calculation shows differences of about 10−6 a.u.. The improvement by the
TVDB method is so small, compared to the binding energy, that it illustrates the four-
spinor LCAO to be still safe in chemistry calculation. The demonstration of the improve-
ment of TVDB in a well behaved way for all inter-nuclear distance shows the variational
safety, too. It is found the increasing trend of improvement with large nuclear charge Z.
This is attributed to all occupied single particle functions, which all have improved small
components. Another fact is that the improvement at the smaller inter-atom distance is
about 1.5 bigger than at the larger inter-atom distance, when the two distances are taken
around bond distance in an interval 0.20 a.u., for instance, 4.52 a.u. and 4.72 a.u. in Au2

with RLDA. The larger improvement by molecular potentials from atomic potentials for
shorter internuclear distance is reasonable. And one could expect an even larger change
at very small internuclear distances, such as scattering problems in Chapter 3 and the
next chapter. Even worse is that serious contamination or collapse might not be avoided
any longer with the traditional method.



Chapter 6

Many-Electron Spectrum of
Quasi-Molecules

The four-spinor LCAO method was also applied in relativistic many-electron correlation
diagrams calculations [59, 18, 25, 26, 27, 28, 29] to get the energy eigenvalues and eigen-
functions as a function of the internuclear distance R for dynamic research purposes.
These eigenfunctions are a good base for time-dependent equations in adiabatic heavy ion
collisions.

The work [59] was the first for relativistic many-electron SCF correlation diagrams for an
improved ( better than a nonrelativistic estimate) understanding of the collision from the
one-electron correlation diagrams (a research before more correct many-electron correla-
tion diagrams). In paper [18] differential elastic scattering cross sections for Ne-Ne were
calculated and agreed well with experimental values to test the quality of the quasi-
molecular potential. And time-dependent many-electron coupled-channel calculations
were performed in [25]. The investigation there was the K-L-vacancy-sharing process
of Ar4+ and Ar12+ ions on Ca solid targets. Schulze and Anton [26, 28, 27, 29] investi-
gated molecular-orbital x-rays in Cl16+-Ar collisions and U92+-Pb collisions.

In short, the many-electron SCF correlation diagrams are only to generate basis functions
for time-dependent many-electron coupled-channel calculations. The correlation diagrams
themselves are solved with atomic basis sets in LCAO SCF calculations.

For the light system Ne-Ne (R ≤ 0.7 a.u.) in [18] the basis sets complement the minimum
basis set with additional wave functions (1s1/2 to 4s1/2), which are from atomic calculations
in the monopole potential of the two nuclei at the center of the two nuclear charges (as
described in Chapter 3).

For the heavy system Pb-Pb with 96 electrons [59], a very large number of numerical DFS
atomic basis functions of lead and additionally those of the united atom are utilized.

In those calculation, a pre-orthogonalization was done before the derivation of the eigen-

57
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value equations. It states [59] that to avoid spurious states the pre-orthogonalization is
absolutely necessary so that linear dependence would be removed. And one notes that
the numerical accuracy is only in the order of 10−6.

What does lead to the spurious states in these kind of calculation? Linear dependence or
the property of the Dirac Hamiltonian itself? That is why I do the comparison here. It is
clear that linear dependent basis sets produce a large error enhancement. But my research
will show that the TVDB method could achieve the correct spectrum when traditional
LCAO four-spinor method fails with the same (good) numerical accuracy (in the order of
10−8)

We perform DFS calculation for two quasi-molecular multi-electron systems, both Ne-Ne
and Pb-Pb with only 20 electrons, with the TVDB method and the traditional LCAO
four-spinor method. The basis constructions are the same for comparison purposes. And
the basis sets are constructed including the modified monopole potential contributions
from the other center(s). The only difference is the nuclear charge, light and heavy.

Table 6.1: the total energy, the energy contributions, and the low-lying states of 20-electron Ne-Ne
quasi-molecule at internuclear distance R = 0.02 a.u. with 2- and 3-center basis sets ; basis of every
center is from 1s1/2 to 3p3/2, 4s1/2; all in atomic units; the error for integral is less than .9238 × 10−8 ;
the energies of the atomic orbitals are listed in the last two columns.

Jz 4-SP 4-SP TVDB TVDB middle left, right
2-c basis 3-c basis 2-c basis 3-c basis basis basis

1/2 -138.1779 -138.1995 -138.1779 -138.1990 -140.5470 -137.3225
1/2 -14.64962 -14.65451 -14.64962 -14.65445 -14.84917 -14.59088
1/2 -12.56030 -12.54886 -12.56032 -12.54877 -12.45584 -12.49996
1/2 -12.34507 -12.33138 -12.34511 -12.33132 -12.32071 -12.36546
3/2 -12.27758 -12.26375 -12.27762 -12.26370 -12.32071 -12.36546
1/2 -1.632246 -1.634184 -1.632245 -1.634194 -1.655635 -1.626166
1/2 -1.035669 -1.036481 -1.035669 -1.036488 -1.022437 -1.031362
1/2 -1.013361 -1.013022 -1.013363 -1.013034 -1.008127 -1.017104
3/2 -1.006276 -1.005804 -1.006279 -1.005817 -1.008127 -1.017104
1/2 -.1145657 -.1142282 -.1145656 -.1142277 -.1161466 -.1151822∑
i εi -389.6252 -389.6034 -389.6253 -389.6020 -394.6077 -387.9025

EDFStotal † -662.5863 -662.9397 -662.5855 -662.9387 -668.4373 -660.7901

† the repulsion energy between two nuclei -5000 a.u. is subtracted.

Table 6.1 shows the results of 2-center and 3-center basis sets for Ne-Ne with the two
methods. Obviously with the light element Ne and the basis set (1s1/2 to 4s1/2) there are
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no spurious states. And it is fairly clear that the results of both four-spinor LCAO and
TVDB are close to each other at least up to the fifth digit after the decimal point with
a 2-center basis set for every molecular eigen-states. With a 3-center basis set nearly the
same quality is achieved with only exception of the lowest state, which has one less digit
of agreement. The total energies differ in the third or fourth digit after the decimal point.
The 3-center basis set leads to a deeper total energy than the 2-center basis set, showing
the convergence. The AO basis eigen-energies (left, right and middle) are also shown in
the table. Because the monopole potential contribution of the other nucleus is included,
the basis sets have a similar structure as the molecular spectrum at short distances. The
linear dependence does not show up within this basis size.

Table 6.2: the total energy, the energy contributions, and the low-lying states of 20-electron Pb-Pb
quasi-molecule at internuclear distance R = 0.02 a.u. with 2- and 3-center basis sets; basis of every
center is from 1s1/2 to 3p3/2, 4s1/2; all in atomic units; the error for integral is less than .713 × 10−8 ;
the energies of the atomic orbitals are listed in the last two columns.

Jz 4-SP 4-SP TVDB TVDB Atom middel left, right
2-c basis 3-c basis 2-c basis 3-c basis shell basis basis

1/2 -17212.8**
1/2 -15952.5** -12028.5**
1/2 -7782.358 -7648.780 -7775.843 -7844.063 1s1/2 -8138.663 -8030.104
1/2 -4702.585 -4655.860 -4719.403 -4731.381 2s1/2 -2579.902 -2766.517
1/2 -2948.997 -2932.746 -2952.941 -2974.030 2p1/2 -3960.836 -3537.435
3/2 -2622.419 -2612.367 -2627.955 -2645.593 2p3/2 -3292.876 -2950.989
1/2 -2459.709 -2454.216 -2464.390 -2487.929
1/2 -1701.012 -1697.846 -1709.425 -1714.597 3s1/2 -1191.432 -1263.902
1/2 -1440.178 -1436.397 -1414.760 -1425.219 3p1/2 -1537.815 -1462.623
1/2 -1291.840 -1295.023 -1294.877 -1307.445 3p3/2 -1407.417 -1305.609
1/2 -1253.951 -1250.238 -1246.483 -1256.049
3/2 -1250.785 -1246.511 -1246.397 -1245.174 4s1/2 -674.240 -706.672
3/2 -1193.764 -1202.859 -1196.405 -1212.807
1/2 -1138.179 -1146.197 -1139.527 -1155.437∑
i εi -84311.0 -107949.1 -54904.9 -55263.0 -54967.0 -52560.9

EDFStotal † -89678.1 -114003.7 -60194.4 -60444.5 -58638.2 -56133.1

† the repulsion energy between two nuclei -336200 a.u. is subtracted;
** means spurious states.

Table 6.2 shows the results of the 2-center and 3-center basis sets for the system Pb-Pb.
Therefore it is expected that the similar quasi-molecular system Pb-Pb, with the same
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construction of the basis as Ne-Ne, has not large linear dependence problems (even smaller
because relativistic effects cause contraction of s- and p- type levels of the basis sets and
thus diminish the left-right overlap).
If any spurious states show up, this should be the variational collapse problem for the
only difference of the heavier nuclear charge. As shown in table 6.2 one spurious state
appears below the true spectrum with the 2-center basis set with the four-spinor LCAO
method, and one state more with the 3-center basis set. (The spurious states come out
already from the very beginning of the SCF calculation, rather than later in the iteration
process.) Sum of the eigenvalues and the total energy are quite different between the two
methods with the same basis set because of the contamination by the negative continuum.
Spurious states do not show up in the TVDB method. Atomic basis energies are listed in
the last two columns too, showing large relativistic effects especially in 1s1/2 and 2p1/2,
which correspond to 1(1/2)g and 1(1/2)u in the quasi-molecule.
Table 6.3 has the calculation with an enlarged basis, basis size of every center from (1s1/2

to 4s1/2) increasing to (1s1/2 to 4f7/2), which is larger than or equal to ref. [26, 28, 27, 29].
More spurious states appear below or in the spectrum with the four-spinor LCAO method,
while the TVDB method works still quite well. The TVDB total energy shows convergence
of the total energy with increasing basis either from 2-center to 3-center or from (1s1/2 to
4s1/2) basis to (1s1/2 to 4f7/2) basis (comparing table 6.2 and table 6.3).
In the calculations [18, 59] the pre-orthogonalization helps to remedy linear dependence
problems and partly to reduce the severity of the variational problem, but there is no
proof that a linear independent basis has no variational collapse. The two cases here
show the failure of traditional four-spinor calculations without pre-orthogonalization, and
the success of the TVDB LCAO method. With the same basis size (in large component)
in these cases the TVDB method gets reasonable results without pre-orthogonalization.
This fact demonstrates that linear dependence is not serious in these calculation, and the
variational collapse can be avoided with the TVDB method.



61

Table 6.3: the total energy, the energy contributions, and the low-lying states of 20-electron Pb-Pb
quasi-molecule at internuclear distance R = 0.02 a.u. with 2- and 3-center basis sets; basis of every center
is from 1s1/2 to 4f7/2; all in atomic units; the error for integral is less than .713× 10−8 ; the energies of
the atomic orbitals are listed in the last two columns.

Jz 4-SP 4-SP TVDB TVDB Atom middle left, right
2-c basis 3-c basis 2-c basis 3-c basis shell basis basis

-47179.9**
-29324.6**

-30969.1** -16969.5**
-9081.0** -9921.9**

1/2 -7849.979 -8043.416 -7832.949 -7953.728 1s1/2 -8138.663 -8030.104
1/2 -4783.755 -4964.506 -4760.884 -4818.339 2s1/2 -2579.902 -2766.517

-3483.9**
-3342.1** -4629.9**

2p1/2 -3960.836 -3537.435
2p3/2 -3292.876 -2950.989

1/2 -3002.028 -3076.387 -2986.545 -3017.718 3s1/2 -1191.432 -1263.902
3/2 -2666.403 -2709.535 -2654.528 -2669.845 3p1/2 -1537.815 -1462.623
1/2 -2479.339 -2513.810 -2486.266 -2498.269 3p3/2 -1407.417 -1305.609

-2042.5**
1/2 -1719.297 -1647.853 -1718.414 -1714.744 3d3/2 -1418.684 -1382.187
1/2 -1451.168 -1456.838 -1451.808 -1447.642 3d5/2 -1282.050 -1273.053
1/2 -1305.605 -1277.012 -1307.708 -1313.322 4s1/2 -674.240 -706.672
3/2 -1300.408 -1271.741 -1301.235 -1294.085 4p1/2 -809.537 -783.876
1/2 -1278.024 -1251.395 -1279.306 -1270.237 4p3/2 -763.114 -721.693
3/2 -1229.505 -1190.882 -1231.211 -1223.652 4d3/2 -772.241 -752.228
3/2 -1207.950 -1183.470 -1210.496 -1215.119 4d5/2 -715.405 -709.230
5/2 -1189.755 -1145.193 -1192.066 -1184.956 4f5/2 -698.822 -698.885
1/2 -1141.917 -1139.122 -1146.870 -1155.820 4f7/2 -679.135 -679.281∑
i εi -138753.6 -168392.1 -55559.3 -55995.9 -54967.0 -52560.9

EDFStotal † -143485.1 -173538.1 -60466.5 -60717.4 -58638.2 -56133.1

† the repulsion energy between two nuclei -336200 a.u. is subtracted;
** means spurious states.
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Chapter 7

Conclusion and Outlook

The present research starts searching for the correct eigenstate spectrum of the relativis-
tic one-electron systems H+

2 and Th179+
2 , comparing the two-component spinor minimax

LCAO and the traditional four-spinor LCAO method. Although the two-spinor minimax
LCAO method is quite time consuming to construct the H matrix and perform a full
diagonalization in every iteration for EMO in the denominator of the minimax formula
(equation 3.3), it is bounded from below, yielding the whole spectrum of the molecules
(both light and super-heavy molecules) correctly. But the traditional four-spinor LCAO
could not project well against the negative continuum in the super-heavy quasi-molecular
calculation, with the presence of spurious and contaminated states in the spectrum. Two-
spinor minimax LCAO provides reliable information on the complete spectrum of the
relativistic Th179+

2 ; two-spinor minimax FEM (or other basis sets) may then be used to
obtain more precise energies.

The investigation proceeded to the kinetic balance method and new linear balance basis
methods on the same super-heavy quasi-molecular system, in order to avoid consuming
too much time in the iterative procedure for EMO in the denominator of the minimax
energy functional. The TVDB LCAO method is in very good agreement with the mini-
max LCAO, while other methods, TVB, KB and traditional LCAO may be much worse.
The small difference between TVDB and minimax LCAO is attributed to their similar
projection power against the negative continuum. Therefore TVDB Defect Balance is
the most promising method, among all methods compared here, as it defines a linear
eigenvalue approach in contrast to the non-linear Minimax LCAO process, and with the
very good projection quality even for super-heavy systems. And it is worth noting that
the molecular potential in the denominator is crucial for good projection, rather than the
energy dependence.

In order to demonstrate the projection behavior of the TVDB method in multi-electron
systems, first we applied it to the chemical systems, Ag2, Au2 and Rg2, around equilibrium
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distance with the requirement of chemical accuracy, and compared it to traditional 4-
spinor LCAO. The difference between the two methods is quite regular and small, being
two orders less than the error due to incompleteness of the basis set. Thus one could
conclude that within RLDA and Slater density functionals chemistry calculation with both
methods are variationally safe, in the sense that the possible deviation of traditional LCAO
is less than 0.13 meV even in the dimer of a super-heavy element, and the TVDB method
has an improved safety than the other. Since the TVDB method, with the balanced basis
set, cost more time in matrix element calculation and solution of the eigenfunctions, the
traditional four-spinor LCAO is still favorable in chemistry simulations.
Besides, the success of the basis construction within chemical accuracy demonstrated
the flexibility of basis sets in our scheme. The details prove the even more relativistic
effect in Rg2 than Ag2 and Au2 and more binding energy from d-type valence orbitals.
Obviously higher angular momentum than quadrupole needs to be applied for the Rg2

Hartree energy calculation. Since the fitting procedure of the density is more expensive
with all density basis functions from NAOs and higher angular momentum, it is better to
make the core density fixed or projected out to reduce the fitting space. More studies on
the converge behavior of fitting a basis set helps for the accuracy of the calculation.
Since the kinetic balance method was not suitable with numerical AOs, it was not com-
pared in the present chemical calculation. As TVDB LCAO is superior over the KB
method, it is recommended for checking the variational safety of KB calculations, if no
numerical molecular standard is available and the nonlinear minimax principle is too ex-
pensive. This suggestion arises partly from the efforts of Gaussian basis optimization
for the KB scheme and tests in atomic cases but no detailed investigations on molecular
variational safety are available yet.
As suggested by Wang [23], the achievement of accuracy encourages the research of new
parameterizations of DFT, especially for systems with heavy and super-heavy atoms to
reduce the inherent error in DFT. More studies on different other systems with heavy and
super heavy atoms are needed to calibrate DFTs.
Finally a further comparison of the two methods has been made in many-electron quasi-
molecular calculations with different basis sizes. For light systems like Ne-Ne at R = 0.02
a.u. both the TVDB method and the traditional four-spinor LCAO work well. differing
very little. But for super-heavy systems (like Pb-Pb with 20 electrons) the traditional
four-spinor LCAO shows spurious states, which is not caused by linear dependence, but
by variational collapse. The TVDB method keeps the variational stability and works well
when increasing the basis size. It was only a quite simple illustration since the optimiza-
tion of the basis set was not done. In order to achieve high accuracy and convergence,
systematic investigations are needed with the TVDB method, as well as the investigation
on the linear dependence. The consideration of QED is important too in that case, but
has been left out in the present work.
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[34] C. Düsterhöft, D. Heinemann, D. Kolb, Chem. Phys. Lett. 296 (1998) 77.
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Appendix A

Kinetic Matrix Element

A.1 Traditional Four-Spinor LCAO

Because of using numerical atomic basis, the kinetic operator is defined by atomic kinetic
operator acting on atomic basis, namely, Tφi. The kinetic matrix element will be derived
by following express:

〈ψ | Tψ〉 =
∑
j

∑
k

ajak〈
(
φj+
φj−

)
| T

(
φk+

φk−

)
〉

=
∑
j

∑
k

ajak〈
(
φj+
φj−

)
| (εAOk − V AO

k )

(
φk+

φk−

)
〉 (A.1)

A.2 TVB LCAO

One could separate the small component of molecular wavefunction as following:

ψ− =
∑
i

ai
Lφi+

(E0 + 2mc2 − V MO)

=
∑
i

ai
Lφi+

(εAOi + 2mc2 − V AO
i )

(εAOi + 2mc2 − V AO
i )

(E0 + 2mc2 − V MO)

=
∑
i

aiφi−(1 +
(εAOi − E0 + V MO − V AO

i )

(E0 + 2mc2 − V MO)
)

=
∑
i

aiφi−(1 + gi(E0))
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=
∑
i

aiφ̃i− (A.2)

where gi(E0) is for abbreviation

gi(E0) =
(εAOi − E0 + V MO − V AO

i )

(E0 + 2mc2 − V MO)
(A.3)

The kinetic matrix is shown here. The overlapping and potential matrices are similar and
simple. δi = bi − ai is used for convenience.

〈ψ | Tψ〉 =
∑
j

∑
k

〈
(
ajφj+
bjφ̃j−

)
| T

(
akφk+

bkφ̃k−

)
〉

=
∑
j

∑
k

〈
(
ajφj+
bjφj−

)
+

(
0

bjφj−gj(E0)

)
| T

((
akφk+

bkφk−

)
+

(
0

bkφk−gk(E0)

))
〉

=
∑
j

∑
k

〈
(

ajφj+
(aj + δj)φj−

)
+

(
0

(aj + δj)φj−gj(E0)

)
|

T

((
akφk+

(ak + δk)φk−

)
+

(
0

(ak + δk)φk−gk(E0)

))
〉

=
∑
j

∑
k

〈
(

ajφj+
(aj + δj)φj−

)
| T

((
akφk+

(ak + δk)φk−

))
〉

+
∑
j

∑
k

〈
(

ajφj+
(aj + δj)φj−

)
| T
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0

(ak + δk)φk−gk(E0)

))
〉

+
∑
j

∑
k

〈
(

0
(aj + δj)φj−gj(E0)

)
| T

((
akφk+

(ak + δk)φk−

))
〉

+
∑
j

∑
k

〈
(

0
(aj + δj)φj−gj(E0)

)
| T

((
0

(ak + δk)φk−gk(E0)

))
〉 (A.4)

• first term

∑
j

∑
k

〈
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ajφj+
(aj + δj)φj−

)
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=
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(
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)
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+
∑
j

∑
k

δjak〈
(

0
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• second term
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• third term
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=
∑
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• fourth term
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A.3 TVDB LCAO

Similar as TV balance, the small component of molecular wavefunction is formulated this
way:

ψ− =
∑
i

ai
Lφi+

(Ei + 2mc2 − V MO)
+
∑
i

bi
Lφi+

(Ei + 2mc2 − V MO)(E0 + 2mc2 − V MO)

=
∑
i

aiφi−(1 + gi(Ei)) +
∑
i

biφi−hi(Ei, E0)

=
∑
i

aiφ̃i− +
∑
i

biφi−hi(Ei, E0) (A.9)

gi(Ei) =
(εAOi − Ei + V MO − V AO

i )

(Ei + 2mc2 − V MO)
(A.10)

hi(Ei, E0) =
(εAOi + 2mc2 − V AO

i )

(Ei + 2mc2 − V MO)(E0 + 2mc2 − V MO)
(A.11)

〈ψ | Tψ〉 =
∑
j

∑
k

〈
(

ajφj+
ajφ̃j− + bjφj−hj(Ej, E0)

)
| T

(
akφk+

akφ̃k− + bkφk−hk(Ek, E0)

)
〉

=
∑
j

∑
k

〈
(
ajφj+
ajφj−

)
+

(
0

ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
|
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T

((
akφk+

akφk−

)
+

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

))
〉

=
∑
j

∑
k

〈
(
ajφj+
ajφj−

)
| T

(
akφk+

akφk−

)
〉

+
∑
j

∑
k

〈
(
ajφj+
ajφj−

)
| T

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

)
〉

+
∑
j

∑
k

〈
(

0
ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
| T

(
akφk+

akφk−

)
〉

+
∑
j

∑
k

〈
(

0
ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
|

T

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

)
〉 (A.12)

• first term ∑
j

∑
k

〈
(
ajφj+
ajφj−

)
| T

(
akφk+

akφk−

)
〉

=
∑
j

∑
k

ajak〈
(
φj+
φj−

)
| (εAOk − V AO

k )

(
φk+

φk−

)
〉 (A.13)

• second term ∑
j

∑
k

〈
(
ajφj+
ajφj−

)
| T

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

)
〉

=
∑
j

∑
k

ajak〈(εAOj − V AO
j )

(
φj+
φj−

)
|
(

0
φk−gk(Ek)

)
〉

+
∑
j

∑
k

ajbk〈(εAOj − V AO
j )

(
φj+
φj−

)
|
(

0
φk−hk(Ek, E0)

)
〉 (A.14)

• third term ∑
j

∑
k

〈
(

0
ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
| T

(
akφk+

akφk−

)
〉

=
∑
j

∑
k

ajak〈
(

0
φj−gj(Ej)

)
| (εAOk − V AO

k )

(
φk+

φk−

)
〉

+
∑
j

∑
k

bjak〈
(

0
φj−hj(Ej, E0)

)
| (εAOk − V AO

k )

(
φk+

φk−

)
〉 (A.15)
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• fourth term

∑
j

∑
k

〈
(

0
ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
| T

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

)
〉

=
∑
j

∑
k

(−2mc2)〈
(

0
ajφj−gj(Ej) + bjφj−hj(Ej, E0)

)
|

(
0

akφk−gk(Ek) + bkφk−hk(Ek, E0)

)
〉 (A.16)

A.4 Minimax Two-Spinor LCAO

I = 〈ψ+ | (V MO − E)ψ+〉+ 〈ψ− | Lψ+〉 (A.17)

with

ψ− =
Lψ+

(E + 2mc2 − V MO)

=
∑
k

akφk−(1 + gk(E)) (A.18)

gk(E) =
(εAOk − E + V MO − V AO

k )

(E + 2mc2 − V MO)
(A.19)

and

ψ+ =
∑
k

akφk+ (A.20)

The direct use of the following numerical definition spoils the quadratic error dependence
of energies and introduces a linear error term as in the approximate wave functions (atomic
orbital 1s 1

2
of Th179+

2 as a test).

Tφk =

(
0 L†

L −2mc2

)(
φk+

φk−

)
(A.21)

Lφk+ = (Tφk)− + 2mc2φk− (A.22)
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we use an equation to avoid this numerical definition:

〈ψ | Tφk〉 = 〈ψ+ | L†φk−〉+ 〈ψ− | Lφk+ − 2mc2φk−〉
= 〈Lψ+ | φk−〉+ 〈ψ− | Lφk+ − 2mc2φk−〉
= 〈(E + 2mc2 − V MO)ψ− | φk−〉+ 〈ψ− | Lφk+ − 2mc2φk−〉
= 〈(E − V MO)ψ− | φk−〉+ 〈ψ− | Lφk+〉 (A.23)

with

〈ψ | Tφk〉 = 〈ψ | (εAOk − V AO
k )φk〉 (A.24)

one gets:

〈ψ− | Lφk+〉 = 〈ψ | (εAOk − V AO
k )φk〉 − 〈(E − V MO)ψ− | φk−〉 (A.25)

That is what I need to use for the minimax functional:

I = 〈ψ+ | (V MO − E)ψ+〉+ 〈ψ− | Lψ+〉
= 〈ψ+ | (V MO − E)ψ+〉+

∑
k

ak〈ψ− | Lφk+〉

= 〈ψ+ | (V MO − E)ψ+〉+∑
k

ak(〈ψ | (εAOk − V AO
k )φk〉 − 〈(E − V MO)ψ− | φk−〉)

= 〈ψ+ | (V MO − E)ψ+〉+
∑
k

ak(〈ψ+ | (εAOk − V AO
k )φk+〉

+〈ψ− | (εAOk − V AO
k )φk−〉 − 〈(E − V MO)ψ− | φk−〉)

=
∑
j

∑
k

ajak(〈φj+ | ((V MO − E) + (εAOk − V AO
k ))φk+〉

+〈φj−(1 + gj(E)) | ((εAOk − V AO
k )− (E − V MO))φk−〉) (A.26)

A.5 Conversion of units:

1 a.u. = 2 Rydberg

1 a.u. = 52.917726 pm

1 a.u. = 27.21165 eV

(A.27)
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